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Abstract—The freshness of web page indices is the key to
improving searching quality of search engines. In Baidu, the
major search engine in China, we have developed DirectLoad,
an index updating system for efficiently delivering the web-
scale indices to nationwide data centers. However, the web-scale
index updating suffers from increasingly high data volumes
during network transmission and inefficient I/O transactions
due to slow disk operations. DirectLoad accelerates the index
updating streams from two aspects: 1) DirectLoad effectively
cuts down the overwhelmingly high volume of indices in trans-
mission by removing the redundant data across versions, and
mutates regular operations in a key-value storage system for
successful accesses to the deduplicated datasets. 2) DirectLoad
significantly improves the I/O efficiency by replacing the LSM-
Tree with a memory-resident table (memtable) and appending-
only-files (AOFs) on disk. Specifically, the write amplification
stemming from sorting operations on disk is eliminated, and
a lazy garbage collection policy further improves the I/O
performance at the software level. In addition, DirectLoad
directly manipulates the SSD native interfaces to remove the
write amplification at the hardware level. In practice, 63%
updating bandwidth has been saved due to the deduplication,
and the write throughput to SSDs is increased by 3x. The
index updating cycle of our production workloads has been
compressed from 15 days to 3 days after deploying DirectLoad.
In this paper, we show the effectiveness and efficiency of an
in-memory index updating system, which is disruptive to the
framework in a conventional memory hierarchy. We hope that
this work contributes a strong case study in the system research
literature.

1. Introduction

Baidu [1] is the major Internet search engine in China,
and its index updating system continuously builds the index
data from countless crawled web pages and ships them to
nationwide data centers, where the index data are placed in
a key-value storage system for promptly serving billions of
users. As the Internet itself is evolving, the speed of index
updating takes a significant role in determining the searching
quality.

1.1. Background

An overview of the index building and updating system
of Baidu is shown in Figure 1. In this section, we will briefly
introduce how the index data are generated and distributed
to the regional data centers, related technical issues, and our
solution to address the issues.

1.1.1. Index Building. The web crawlers located in a ded-
icated data center (data center#0 in Figure 1) are crawling
the web pages round by round, and in the same data center,
all the index datasets are prepared for further distribution
to regional data centers. The web crawlers download a
document identified by its uniform resource locator (URL)
only if it has been modified since last round of crawling. In
Baidu, the crawled documents in the amount of petabytes
are categorized into VIP level and non-VIP level according
to their content quality, the government censorship, and the
popularity at the crawling time (e.g., the breaking news).
The VIP level data serve more than 80% user queries while
consuming only a few TBs of storage space. Building and
updating indices generated from both kinds of data are
exactly the same so we will not distinguish them in Figure 1.

The crawled pages are fed to the index building engine
for generating indices represented as key-value pairs. The
forward indices are firstly generated in the form of <URL,
terms>, where the terms are a list of words dismantled
from the document content. The summary indices are gen-
erated separately from the forward indices, and the key is
also the URL but the value is a summary of the document.
Once a collection of forward indices have been crafted, the
inverted indices can be updated. The key of an inverted index
is a term and its value is a chain of URLs representing the
documents that contain the term. A summary index entry is
denoted as <URL, abstract> while an inverted index is
<term, URLs>. In Figure 1, the red arrows represent the
summary indices and the blue arrows represent the forward
indices combined with inverted indices. A search request to
a search engine is at first broken into couples of terms. For
each term, the corresponding URLs are retrieved from the
inverted indices. These URLs are ranked and only the most
related ones are returned to the users with their abstracts
gathered from the summary index.
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Figure 1: An overview of Baidu’s index building and updating system

1.1.2. Index Updating. The data center building the indices
(data center#0) keeps sending slices of index data in GBs
every hour to nationwide data centers. There are in total six
data centers in China deployed to accept Baidu’s index data
and they are evenly distributed in three regions, which are
North China, East China, and South China. The inverted
indices are stored in all six data centers for low-latency
document retrieval while the summary indices can only
be found in three ones due to the high storage cost. An
example of data center deployment in North China is shown
in Figure 1 (data center#1.1 and data center#1.2). For one
round of web crawling and selection, the corresponding
index data are tagged with an advancing version number.
When the index data arrive at a data center, they are arranged
to the storage nodes, in which at most four versions of index
data persist. In our production environment, two subsystems,
Bifrost and Mint, are designed and implemented to cope with

the network transmission and data storage, respectively.

1.2. Problem Statement and Our Solutions

The first obstacle of speeding up the index updating
comes from the increasingly high data volumes. In order to
react to unpredictable glitches and failures in the production
environment, the index data have to be versionized so that
rollback to a functional version could be the last resort. But
this introduces a tremendous volume of data to be delivered
for every update towards a new version, which is likely to
overwhelm the backbone networks interconnecting regional
data centers. Since around 70% newly generated index data
are found to be duplicate compared to its previous version
in our production workload, recognizing and removing these
redundancy would be a promising solution for bandwidth
saving. However, this invalidates the regular data access op-
erations such as GET(key) or DEL(key) in the key-value
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storage system because some keys are preserved without
the value fields. Therefore, we need to remold the regular
operations in the key-value store system to adapt to the
deduplicated key-value pairs.

Another concern is related to poor I/O performance
in solid-state storage devices (SSDs). As the state-of-
art databases for key-value data (e.g., LevelDB [2] and
RocksDB [3]) adopt LSM-Tree [4], [5] for high write
throughput, we have observed that in our system the in-
herent write amplification of this data structure can not be
effectively compensated by sequential writes to the SSD any
more. Wisckey [6] attempts to alleviate the write amplifica-
tion by separating the storage of keys and values, but the
LSM-Tree is retained for keeping keys sorted. Sorting data
on the disk has to read and write data repeatedly so that the
write amplification is unavoidable. On the other hand, the
write amplification also exists at the hardware level because
the SSD can only erase data as a whole block (e.g., 256 KB)
while writing data is in a smaller granularity (e.g., 4 KB).
As a result, the inefficient I/O transactions have to be well
addressed before we can implement a system achieving fast
index updating.

In this paper, we present DirectLoad, a web-scale index
updating system, which consists of two components, Bifrost
(Data center#0 in Figure 1) and Mint (Data center#1.2
in Figure 1). Bifrost is responsible for delivering index
data to regional centers, and Mint is a distributed key-
value store system for index data in each regional data
center. DirectLoad effectively and systematically addresses
the above-mentioned two challenges in the following ways.
First, Bitfrost is able to reduce the data volume to be deliv-
ered in regional centers by deduplications. This effort may
leave some key-value pairs incomplete, which is addressed
by Mint for additional operations to make key-value pairs
complete. Second, instead of building an LSM tree in the
memory and disk storage, we have implemented a novel
and effective data structure of Mint to achieve the goals of
fast data accesses and best utilization of SSD storage. Mint
consists of a memory resident table, termed as memtable and
appending-only-files (AOFs) in SSD storage. The memtable
can be a sorted data structure to store keys, such as a tree
structure or a list, where data reads are fast because accesses
are in-memory in sequence. Since coming index entries are
appended in SSD disks in a block-aligned way, the number
of writes is minimized. In addition, we have used a lazy
garbage collection (GC) policy to make usable space. The
efforts of AOFs and lazy GC have greatly reduced write
amplifications at both the software- and hardware-level. The
improvement of data access performance by Mint may lead
a longer recovery time after the main memory is in a failure
mode because memtable has to be rebuilt based on the entire
AOFs in SSD. In addition, a lazy GC may also needs more
SSD space. However, these two side effects are manageable,
and trivial compared with what we have accomplished.
The experiments conducted with our production workloads
show that Bifrost can reduce up to 63% network traffic by
deduplications, and Mint raises the write throughput by 3x
compared with a conventional LSM-tree structure. With the

support of Bifrost and Mint, DirectLoad has successfully
reduced the index updating cycle from 15 days to 3 days.

The rest of the paper is organized as follows. Section 2
presents the design of Bifrost and Mint in DirectLoad.
After discussing implementation details of DirectLoad in
Section 3, we evaluate the performance of our system in
Sections 4 and 5. Section 6 introduces the related work and
Section 7 concludes the work.

2. System Design

To elaborate the design choices in DirectLoad, we will
outline our system first. Then we describe how index data
are delivered to the regional data centers by Bifrost, and
how Mint stores the arriving data in a data center. On each
storage node, a key-value storage engine named QinDB
(Quick-Indexing Database) is installed to optimize the write
throughput to SSDs (See Figure 1).

2.1. In-memory data processing with SSD storage

Having looked into the data structures of LSM-tree [4],
LSbM-tree [5] and Wisckey [6], we have determined they
may not be suitable in our production system. All of these
designs build LSM-tree in hard disks, which is not efficient
in our SSD storage since range query accesses in SSD are
not very cost-effective and frequent compactions in LSM-
tree are not affordable for SSD. A compaction buffer is built
in LSbM-tree to minimize the LSM-tree compaction induced
buffer cache invalidations. Since we have built a sorted data
structure in memory for fast data accesses, buffer cache is
not very critical in our system. The incoming data stream
is written into our SSD storage in an appending format at
a minimal cost, which is then placed in our memtable in
a sorted format in the main memory. Since only keys are
stored in memory, there are sufficient memory space to build
a fully sorted data structure in memory. The data accesses
can be very fast in memory to satisfy high quality search
requirement.

Furthermore, in a conventional KV-store with a hash-
ing mechanism, frequent indexing operations can cause a
high number of random accesses in memory, reducing KV
throughput [7]. In DirectLoad, key-value store is imple-
mented by the sorted keys in memtable and fast accesses
to their values in SSD without a hashing table, significantly
improving the access efficiency.

One disadvantage of this design is that the memtable
recovering can be relatively slow after an electricity outrage
compared with the data structure with an LSM-tree in SSD.
However, our design is highly preferred in practice for three
reasons. First, the chance to rebuild the memtable is very
rare according to our daily operation experiences, though it
is checkpointed periodically. Second, the cost to build an
LSM-tree on SSD is quite expensive and not suitable due
to its life span based on limited write cycles. Finally, our
simple appending format in SSD not only reduces the write
amplification but also supports random accesses for values,
which is best suitable for SSD.
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…

Figure 2: The regular operations (GET, PUT and DEL) in QinDB. All of these operations have to mutate to adapt the new
paradigm of key-value pair.

2.2. Bifrost

Modification to a web page in a short period rarely
lead to semantic changes of this document. As a result,
the index data generated from a new round of crawling
usually stay the same. Our data show that on average 70%
index data are exactly the same between two consecutive
versions. Bifrost removes the redundancy by comparing the
signatures of index data between consecutive versions. Only
if the signature differs, a key-value pair is forwarded to
the network transmission, otherwise the value field will be
removed before delivery.

The index data with or without the value field are
transmitted to three regional relay groups continuously. For
each relay group, there are 20∼30 relay nodes caching and
relaying the data to the two data centers located in the same
region. Since the backbone networks interconnects every
pair of the three relay groups, we have opportunities to
optimize the data transmission by flexibly arranging data
streams to circumvent the channels sustaining high traffic.
In order to timely understand the inter-regional network
traffic, a centralized network monitoring platform keeps
collecting the real-time network statistics from the relay
groups, predicts the available bandwidth resources of the
network channels, and directs how the index data should be
delivered to the relay groups.

More importantly, Bifrost must ensure that individual
data streams, i.e., summary indices and inverted indices,

arrive at all data centers simultaneously due to two rea-
sons: 1) the index data of different types are generated
continuously but there are no sufficient space in the in-
termediate nodes to cache them; 2) while the relay nodes
also serve other applications, the general-purpose resource
management module is unaware of index traffic pattern
so that it will revoke the allocated bandwidth if one data
stream has stopped. Reallocation of network resources is
unpredictable and could be time consuming. In practice, we
empirically reserve 40% bandwidth for summary indices and
60% bandwidth for inverted indices.

2.3. Mint

When the index data have arrived in a regional data
center, Mint directs how the key-value pairs persist on the
disks of storage nodes. The key-value pairs are dispatched
to storage nodes according to H(k), where H(·) is a hash
function and k denotes the key, for load balance (See Data
center#1.2 in Figure 1). However, Mint avoids to map H(k)
directly to the storage node due to the poor scalability.
The storage nodes are organized in groups and the H(k)
is mapped to a group. In this way, Mint can add/remove
storage nodes in the groups without redistributing the stored
key-value pairs. Furthermore, three replicates of a key-value
pair are distributed to different storage nodes in the same
group for reliability. Requests to a specific key can be sent
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Figure 3: The asymmetric operations of write and delete on
SSDs

to the relevant nodes in parallel without incurring additional
query latency.

For each storage node, we have developed a novel key-
value storage engine, namely QinDB, for effectively and ef-
ficiently accessing the index data. In order to correctly serve
index data that have been deuduplicated, QinDB mutates
the regular data access operations. Besides, QinDB adopts
a memtable in conjunction with AOFs in SSD instead of
LSM-Tree for minimizing write amplification.
QinDB: The key-value pairs are appended to the AOFs and
the keys are sorted in a memory-resident skip list [8]. The
AOFs are append-only files with a fixed size of 64 MB and
it includes a GC mechanism for revoking the space occupied
by the deleted data. In this way, sorting operations are only
conducted in the main memory and we only need to address
the write amplification in the GC. In the skip list, an item
is composed of a key and the offset referring to the actual
position of the value in the AOFs. For a storage node, there
is only one SSD of 2TB installed so that the skip list is able
to fully reside in the main memory without a huge amount
of values.

As the datum of indices have changed to a key carrying
a value or NULL, we need to tweak the regular data ac-
cess queries in the key-value storage system. The modified
operations are shown in Figure 2.
PUT(<k/t,v>): The PUT is invoked when a key-value pair,
<k/t,v>, has arrived, where k represents the key, t is a
version number and v is the value. In Figure 2, the black
arrows represent the steps of the PUT operation. QinDB
(1) appends the arriving key-value pair to the end of the
AOFs. Then (2) k/t and offset are crafted as an item and
inserted into the skip list, no matter if there is a valid value
field or not. In addition to these two fields, we also have an
individual flag r marking if this item has been deduplicated
and a flag of d representing if this key-value pair has been
deleted. It worth noting that items are sorted in the skip list
so that the same keys are naturally aggregated in the order
of increasing version numbers.
GET(k/t): When a read query to k/t arrives, QinDB at first

Figure 4: The GC mechanism on the SSD incurs both read
and write amplification.

searches the k/t in the skip list. The GET operation follows
the red arrows in Figure 2. If (1) we can find a corresponding
item in the skip list and the flag r indicates that the value
field exists, (2) the key-value pair can then be successfully
positioned in the AOF and returned to who sent the query. If
the r flag shows the value field of k/t has been deduplicated,
QinDB is expected to find the value field as NULL in the
AOF. In order to discover a valid value for the query, QinDB
tracebacks to older versions until an item containing the
value field has been found. The traceback is illustrated at
the right bottom of Figure 2.
DEL(k/t): The DEL operation is sophisticated because a
value may be referred by multiple keys and the GC is
involved. In Figure 2, the dashed black arrows mean the DEL
operation and the dashed grey arrows indicate the GC steps.
In most cases, (1) the DEL(k/t) operation simply set the
delete flag d in the main memory. When the manipulation
against the skip list has completed, (2) QinDB updates the
occupancy ratio of the corresponding file containing the
deleted key and value, which are maintained in a GC table
in the memory. The deletions actually happen in the GC
process. (3) If the occupancy ratio of a file has reached
a predefined threshold, QinDB invokes the GC process to
recycle this file. (4) The GC process appends all valid key-
value pairs and invalid key-value pairs that are referred by
later version keys to current end of the AOFs, (5) updates the
offset fields in the skip list for corresponding items, and
(6) eventually erase the target file on the disk. For the invalid
key-value pairs with no referent, QinDB also removes their
matching items in the skip list, which has the deletion flag
set already. The difference between deleting items with and
without referents are described at right top in Figure 2.

QinDB achieves a higher throughput at a cost of longer
recovery time and larger storage space. When a storage node
has recovered from a failure, we have to scan all AOFs
for reconstruction of the memtable and the GC table. And
QinDB revokes the disk space occupied by the deleted data
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less often compared with the periodical GC policy. However,
both costs are acceptable because: 1) The long recovery time
can hardly impair the system availability as there are three
replicas of the index data in Mint. The parallel requests to
the replicas will hide the node recovery from front-end users.
2) In Baidu’s search service, the I/O throughput, which
directly impacts the user experience, is much more important
than the storage space.

Block-aligned files: In addition to the write amplification at
the software level, there is also write amplification caused by
the SSDs. Currently the SSD can only erase the data at the
block scale while supporting writes at the page scale. Fig-
ure 3 illustrates the asymmetric write and delete operations
on SSDs, in which a block is 256 KB composed of 64 pages
in 4 KB. This means that the valid data in a block have to
be moved if we want to free other pages containing invalid
data in this block. The recycling operations are completed
by the GC processing on the SSD. An example of SSD GC
is shown in Figure 4. In this example, when we want to free
three pages containing invalid data in the block x, we have
to first migrate all valid pages to another block y. Then we
can free the storage space of block x entirely.

In order to circumvent the SSD GC mechanism that
incurs both read and write amplification, QinDB directly
invokes the native SSD programming interfaces to store
and erase the AOFs in the block-aligned manner. In other
words, QinDB stores files on SSD in a unit of block. In
the best case, all data pages in a block can be either valid
or invalid. GC only targets invalid blocks, eliminating write
amplification.

3. Implementation

We have implemented two mechanisms for promptly
locating bugs, errors, and failures in DirectLoad. We verify
the data integrity based on checksums in Bifrost and build
gray release for tracing potential malfunctions in a new
version.

Failures in Transmission: The arrival of data at a data
center does not mean the success of index delivery. The
integrity of delivered data may be impaired during the
network transmission due to failures of switches or other
relay nodes. In order to discover the transmission errors as
early as possible, every intermediate nodes in Bifrost will
recalculate and compare the checksum of received index
data slices. The slice checksum will be removed after all
new version data are ready across the regional data centers.
Another reason for failing the data transmission is that the
network can not deliver the indices in time. In the case that
an out-of-date data slice is found, a warning message will
be generated and this may lead to a repair process.

Gray Release: A gray release that allows version advance
at only one out of the six data centers is necessary. The gray
release accepts realistic user queries and it is an opportunity
of exposing unexpected malfunctions, glitches, and errors
before activating the new version in all data centers. The
malfunctions/glitches/errors stopping the releasing of a new

version includes data inconsistency, module failures, long-
tail query latency and etc. The period that the gray release
lasts depends on the data type. The VIP index data are
updated more frequently compared to the non-VIP data.
Rolling back to the last version is the last resort if the
malfunctions/glitches/errors can not be fixed in time.

The gray release occasionally leads to inconsistent
searching results for users traveling across regions. A user
may access the different versions of inverted index and sum-
mary index. In DirectLoad, the inconsistency of searching
result is measured under 0.1% and this inconsistency rarely
confuses users because of the highly overlapped content
between consecutive versions.

4. Evaluation

DirectLoad has been served Baidu’s index update more
than two years, and contributes most on index freshness
enhancement. Inconsistent rate between DirectLoad indices
and the expected results has been decreased from 5% to
1.2% statistically after our update system is online. The
decrease of index inconsistent rate has benefited document
retrieval accuracy for Baidu users.

In the evaluation process, we first prepare some micro-
benchmarks and compare the performance of QinDB to
the traditional LSM-Tree based engine. Then, we evaluate
the updating throughput of DirectLoad over our production
workload. Finally, we collect experimental data to inspect
the performance variation in terms of data availability raised
by our system.

All of our experiments are carried out in dockers
equipped with a 4-core 2.4 GHz Xeon processor, 4 GB of
memory, and one 500G SSD disk. The dockers are mutually
networked with 1 Gbps full-duplex Ethernet. The experi-
ments measuring performance of QinDB are conducted in a
single docker and we extend experiments to 200 nodes when
evaluating the overall updating performance of DirectLoad.
In all experiments, LevelDB 1.9.0 [2] running with the
default configurations is used as the baseline.

4.1. Performance of QinDB

1) Write Amplification: in the first experiment we eval-
uate how much write amplification can be removed in
QinDB. We rerun a 6-hour workload of summary index on
both QinDB and LevelDB, in which 11 versions of data
are updated onto the SSDs. The workload is composed of
key-value pairs with 20-byte keys, and the value field is
20 KB on average. For QinDB, there are 8 write threads
including 1 deletion thread and 7 insertion threads. If there
are four versions of data on the disks already, the deletion
thread removes the oldest version when the new version of
data are inserted. LevelDB is configured with the exactly
same threads. The results of this experiment are shown in
Figure 5, in which the x-axes are elapsed time in minutes
and the y-axes are throughput in MB/s. The Sys Read and
Sys Write used in experiments are measured by the SSD
firmware, while the User Write is from user/application
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(a) LevelDB (b) QinDB

Figure 5: The write amplification comparison of LevelDB vs. QinDB

(a) LevelDB (b) QinDB

Figure 6: The write throughput dynamics at the application level

view. Figure 5a shows the throughput variation of User
Write, Sys Write and Sys Read of LevelDB while Figure 5b
presents the same performance measurement of QinDB.
Figure 5a shows that the User Write throughput is only 1.5
MB/s on average while the underlying Sys Write throughput
ranges from 30 MB/s to 50 MB/s. The throughput difference
between Sys Write and User Write reflects the level of
write amplification. In this case, such 20x to 25x write
amplification comes from the compaction operations of the
LSM-Tree. In other words, over 90% I/O bandwidth are
consumed by the LSM-tree compaction operations. On the
other hand, Figure 5b presents the three throughputs of
QinDB, where the User Write throughput is 3.5 MB/s on
average and the Sys Write throughput is only 7.5 MB/s on
average. The write amplification is much lower compared to
LevelDB due to the migration of sorting operations to the
main memory. There is still up to 2.5x write amplification
as QinDB has to re-append valid data of deleted files in the
GC process.

The detailed throughput of User write of two storage
engines are plotted in Figure 6. Figure 6a and Figure 6b
show that the User Write throughput dynamics of LevelDB
is much higher than that of QinDB due to the frequent LSM-

Tree compaction, in which the standard deviation of User
Write throughput in LevelDB is 0.6616 MB/s and the same
metric in QinDB is 0.0501 MB/s. The write throughput
dynamics in QinDB is effectively smoothed out by the
migration of sorting operations and the lazy GC policy. The
high fluctuation of write throughput in an index updating
system is likely to defer the arrival of index data and further
impair the system availability.

2) Storage Occupation: We also measure the storage
space usage of QinDB in the same experiment as a lazy GC
policy is used in the system. For QinDB, an AOF is recycled
if its occupancy ratio has lowered to 25%. Furthermore, in
QinDB, the GC will be deferred if there are ongoing reads
and free disk space. The experimental results are presented
in Figure 7, in which the y-axis is storage space usage in GB
and the x-axis is elapsed time in minutes. We observe that
with the same workload, LevelDB consumes less storage
space due to its more frequent compaction operations. In
the first 180 minutes, QinDB uses disk space much more
quickly without revoking the deleted data, but this trend
slows down at the 185th minutes since the GC starts to
work. At the end of the experiment, ∼80 GB disk space is
used by QinDB while only ∼40 GB space is consumed by
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LevelDB.
3) Read Latency: Next we want to understand if our

design impact the read performance. We measure the read
latency in our production environment that has Mint and
QinDB installed. The data are collected with or without
updating data streams. Both experiments last 5 hours, and
when there are updating data streams, 11 versions of indices
are inserted. In the experiments, the query rate of user reads
are 8 million/s and the updating throughput is 5 MB/s.
Both of the results are shown in Figure 8. The y-axes are
read latency in microseconds and the x-axes represent three
statistical points: average latency, 99th percentile latency,
and 99.9th percentile latency. Different bars in the figures
are the results measured in LevelDB or QinDB. In Figure 8a,
QinDB has almost the same average and 99th percentile
read latency as LevelDB, which are 1803 us (1846 us for
LevelDB) and 3558 us (3909 us for LevelDB), repectively.
QinDB experiences a much lower 99.9th percentile read
latency (6574 us) than LevelDB (15081 us) because in
the worse case, LevelDB has to open multiple files, i.e.,
searching along layers in the LSM-Tree, to locate values.
In Figure 8b, LevelDB has the read latency of 2668 us on
average, 12789 us at the 99th percentile, and 26458 us at the
99.9th percentile. QinDB has a similar average read latency
of 2104 us, but reaches much lower 99th percentile and
99.9th percentile read latency, which are 4397 us and 13663
us, respectively. Since the long latency of a read would
easily violate the Service Level Object (SLO) that all search
queries should be completed in 500 ms, So QinDB is highly
preferred as the storage engine in Baidu.

4.2. Online Cross-region Update

Next, we examine how much redundancy in the index
updating streams can be removed and if the deduplication
will impact the reliability of our index updating system.

1) Deduplication and Upate Time: We evaluate the
overall updating performance in our production system with
DirectLoad installed. The results are analyzed from a one-
month long system log containing 10 versions of index data.
We expect to understand the amount of redundant data can

be removed and how fast the index updating can achieve.
The deduplication ratio is measured as the proportion of
data removed by the deduplication module before network
transmission and the update time is measured as the period
starting at the generation of the very first index data in a new
version and ending at all data of this version are prepared in
the six data centers. Since the update time is affected by a
lot of factors like network congestion or unexpected glitches
other than the deduplication ratio, we want to confirm that
the deduplication of network transmission can contribute to
the major improvement of update efficiency.

The experimental results are presented in Figure 9, in
which the x-axis is the elapsed days within one-month
scope, the left y-axis is the update time in minutes and
the right one represents deduplication ratio in percent. We
observe that in DirectLoad, the update time is mainly de-
termined by the deduplication ratio while the fluctuations
reflect the impacts from other factors. For example, in an
early day of the month, as the ratio goes down to 23%,
the update time increases to 130 minutes. The update time
decreases to ∼30 minutes when the deduplication ratio
has reached ∼80% in the middle of the month. Overall,
the update time of index data is closely correlated to the
decuplication ratio, and it can be reduced to as low as 30
minutes.

2) Availability: The miss ratio is denoted as the propor-
tion of a slice of data that takes more than one hour to arrive
at the destination data center, and it reflects the availability
of one version of updating data. In this part, we want to
check if DirectLoad will degrade the data availability.

The results are retrieved from the same one-month
dataset. Figure 10a compares the updating throughput of
systems with and without DirectLoad. The x-axis is elasped
days within one month and the y-axis is the updating
throughput in 104 keys/sec (kps). The results show that the
updating throughput can be improved by up to 5x times in
DirectLoad, which is contributed by both the deduplication
and the new storage engine. Figure 10b shows the data
availability of DirectLoad, where the right x-axis is the miss
ratio in percentage. The results show that the miss ratio of
DirectLoad is only 0.24% while the corresponding SLO in
Baidu is 0.6%.

5. An Evaluation by the RUM Conjecture

The RUM Conjecture [9] considers the design of a
storage system with three critical parameters: read latency
(R), Update overhead, or write performance (U), in con-
junction with memory and storage cost (M). Optimization in
each area means to minimize the read latency, to maximize
the write throughput, and to minimize the memory/storage
space. The conjecture states that in a system design, op-
timizing any two parameters would be at a cost of the
third one. For example, the designers of LSbM-tree aim to
improve the read performance by minimize the LSM-tree
induced buffer cache validations to gain high hit rates, and
to retain the high write throughput of LSM-tree. The read
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(a) Read-Only (b) Read-Write

Figure 8: Latency under two scenarios

Figure 9: Dedup ratio and update time within one month

and write performance optimizations are achieved at the cost
of additional space of a compaction buffer in the disk.

The storage system in DirectLoad gains its read and
write performance under the RUM framework in the fol-
lowing way. During normal operations, each parameter is
optimized or used to help others. The read performance is
high with the in-memory index and fast accesses in SSD.
The write throughput is also high with simple appending
operations, lazy GC and block-aligned write, minimizing
write amplification. The space in memory is efficiently used,
but storage space is increased due to lazy GC that improves
the user write and read throughput. Furthermore, once the
system is crashed, we need to rebuild the index in the
memory from the appended data items in the SSD storage.
Both read and write activities have to be stalled during the
recovering time. In practice, the recovery operations have
been rarely triggered.

6. Related Work

We first survey various key-value stores on the SSD and
the related techniques adopted for this emerging hardware.
We also investigate the key-value stores that choose the

LSM-Tree to improve their write performance, where lots of
efforts have been made to overcome the inefficiency from
the compaction operation. Building a large scale of key-
value store is challenging and we will discuss work related
to this topic.

6.1. Key-value Stores on the SSD

The SSD is an emerging storage hardware and its details
are introduced in [10], [11], [12]. Chen et. al [13] identifies
the I/O parallelism as the top priority of performance im-
provement on SSDs and most schemes desgined for HDDs
may not be effective any more. LOCS [14] exposes the
multi-channel capacity in SSD hardware to LSM-Tree ap-
plications and achieves high I/O throughput. NVMKV [15]
builds the key-value store based on the advanced capabilities
of modern Flash Translation Layers (FTLs), and the per-
formance of a GET/PUT operation approaches that of raw
devices. Such a FTL-aware solution has been also adopted
in other systems [16], [17], [18].

To improve write performance to SSD, most key-value
stores [19], [20], [21], [22] append their data to a log
structure while having a hash table in the main memory
for indexing. FlashStore [19] uses the flash device as the
cache between the main memory and the disk, in which key
signatures are kept for space saving. In the main memory, a
variety of cuckoo hashing is used to resolve key-collisions.
SkimpyStash [20] offloads most memory pointers to the
flash so that the extremely low memory footprint can be
achieved, and two advanced techniques further improve the
performance. FAWN [21] features the capability of fast and
energy efficient data processing. SILT [22] modifies the
storage layout on the flash according to data age. One of
the layouts is log-structured for high write performance.
CLAMs [23] implements the fast hash table operations
based on the combination of DRAM and flash storage.
Specifically, insertion operations are cached in the main
memory and written to the flash storage in batch. All of the
above systems are built with hash tables and the advanced
features like range queries are not supported.
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(a) The throughput improvement in DirectLoad (b) The miss ratio of DirectLoad with one-hour delay window

Figure 10: The throughput improvement and miss ratio of DirectLoad

6.2. Key-value Stores with the LSM-Tree

A wide range of applications, e.g., Google BigTable [24]
and Apache HBase [25], are built upon LSM-Tree based
engines like LevelDB [2] and RocksDB [3] for high write
performance to HDDs. But the write amplification intro-
duced by compaction need to be reduced before we can
maximize the write throughput on SSDs. LevelDB, the
underlying storage engine of BigTable, balances the write
and read throughput by ordering the multiple-way merge
data-shards in the scheduling. This engine is structured into
levels (6 levels by default) and the larger size of data
shard (2level−1) at a high storage level aggravates the write
amplification. In contrast, RocksDB is more economic in
terms of write amplification because size-based LSM-Tree
compaction would invoke less redundant data reads and
writes when the key ranges overlap each other.

In addition to the industrial implementations, there are
other efforts improving the performance of key-value stores
based on LSM-Tree. Monkey [26] explores the design space
of LSM-Tree based key-value stores in terms of lookup
costs and update costs. LSbM-tree [5] adds a compaction
buffer to minimize the disk I/Os incurred by the compaction
operations. cLSM [27] is an algorithm leveraging the power
of multiprocessors to increase the throughput of LSM-Tree
accesses. bLSM [28] focuses on optimizing the read perfor-
mance in the LSM-Tree. VT-Tree [29] proposes to eliminate
merge operations for data that have been sorted. LSM-
trie [30] constructs a prefix tree for storing and compacting
data in a more efficient manner so that the write amplifica-
tion can be alleviated. Wisckey [6] improves the write per-
formance by removing the colossal values, and the similar
technique can be also found in Walnut [31], IndexFS [32],
and Purity [33]. Kudu [34] leverages the column-based com-
paction to compact the high-efficient columnar data only.

6.3. Key-value Stores at Scale

The challenges also exist when building a large scale of
distributed key-value store. Redis [35] and MemCache [36]

are based on the hash-based access model for low-latency
applications, but it suffers from the limited scalability. Par-
ticularly, a high proportion of resources are wasted in data
re-sharding and copying in a large-scale system. Re-sharding
also happens during the migration of data after the node
failures [37]. Facebook builds their key-value store based on
MemCache while also considering the ease of monitoring,
debugging and operational efficiency [38]. Dynamo [39]
is a large scale of key-value store in Amazon with high
availability. FaRM [40] is a distributed implementation of
the in-memory key-value store over Remote Direct Mem-
ory Access (RDMA) for high bandwidth and low latency.
MICA [41] applies a holistic approach for fast and scalable
data accesses by exploiting CPU parallelism, circumventing
network stacks in kernel and optimizing memory allocation
and indexing. Fastpass [42] indicates that the data center
network following the conventional design principles of the
Internet should be remolded to achieve high performance.
f4 [43] aims at improving the storage efficiency while
remaining fault tolerant for Binary Large OBjects (BLOBs).

When building key-value stores across regional data
centers, the target of our system is the fast and reliable data
transmission. In order to speed up the index data delivery,
Peer-to-Peer (P2P) communication is an option. The P2P
communication saves 50% bandwidth in our scenario [44],
[45] but it is not reliable. Google MillWheel [46], Apache
Spark Streaming [47], and DStream [48] are the similar
transmission systems that deliver streaming data at low
latency, where the reliability of update channels are one of
the major concerns. Studies like [49], [50], [51], [52] prefer
the efficient data transmission to the challenges of scalability
and heterogeneity of the underlying architecture. The data
update needs to satisfy varying networking QoS while guar-
anteeing the consistency across regional datacenters. The
monetary costs paid for the network resources are usually
the difficulty that should be first overcome when optimizing
the system. Research in the field of data deduplication [50],
[51] motivate our work in the effective reduction of network
transmission.
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7. Conclusion

In this paper, we present DirectLoad, an index updating
system used in Baidu to provide the reliability and con-
sistency management, which identifies the redundant trans-
mission in business applications and decreases the network
workload by its de-deuplication mechanism. In addition,
it enhances the channel reliability by reducing traffic jam
occurred in back-end processing of index storage. With pro-
duction online workloads, we show the channel capacity has
been dramatically increased more than 3 folds in throughput
and the index updating cycle is reduced from 15 days to 3
days.

We have made a strong case for in-memory data pro-
cessing by designing and implementing DirectLoad, which
allows data to be accessed quickly, enabling high speed
decision-making in business and web searching for bil-
lions of users of Baidu. Specifically, redundant indices are
eliminated before delivering to each regional center, where
indices are hashed into different storage nodes for load
balancing. Fast reads are provided in each storage node
by in-memory searched of keys, and loading values from
SSD. High throughput writes are provided by appending
operations and lazy GC in SSD. We believe our framework
is applicable to other industrial applications. DirectLoad
may be disruptive to conventional system design in existing
memory hierarchy, where data sets are carefully stored in
an indexed format in the persistent storage, such as hard
disks and SSDs, and high performance relies on buffer
caching in memory. In DirectLoad, we have boldly moved
the entire data sets in a sorted format in the main memory,
and shown its effectiveness in our production system, which
can be applicable in other data center applications. We also
hope our work contribute a strong case study in the system
research literature.
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