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ABSTRACT 

The adoption of Artificial Intelligence (AI) technologies across various real-world applications for human 
performance augmentation demonstrates an unprecedented opportunity for emergency management. However, 
the current exploration of AI technologies such as computer vision and natural language processing is highly 
focused on emergency response and less investigated for the preparedness and mitigation phases. The training 
exercises for emergency services are critical to preparing responders to perform effectively in the real-world, 
providing a venue to leverage AI technologies. In this paper, we demonstrate an application of AI to address the 
challenges in augmenting the performance of instructors or trainers in such training exercises in real-time, with 
the explicit aim of reducing cognitive overload in extracting relevant knowledge from the voluminous multimodal 
data including video recordings and IoT sensor streams. We present an AI-infused system design for multimodal 
stream analytics and lessons from its use during a regional training exercise for active violence events. 
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INTRODUCTION 

The recent years have shown the rapid and successful adoption of Artificial Intelligence (AI) techniques across 
different processes and services of the private and public sectors (Wirtz, Weyerer, and Geyer, 2019). Examples 
of such AI use-cases range from supporting human information processing in the customer services to real-time 
information and knowledge management in the organizational workflows. A key driver for the recent interest in 
such AI-infused information systems is the growing technological capabilities to collect a variety of data sources, 
including physical sensing streams such as IoT sensors and drones, social and web streams such as microblogs 
and news feeds, and so on. These data sources provide unprecedented access to big data during crises (Castillo, 
2016), with redundant information in various modalities of data (e.g., text and videos). The significance of AI 
technologies is recognized for their ability to help transform such big multimodal data into actionable knowledge 
that could help diverse emergency management stakeholders.  

There has been growing research interest in AI for emergency management, although the current focus on 
designing AI-infused systems is heavily biased toward machine learning and natural language processing for 
emergency response phase (e.g., AIDR system (Imran et al., 2014), CitizenHelper-adaptive system (Pandey and 
Purohit, 2018)). Traditionally, researchers have shown different applications of AI technologies for emergency 
management domain, such as multiagent systems for simulations (Dugdale et al., 2010), ontologies for intelligent 
knowledge management (De Nicola, Melchiori, and Villani, 2019), and semantic data processing (Abel et al., 
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2012). There is a greater opportunity to exploit the AI technologies for all phases of emergency management, 
from mitigation, preparedness, response, to recovery. 

In this research, we focus on the emergency preparedness and mitigation phases, investigating the potential 
application of the emerging AI technologies of computer vision and deep learning to address the challenges of 
training and not response operation, toward the less explored space of learning analytics. This research study 
complements the traditional focus of AI applications on simulation modeling for preparedness. We note that 
response training is an essential component of the emergency services, especially those that may involve 
interactions among different types of stakeholders. The collaborative work is an important part of the emergency 
management profession (Saoutal, Cahier, and Matta, 2014). An Emergency response operation is a complex 
environment that requires an incident response with multiple teams (e.g. fire and rescue teams, dispatch) to 
efficiently and effectively carry out the required activities for the response mission. Simulation training and 
emergency exercises provide a systematic experiential learning environment for the emergency management and 
response personnel, to progress toward more efficient task coordination as well as effective communication 
(Bannan et al., 2019). However, inefficient tools to assist the instructors in training simulation exercises and the 
trainees may result in a less effective learning experience (Buck, Trainor, and Aguirre, 2006; Feese et al., 2013). 

The traditional practice of the training instructors includes direct observation and radio-based audio 
communication for collecting data on trainee behaviors and interactions and may not be as effective for large-
scale simulation exercises, especially with several exercise participant teams. The loss of valuable information 
due to limited human resources for observations and human errors in the data collection limits the learning 
feedback to an individual trainee and team during the training exercise debrief due to a variety of data-centric 
limitations (Dubrow and Bannan, 2019). The incompleteness of the human-observed data can lead to the 
inefficient extraction of behavioral knowledge from observed data for learning. The recent advancement in the 
ability to sense and collect information through diverse multimodal data sources during the training exercises 
could address our challenges of data-centric limitations (Purohit, Dubrow, and Bannan, 2019). Especially, video 
streams through IP cameras, sensory information from wearable devices, as well as online microblog streams 
from social web platforms present an opportunity to capture complementary and redundant information streams 
for instructors during simulations and enhance debriefing sessions (Kranzfelder et al., 2011; Feese et al., 2013; 
Dubrow et al., 2017). Prior research (Sawyer and Deering, 2013) indicates that the time when most learning occurs 
during the training simulation exercises is the debriefing or after-action review session after a live simulation 
training event, where the instructor and trainee responders reflect and discuss on their behavioral activities. Thus, 
the capability of AI technologies to mine relevant behavioral events from the multimodal data streams and 
integrate information from such unconventional sources at large-scale is invaluable. It has the potential to enrich 
the information collected and analyzed for assisting the training instructors during debriefs (Bannan et al., 2019). 

In this paper, we present a user-centered design of an AI-infused system for multimodal stream analytics to 
augment the learning experience of trainees and assist instructors during the training debriefs through visual 
presentation of relevant knowledge for learning feedback. We define training exercise as an event in which the 
emergency service personnel simulate a real-life emergency response incident. The data coming from multiple 
sensors deployed to capture exercise activities has varied modalities like videos, numbers, text, etc. that is referred 
as multimodal data streams. The relevant information extracted from different data streams can assist instructors 
in facilitating key pieces of information to provide enhanced trainee feedback through replaying targeted episodes 
that are visualized through redundant data sources (e.g. video segments from IP cameras and signals from IoT 
occupancy sensors, both presenting information of victims to be rescued in an area). Knowledge of multiple 
behavioral events (e.g., time of inflection points of the meeting of responders and wounded victims/patients) can 
be extracted from such data streams. The improved, integrated knowledge visualizations of the multimodal data 
streams collected during a training exercise provide an improved awareness for reflection and experiential learning 
for emergency service trainees during post-exercise debriefs. 

In summary, the main contributions of this research are the following:  

• We design and develop an AI-infused system for scalable, real-time processing of multimodal data 
streams during training exercises of emergency responders, to augment the learning experience of 
trainees during training debriefs immediately after the exercises.   

• We demonstrate an application of the state-of-the-art AI techniques of computer vision for training 
exercises, through a case study of the developed system for training debriefs during a full-scale training 
exercise for an active violence event on a university campus.     
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In the remainder of this paper, we first present the related works in the literature, followed by a theoretical 
foundation to collect, process, and analyze multimodal data streams for an enhanced learning experience and 
instructor feedback capabilities during training debriefs. We then present the system architecture for multimodal 
stream processing, followed by a case study of employing the system during a training exercise and lessons 
learned.   

RELATED WORK 

We discuss three areas of research relevant to this study on designing the AI-infused system for improving training 
debriefs during emergency simulation exercises.   

Emergency Services and Training Exercises.    

Simulation training exercises are heavily utilized in the emergency management that ranges from tabletop 
discussions to high-fidelity in-situ simulations (Buck, Trainor, and Aguirre, 2006). These different forms of 
training are centered around specific types of team learning, coordination, and performance. Tabletop exercises 
(TTX) are based on meetings without any operational activity and focus on helping the emergency managers plan 
future response techniques such as damage assessment. Drill exercises focus on training for a single function 
while functional exercises are more focused on the interactions between individuals, teams, and agencies when 
responding to an event. Thus, for such training exercises, multimodal data collection of video and audio streams 
can be valuable to study that can provide greater knowledge of the state of interactions at any point during training. 
Lastly, the full-scale in-situ exercise type is a high-fidelity simulation that approximates the response to a real-life 
emergency incident (California Hospital Association). While the full-scale exercises are the most realistic, they 
also challenge training instructors to collect the most information from the full-scale exercise runs, due to a variety 
of environmental factors such as noise, vision, and heavy equipment. Therefore, redundant information streams 
captured by multimodal data collection methods are significant to collect, process, and analyze in real-time, 
however, a major challenge is to process such multimodal data streams to extract knowledge for relevant behaviors 
useful for the debrief sessions.    

Multimodal Stream Analytics with Simulation and Training.  

Prior research has demonstrated several applications of AI for stream analytics in different domains. For instance, 
a variety of sensing methods, video surveillance, and audio communication technologies for data collection and 
processing using cyber-physical systems are used in practice for the operations and training within the safety-
critical applications in industries (Rajkumar et al., 2010). Similarly, the agent-based modeling, live-simulation 
sensing, and virtual systems are practiced in the military training exercises, while leveraging the video and sensor 
data streams for operational training purposes that require streaming data analytics (Buller et al., 2010). Likewise, 
in the aviation domain, extensive use of simulation and training leverage audio communication and sensor data 
streams to study team behavior and reflect on training processes. Similarly, open-source intelligence methods 
used for modern surveillance and monitoring systems have extensively collected, mined, and integrated 
information from open multimodal streams (Glassman and Kang, 2012). The above-mentioned illustrations of 
streaming data analytics across different domains motivate our research to design a system for assisting training 
instructors of emergency services during full-scale, live-simulation exercises, with an ability to collect, process 
and analyze multiple data streams. Extracting and integrating relevant information from these multimodal streams 
for behavioral events during a training exercise requires AI techniques for large-scale automated processing in 
real-time. 

AI Systems for Disaster Management.  

There exist several efforts in the last two decades to develop information systems to assist emergency management 
for real-time analytics, although heavily biased toward emergency response. While such systems for AI-infused 
stream analytics in real-time incorporate multiple data sources, they often focus on different modalities to study a 
specific type of disaster event for response (e.g., Twitcident (Abel et al., 2012), CrisisTracker (Rogstadius et al., 
2013), AIDR (Imran et al., 2014), Twitris (Sheth et al., 2014), CitizenHelper-Adaptive (Pandey and Purohit, 
2018)). Most of these systems rely on the prebuilt machine learning models for data analytics that are based on 
the datasets from prior disaster events to train and adapt for the current event with the incoming data, to provide 
a real-time analytical system. To address the scarcity challenge of labeled data for training and updating the current 
model, researchers have used transfer learning or domain adaptation methods, in addition to active learning 
methods that enable expert feedback to revise the prebuilt models (e.g., CitizenHelper-Adaptive (Pandey and 
Purohit, 2018)). However, majority of these systems have two limitations. First, these are primarily focused on 
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processing social and web data streams, and second, the focus on extracting relevant behaviors from the data 
streams is biased toward extracting intelligence to assist response operations, such as informative images with 
damage infrastructure information (Alam et al., 2018). In contrast, this research focuses on designing AI-infused 
system with machine learning models focused on real-time multimodal analytics for extracting relevant 
knowledge, which helps augment the learning experience and the debrief discussions of first responder training 
exercises. 

THEORETICAL REASONING FOR ENABLING ENHANCED LEARNING AND TRAINING EXPERIENCE WITH 
MULTIMODAL ANALYTICS  

This section describes our three theoretical motivations to create a foundation of the design of AI-infused system 
for multimodal analytics, which could help training instructors in providing enhanced learning experience to 
emergency service trainees.  

First, prior research in learning sciences and cognitive psychology has shown that many professionals have 
difficulty reasoning about complex systems due to the unpredictability of multiple interacting elements that tax 
working memory (Funke, Fischer and Holt, 2018). Further, events at one level of the system (e.g., individual 
actions) can have unexpected consequences at another level (e.g., team and multiteam systems) (Wilkerson-Jerde 
and Wilensky, 2015). In the complex socio-technical system of emergency management training, therefore, our 
first design goal is to facilitate a systematic approach to seamlessly collect data of all states of training activity 
through multimodal sources and efficiently process data for relevant patterns (AI technologies have an important 
role to play in identifying patterns from large-scale streams) to assist the debriefing session.   

Second, another important theoretical consideration is to understand why to conduct multimodal data analytics, 
at which stages, and for whom. Research has shown that learning through reflection on action in a simulated 
environment or live experience can enrich the source of objective information, which contributes to effective 
feedback from the situation (Jenvald and Morin, 2004). Debriefing sessions after a training exercise provides the 
opportunity for reflection on action. Although, discussion alone in the debrief may not be enough to enhance 
learning, but rather an ability to visualize targeted replay information can enrich reflection in providing relevant 
details immediately following the exercise. Furthermore, prior research (Ayers and Cierniak, 2012) has shown 
that integrated information is more effective for learning especially if the individual components of information 
are found to be less intelligible in isolation, or hard to interpret for any meaningful analysis. Instead, a strategic 
information integration approach that avoids the split attention effect can lead to a more intuitive processing of 
relevant information for enhanced learning (Chen, Woolcott, and Sweller, 2017). Thus, our system design goal is 
to save time in providing relevant knowledge for learning feedback to instructors for trainee debriefs, with 
appropriate redundancy from multiple data streams that can be captured in the integrated knowledge and 
visualized for enhanced feedback. 

Lastly, prior research on the design expectations of the first responders suggests that the responders wish to gain 
an overall picture or mental model of the incident, which can be quickly inferred through information processing 
of various available data sources. For instance, in a fire incident exercise, it is valuable for a commander to gain 
information about the structure of the building, location, number of victims, and any hazardous materials on-site 
immediately (Xiaodong, et al., 2004). This research study from the field studies notes the key factors essential to 
address the technology design for relevant knowledge extraction for emergency managers as follows: a.) 
accountability of resources and personnel that are critical to the management and coordination of response activity, 
b.) assessment of the situation through multiple sources of information while avoiding information overload, and 
c.) resource allocation for incident commanders that is essential for situational awareness. 

In summary, the desired system should aim to save time for the efficient knowledge extraction from multiple, 
redundant data streams for quick visualization of relevant behavioral events for debriefing feedback. This 
approach allows trainees and instructors to browse content from multiple streams on the same visual dashboard 
and learn. The systems should also reduce effort, by seamlessly collecting, analyzing, and frequently integrating 
knowledge from the common information streams and eliminating the need for instructors to check several 
dashboards for providing different feedback. Finally, the system should facilitate scalable monitoring of trainee 
learning by allowing more instructor roles to access the same dashboard views. 

 

CITIZENHELPER-TRAINING SYSTEM DESIGN 

We utilized a user-centered design approach (Wallach and Scholz, 2012) to ideate, refine, and execute the design 
of a multimodal stream analytics system, to support the training of emergency services. In the following, we first 
go through the multimodal data collection pipeline, followed by machine learning (AI) models for data processing 
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and finally, visualizing the results to gain meaningful knowledge out of the multimodal data. 

Figure 1: System architecture for multimodal stream analytics.   

 

Our overall system has 4 major components as shown in figure 1:  

a.) Data Collection from multimodal data sources,  
b.) Advanced Data Computation,  
c.) Cloud Metadata Storage for storing the resulting pattern metadata from the previous component, and finally,  
d.) Visualization Dashboard, which helps to interact with the knowledge embedded in the metadata of the 
computed results from the multimodal data streams.  
We describe each component in the following.  

Multimodal Data Collection  

This module of the CitizenHelper-training facilitates the collection and storage of multimodal data streams. 
During a training exercise, one can collect data from different sensing sources. These sensing technologies 
including wearables can be either static at certain locations such as IP cameras, occupancy sensors on walls, etc., 
or dynamic like drone devices, IoT sensors, etc. tied to a first responder or other exercise participants, such as 
patients or victims. During an exercise, we collect data from all the sensing devices at the same time and store it 
in a database for further processing in the Advanced Data Computation component. 

Advanced Data Computation 

In this component, all the collected semi-structured data from multimodal data sources are filtered to extract the 
knowledge and output semantically structured metadata. Different steps are taken to obtain knowledge from the 
raw data source. We explain each component that is present in this module with an example of a video data stream 
input for better understanding. 
Data Preprocessing and Event Detection 

The first step of the Advanced Data Computation includes data preprocessing. In this approach, we try to identify 
the events of our interests in the raw data that have been collected from different data sources. An event can be 
defined as the change of signals from the stable state of the collected sensory data. During an activity, there can 
be multiple possibilities of occurrence of events and each event may contain information that can be interpreted 
as knowledge by the targeted user (training instructor). 



Pandey et al. CitizenHelper: AI-infused System for Emergency Service Training 
 

WiP Paper – AI Systems for Crises and Risks 
Proceedings of the 17th ISCRAM Conference – Blacksburg, VA, USA May 2020 

Amanda Lee Hughes, Fiona McNeill and Christopher Zobel, eds. 

For instance, in the case of video streams coming from a fixed IP camera during a training exercise, a sudden 
increase in the intensity of the person objects present in the background could indicate the possibility of the 
beginning of an event. Although we would have data streams for the entire duration of the exercise since the time 
the IP camera was active, the real information can be present only when there is a fairly large disturbance in the 
normal influx of data (in this case, the sudden change in the content of video frames). Hence, our data 
preprocessing step includes the detection process for the times when an event has occurred and conveys that 
information to the next component for information filtering. 
AI Engine 

The next component of our Advanced Data Computation module is the machine learning algorithm that drives 
the knowledge from the preprocessed raw sensory data. We call this an AI Engine. There are two sub-components 
of the AI Engine: Training & Fine-tuning and Detection & Recognition. We will go through each sub-component 
to better explain the working of an AI Engine. 

1. Training and Fine-tuning 

To extract knowledge and insights from the event data, we need a robust machine learning model trained 
for the relevant knowledge patterns. But since we only have a limited amount of data from an ongoing 
or past training scenario, it is hard to create a robust machine learning model, as discussed earlier in the 
related work. Hence, we use the transfer learning and domain adaptation techniques to leverage the model 
already trained with a huge number of generic datasets (e.g., ImageNet (Deng et al., 2009) knowledge 
base with person objects). Finally, we fine-tune the pre-trained generic robust model on a small but 
relevant dataset (e.g., person objects of type firefighter for images/videos) of prior training scenarios to 
make the final trained model. 

2. Detection and Recognition 

Once we have the robust model from transfer learning with acceptable performance on the small dataset 
relevant to a new exercise scenario, we use that model to filter targeted information by detecting and 
recognizing semantically relevant objects from the input event data. Furthermore, once the first pass of 
information filtering is done, we further analyze the data to extract more in-depth information that can 
be useful to generate knowledge for the training exercise.  

Cloud-based Metadata Storage  

Once we have identified interesting patterns of relevant target objects out of the large event-centric data windows 
of sensory data streams, we store it in the cloud database, such as Elasticsearch database. The reason to store this 
information on the cloud is for faster processing for interactive visualization. Databases like Elasticsearch uses 
the indexing technique, which is very efficient in getting search results in real-time.  

Visualization 

Once the filtered information of relevant pattern metadata is stored in the cloud in the Elasticsearch database, we 
use the Kibana interface to visualize different time series patterns to gain knowledge. The reason to use Kibana 
was its easier integration with the Elasticsearch database (also, Kibana is provided by the creators of 
ElasticSearch), which gives benefits in handling different frontend interface changes and filters efficiently as the 
user browses the dashboard interface in real-time. We used a hierarchal visualization approach for the dashboard 
interface, in which as we go down on the interface, each visualization widget unpacks very specific information 
to share knowledge. In this way, a trainee or instructor can follow a guided explanation of the relevant knowledge 
one step at a time for discussion during debrief (example provided in the case study with Figure 3). 

ILLUSTRATIVE CASE STUDY 

We first describe the scenario of the simulation training and then, the system implementation and deployment.  

Training Scenario  

We staged an active violence incident (AVI) mass casualty live simulation exercise occurring in a large arena at 
a university campus in the mid-Atlantic region of the U.S. Local fire, EMS and law enforcement first responders 
participated the simulation-based multiteam training activity exercise to help better understand how these 
technology systems can be used to enhance public safety and response effectiveness in emergency situations. This 
scenario is part of continued research into smart building and smart first responder technology systems that can 
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help first responders save lives and improve public safety. This user experience design effort brought together 
leading innovators and researchers in artificial intelligence, learning science in the smart building/Internet of 
things/smart first responder space to address mission-critical issues identified by emergency services and law 
enforcement agencies.    

Approximately 70 first responders, law enforcement personnel and volunteers participated in the simulated active 
shooter scenario. Technologies tested included sensors and displays designed to improve the operational and 
energy efficiency of the arena. Should an emergency occur these same videos and sensors can be available to help 
responders more rapidly determine the location and type of emergency, help find victims more quickly and, 
ultimately, save lives. The goals of the training simulation debrief after different scenario runs included the 
questions related to specific events of interest, such as what was the time between the response dispatch to the 
time of the neutralization of the shooter, time of interaction between the responders and victims or patients, etc. 
We collected a set of such relevant questions for debriefing discussion and in-depth analysis via our prior 
engagement with the regional first responder training exercise planners. 

Implementing CitizenHelper-training Prototype  

Figure 2: Citizen-Helper training system prototype implemented for video data during a simulation of an active 
shooting emergency response exercise.  

 

For this case study and demonstrating the role of AI technologies for multimodal analytics, we have specifically 
focused on IP camera sensors, which provided video streams to understand the behavior patterns of different 
category of person roles (actors) who participated in the training scenario. We describe the implementation of 
each component of the CitizenHelper-training system in the following. The specific workflow of our system 
implementation can be seen in Figure 2 and the final visualization dashboard can be seen in Figure 3.  

Data Source  

We set-up static IP cameras at different locations of the training site in the arena, which collected the video streams 
throughout the training simulation exercise runs. For each IP camera that has been set up, we analyze its captured 
video stream based on the proposed system architecture.  

Data Collection and storage 

Since the data from the IP camera are being generated continuously, our first task is to identify the start of an 
event. Since this training exercise was a planned scenario, we fixed the start and end time of the exercise and 
collected the video streams for only that duration. The frame rate of our installed camera was around 15 frames 
per second, but for simplicity, we only took one frame per second to capture and extract the knowledge with 
minimal information loss. We also resize the frame images to 224x224, since that is the required size for our AI 
engine (machine learning model) and in this way, we optimize the space complexity. We store those images on 
the server for further processing.  



Pandey et al. CitizenHelper: AI-infused System for Emergency Service Training 
 

WiP Paper – AI Systems for Crises and Risks 
Proceedings of the 17th ISCRAM Conference – Blacksburg, VA, USA May 2020 

Amanda Lee Hughes, Fiona McNeill and Christopher Zobel, eds. 

Advanced Data Computation 

Our primary task of analytics for this exercise was to identify different actors who participated in the emergency 
response scenario and annotate them to one of the categories based on their role: Patient, Responder, Observer, or 
Others. This automated annotation produced semantic metadata of relevant training actors over time, which 
enables the visualization for relevant knowledge for discussion during debriefs. To do this task, we have 
performed people detection using a pre-trained model followed by training and fine-tuning recognition model as 
explained below. 

1. People (Actor) Detection 

Our biggest challenge with training a people detection module was the lack of data. Hence, as discussed 
in the system design, we used a transfer learning technique to conduct model training and fine-tuning. 
We utilized pretrained FasterRCNN (Region-based Convolutional Neural Network) (Ren et al., 2015) to 
detect people or actors in the training exercise. The adapted FasterRCNN model has a deep learning-
based architecture of an Inception V2 model (Szegedy et al., 2016) and trained with the MS Coco dataset 
(Lin et al., 2014). Coco is an extensive general image corpus that has over 200k images with 1.5 million 
object instances over 80 image categories. "Person" is also one of the categories of the Coco dataset. This 
is the key reason for choosing the model, as it can represent a generic structure of the people’s images 
very effectively. Hence, with the trained FasterRCNN model, we detect different actors from the video 
streams during the time of an event. We store this information to recognize and tag different actors next. 

2. Actor Recognition and Tagging 

This step classifies different actors into different categories based on their role. This was a hard problem 
as in video frames (images), there are very few differentiable cues in the detected actors to generate a 
robust recognition model. Hence, we decided to fine-tune a pre-trained image recognition model. For 
this implementation, we have fine-tuned a pretrained MobileNet (Howard et al., 2017) to detect different 
types of actors from patients to victims based on their poses. MobileNet is the simpler deep neural 
network models that are much faster than the traditional big deep models, but without losing much 
efficiency. The reason we have used a smaller and much faster model to classify different actors was to 
make the overall AI engine near real-time. Also, since we were testing our implementation in a controlled 
environment, we believe that even a smaller model can achieve better results. Also, there is less chance 
for the presence of an actor that can be an anomaly in the data. Hence, to fine-tune the data, first, we 
have annotated the actors detected by the FasterRCNN model on video data from the past training 
exercises to any of the categories of different actors. We use this weakly-labeled dataset to fine-tune the 
MobileNet model. We first make all layers except the last layers untrainable so that it can retain the 
trained weights to capture the generic information of the images (actors in this case). We make the last 
layer before SoftMax trainable, which will learn the differentiable patterns for different actors in the 
training set. Once we have the fine-tuned model ready, we use that model to recognize every actor in the 
current exercise. The actor recognition in a video stream gives more specific information in the exercise 
for more in-depth knowledge of an event, and thus, contribute significantly to the debrief discussions, as 
we learned from the first responders during the training exercise. 

Visualization, Interaction, and User Study 

We used the combination of ElasticSearch (ES) and Kibana for storing the metadata as well as creating the 
dashboard interface for visualization of relevant patterns, with an interactive interface for the targeted users. 
Hence, after storing the information provided by the AI engine in the ES database, we created different 
visualizations to extract knowledge from the data for training. Each visualization is in the order of providing 
generic to in-depth information for learning and debriefs discussions, as shown in Figure 3. We describe each 
component of our visualization below. 

1. Number of roles at a time: This line chart describes the intensity of actors of different roles at each 
interval of time who were present near the specific location of a given IP camera. This gives us the idea 
about the time in which there is a burst in actor occupancy that may signal a possible event of interest 
for the responder teams. This type of visualization helps the trainers when and which camera to look at 
during an exercise.  

2. Distribution of Responders and Patients over time: This area chart informs us about the number of 
responders versus patients that were present in the vicinity area of the camera. This helps the trainer to 
compare at what place there was a necessity of responders when the patients were more. Moreover, it 
also warns about the places where there was an unusually large number of responders present than the 
required based on the number of patients to treat. 
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3. Time for Responder to Neutralize Shooter and Time for Responders to Rescue Patients: This visualization 
conveys more specific information based on the analysis of the video streams of the entire event. It is 
very important information for the trainees and instructor, as time is a key factor to consider during this 
kind of active shooting response event. Also, it is actually very hard to infer this information by just 
looking at the video or any other multimodal data stream. Hence, we have used two different types of 
visualization: Gauge Meter, which is easy to visualize and total seconds, which can help in more in-depth 
analysis. 

Based on this type of visualization interface, trainees can better learn the insights explained by the training 
instructor that would not be impossible in a short amount of time if they try to interpret everything just by looking 
at the video or other multimodal data streams during the debrief session. The visual interface can also help the 
trainees to not get distracted and overloaded with other information that is contained in the video streams but is 
not necessary during an event for learning. 

 
Figure 3. System dashboard from a simulation exercise run. From top, the first widget shows the time series data 
of the occurrence of all identified person roles from the AI engine, followed by the second widget with temporal 
distribution of specific roles of interest for debriefs discussion in the vicinity of a camera location, and similarly, 

the widgets below showing the metrics of interest for debriefing. All the widgets are interactive and allow an 
instructor to filter/focus a specific period on the timeline.    

DISCUSSION - LESSONS LEARNED AND LIMITATIONS  

This research has demonstrated a feasibility study on the role of AI technologies (particularly, computer vision 
and deep learning) in enhancing the real-time data analytics capability of instructors to support post-training 
debriefs of emergency response training. While the application of the proposed AI-infused system was 
demonstrated for specific AI technologies, the system design is generalizable for data processing with other types 
of AI techniques, such as natural language processing to process audio communication of the exercise participants 
to provide more insights for enriching the debrief discussions.  

Similarly, the application of these AI technologies could be explored using our AI-infused system for different 
types of emergency scenarios, such as fire evacuation, or search and rescue during natural hazard events. 
Additionally, while we focused on emergency response training, the proposed design of the AI-infused system 
can be adapted and enhanced toward other types of training and learning environments, such as sports activities 
and performing arts on university campuses.  

We also note the factors for performance limitations from the implementation of our system. First, we limited 
ourselves for manual error analysis-based evaluation of the AI techniques in the advanced data computation stage 
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of our case study and aim to address in an extended future study. Also, the performance of AI techniques can be 
severely limited by the scarce labeled data in the new exercise scenario, for fine-tuning the models for relevant 
pattern recognition to extract knowledge from raw data. Thus, future work could explore ways to identify and 
incorporate different related sources of data to enable better learning of relevant patterns through efficient domain 
adaptation. Second, the external environment of the training exercise could also cause false-positive errors for the 
prediction model in the pattern detection and recognition stage. For instance, in the initial testing of the object 
recognition module, we noticed that the algorithm picked the person in the image on the wall in the background 
at the scene of the simulation exercise. Thus, better awareness and remedy of such errors from the external 
environment should also be considered in the future work direction. Lastly, the simulation training exercise, 
especially the full-scale version, is a complex socio-technical environment with multiple actors, resources, and 
user interactions. Thus, the resolution of patterns for the relevant behaviors for visual analysis might vary from 
an instructor to an incident commander to a trainee of a specific team, and so, future work should consider 
personalization of interfaces for different stakeholders of the emergency response training.     

CONCLUSION 

This paper presented a theoretically motivated design of AI-infused system to augment learning experience of 
emergency responders in the simulation training exercises, by supporting instructors with multimodal learning 
analytics for enhanced training debriefs. We demonstrated an application of AI methods of computer vision and 
machine learning to process multimodal data streams in real-time, collected by diverse sensing technologies 
during training exercises. We presented a case study of employing the developed system during a regional 
emergency response exercise. The lessons learned from this initial prototyping inform the potential of leveraging 
AI technologies for emergency preparedness and improving the experiential learning of trainees during training 
debriefs, with an ability to conduct instant replays of relevant behavioral events extracted with the help AI 
methods.     
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