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Figure 1: Elinor, the main
character of Elinor Wonders Why.
The conversational agent will be
embodied in Elinor.
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Figure 2: The conceptual design
of the CA that allows children to
verbally converse with the main
character

watching is to embed conversational prompts in the media
sources themselves, as exemplified in Dora the Explorer.
These conversational features typically consist of a charac-
ter creating faux eye contact, asking the viewer a question,
pausing a set amount of time, and responding in a way that
does not actually acknowledge the viewer’s specific an-
swer. One major limitation of such conversational features
is the lack of contingency and responsiveness, which may
discourage children from answering the questions [15], mis-
gauge their own learning comprehension [5], or doubt the
character as a reliable source of information [6].

With the rapid development of conversational agents (CAs),
however, contingent interactions between children and me-
dia are now possible. As intelligent systems, CAs have the
affordances to understand unconstrained natural language
input, allowing for complex dialogue and potentially mim-
icking human-to-human spoken conversation. These tech-
nologies are now prevalent in many homes, and children
readily interact with and accept these digital conversational
partners in their daily lives [3, 9]. This points to the feasibil-
ity of integrating CAs into educational television program-
mings [14].

My dissertation research uses a CA to enable verbal in-
teractions between children and the main character in a
children’s science animation series (Figure 1), who can play
the role of an engaging and responsive video co-viewer for
children (Figure 2). The verbal interactions are designed to
promote active viewing, in which children are “minds on,” or
actively thinking and reasoning rather than passively watch-
ing the video [7]. In addition, socially interacting with on-
screen characters provides a fun experience, which may
enhance children’s enjoyment and motivation during video
watching [17].

This project is informed by three strands of literature. The
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first body of literature focuses on the benefits of co-viewing
with children during television watching. Research con-
sistently suggests that children learn more from television
watching when conversing with parents than when watching
alone, with the benefits including improved comprehen-
sion, increased language development, and greater enjoy-
ment [1, 2, 10]. However, such interaction with family mem-
bers is not common [12, 15]. As such, Takeuchi and Steven
called for designing digital media to promote "joint-media
engagement,” facilitating the social aspect of media expe-
riences [16]. The second strand of literature focuses on
preschool-aged children’s everyday interactions with voice-
based CAs. Children appear to interact with CAs in much
the same way as they interact with human partners [13].
These studies provide important evidence of the feasibil-

ity of building educational applications that revolve around
children’s verbal interaction with CAs. The third strand of
literature focuses on intelligent systems with voice interface,
such as robots, for preschool-aged children’s learning. For
example, Xu and Warschauer developed a CA that narrates
picture books to children and engages them in story-related
conversation, and found that children enjoyed this learning
experience (e.g., [8]). These studies found that intelligent
systems can effectively engage children in learning-related
conversation.

Research Questions

My dissertation project aims to understand the design, fea-
sibility, and promise of virtual conversation with media char-
acters in young children’s informal science learning through
video watching. To this end, | have developed conversa-
tional videos videos as a supplementary part of Elinor Won-
ders Why, a new PBS KIDS animated television scheduled
to debut in September 2020. The conversational videos
allow children to directly speak with Elinor as she solves
everyday science mysteries, thus priming children to en-
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Figure 3: The CA workflow. The
scaffolding mechanism will be
triggered if a child’'s response to an
initial prompt is classified as
"fallback" by the CA.

ild
ance

gage in observation, prediction, pattern identification, and
problem solving through scaffolded conversation. The agent
also offers contingent feedback that varies based on chil-
dren’s responses. The project is guided by five foci:

1. Can CAs feasibly help young children engage with
and learn from science video watching?

2. If so, how should the conversational experiences be
best designed to enhance children’s learning and
engagement?

3. What are the effects of using CAs to scaffold chil-
dren’s video watching?

4. Do these effects vary by children’s age, gender, En-
glish language proficiency, and prior CA experiences?

5. How do parents and children perceive these interac-
tive videos?

These questions will be answered by a three-phase study,
including the development, field testing, and an efficacy
study involving randomized control trial (RCT). Children
aged 4 to 6 years will be recruited to participate in the field
testing and pilot RCT from two communities with diverse
cultural and socioeconomic backgrounds in Southern Cali-
fornia. A wide range of data sources will be collected.

Initial Work

CA Development

| have developed a CA for one 11-minute episode of Elinor
Wonders Why where Elinor and her friends explore how
bees make honey. Three conversation prompts were in-
tegrated at the beginning of the episode as casual talk to
evoke children’s curiosity of the content (e.g., "Do you like
honey?" "How does it feel when you touch honey?"). An-
other six prompts were embedded throughout the episode,

16

with a goal of involving children in the scientific inquiry pro-
cess with the main character (e.g., "How do bees make the
runny juice into goopy honey?" "How can we get honey off
Ari’s <one character in the show> face")

Using Google’s Dialogflow engine, the agent underlying Eli-
nor learns to understand children’s responses both from
the pre-trained language models already built into this en-
gine as well as training phrases that we provide, which are
sample phrases of what children may say to respond to a
particular conversational prompt. For each conversational
prompt, we predefine four types of intent categories that we
want Elinor to classify the utterances into, including (1) the
anticipated answers, (2) requests to repeat the question,
(8) indications of an inability to answer the question, and
(4) a fallback intent that handles the edge cases where the
child’s utterance does not match any of the other intents or
the child does not respond to the prompt at all. Given the
open-ended nature of the prompts and that children may re-
spond to particular questions in several distinct ways, there
is usually more than one intent related to the anticipated
answers. After the agent classifies the child’s responses
into one of the intent categories, differentiated feedback is
given based on the classification. Elinor’s feedback is de-
signed not only to tell children whether their responses are
correct or incorrect, but to encourage children to reflect on
their responses, think more deeply, and maintain their cu-
riosity and interest in Elinor’s further explorations.

Moreover, the fallback intent is combined with a scaffolding
mechanism. Children are provided with two follow-up op-
portunities to answer one set of questions, with the follow-
up prompt rephrasing the original prompt into a multiple-
choice format. In this way, the system restricts interaction
within its capabilities. The scaffolding mechanisms com-
bined with edge case handling ensures the system would



Figure 4: Child participants using
conversational videos during the
field testing. The field testing was
carried out in childcare centers.
Children interacted with the
conversational video
independently.

still be able to drive the conversation along the context even
if the CA does not understand the exact utterance of a par-
ticipant. Figure 3 displays the workflow of the CA.

This language training model is being optimized constantly
during the course of field testing and pilot RCT as we col-
lect more data on children’s responses. Specifically, we
have modified the intents (e.g., add more intents to encom-
pass other common response categories) and included
more training phrases to increase the accuracy of intent
classification.

Findings from Field Testing

| have field tested the usability of the conversational video
with 8 children, in order to understand how children ac-
tually interacted with and learn from the CA. During the
field-testing, | utilized the built-in camera of the laptop to
capture children’s visual attention and also assessed chil-
dren’s learning of scientific concepts after the video watch-
ing. | found that the conversational moments with Elinor
effectively enhanced children’s attention to the episode:
children were frequently observed to redirect their visual
attention back to the screen when Elinor asked them ques-
tions. Children also learned the scientific content taught

in the episode: they correctly answered the majority of the
post-viewing assessment questions, which was a significant
improvement from what these children had known about
this topic before the video viewing.

Planned Next Steps

Insights gained from the field study have been used to itera-
tively improve the embedded conversational function in the
mobile application. | will carry out an efficacy study to fur-
ther evaluate the effects of the improved CA by conducting
a four-way experiment with 40 children in each group (160
children in total): (1) watching Elinor Wonders Why with a
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CA (embodied in Elinor), (2) watching Elinor Wonders Why
with a human partner, (3) watching Elinor Wonders Why
with pseudo interactions where Elinor asks questions but
does not listen to or understand children’s answers, and
(4) watching Elinor Wonders Why with no dialogue. We
will collect baseline data on demographics, language level,
and interest in science learning; engagement data on chil-
dren’s visual attention, facial expression, verbal utterances,
and self-reported perceptions; and outcome data on story
comprehension and learning of scientific concepts. This will
allow me to examine what benefits, if any, children receive
from engaging with a CA while watching a science video,
and how these benefits compare to conversing with a hu-
man partner. This evaluation will provide a comprehensive
evaluation of the promise of incorporating CAs into screen
media to foster young children’s science learning and en-
gagement.

What | Will Bring to and Benefit from DC

First, my dissertation research examines the potential for
conversational agents to function as children’s social learn-
ing partners in a screen-based science activity, which may
expand other scholars’ awareness of this possible appli-
cation for CAs as well as of this pioneering technology to
support children’s science learning. Second, at the time of
the conference, | will have preliminary results regarding the
design, feasibility, and effectiveness of incorporating a con-
versational agent into children’s screen media, which may
be useful for scholars studying in relevant areas. Third, my
research could benefit from insightful feedback from other
IDC attendees. Given that | will have 11 months left in my
doctoral program following the conference, the feedback

| receive from other researchers could be fundamental in
helping me refine my research.
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