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Abstract

We provide a series of results for unsuper-
vised learning with autoencoders. Specifically,
we study shallow two-layer autoencoder ar-
chitectures with shared weights. We focus on
three generative models for data that are com-
mon in statistical machine learning: (i) the
mixture-of-gaussians model, (ii) the sparse
coding model, and (iii) the sparsity model
with non-negative coefficients. For each of
these models, we prove that under suitable
choices of hyperparameters, architectures, and
initialization, autoencoders learned by gradi-
ent descent can successfully recover the pa-
rameters of the corresponding model. To our
knowledge, this is the first result that rigor-
ously studies the dynamics of gradient descent
for weight-sharing autoencoders. Our analy-
sis can be viewed as theoretical evidence that
shallow autoencoder modules indeed can be
used as feature learning mechanisms for a va-
riety of data models, and may shed insight on
how to train larger stacked architectures with
autoencoders as basic building blocks.

1 Introduction

1.1 Motivation

Due to the resurgence of neural networks and deep
learning, there has been growing interest in the commu-
nity towards a thorough and principled understanding
of training neural networks in both theoretical and
algorithmic aspects. This has led to several important
breakthroughs recently, including provable algorithms
for learning shallow (1-hidden layer) networks with
nonlinear activations [IL 2 [3 4], deep networks with
linear activations [5], and residual networks [0} [7].
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A typical approach adopted by this line of work is as
follows: assume that the data obeys a ground truth
generative model (induced by simple but reasonably ex-
pressive data-generating distributions), and prove that
the weights learned by the proposed algorithms (either
exactly or approximately) recover the parameters of the
generative model. Indeed, such distributional assump-
tions are necessary to overcome known NP-hardness
barriers for learning neural networks [8]. Nevertheless,
the majority of these approaches have focused on neural
network architectures for supervised learning, barring
a few exceptions which we detail below.

1.2 Our contributions

In this paper, we complement this line of work by pro-
viding new theoretical results for unsupervised learning
using neural networks. Our focus here is on shallow two-
layer autoencoder architectures with shared weights.
Conceptually, we build upon previous theoretical re-
sults on learning autoencoder networks [9) [10, [11], and
we elaborate on the novelty of our work in the discus-
sion on prior work below.

Our setting is standard: we assume that the training
data consists of i.i.d. samples from a high-dimensional
distribution parameterized by a generative model, and
we train the weights of the autoencoder using ordinary
(batch) gradient descent. We consider three families
of generative models that are commonly adopted in
machine learning: (i) the Gaussian mixture model with
well-separated centers [12]; (ii) the k-sparse model,
specified by sparse linear combination of atoms [I3];
and (iii) the non-negative k-sparse model [11]. While
these models are traditionally studied separately de-
pending on the application, all of these model families
can be expressed via a unified, generic form:

y = Az* 41, (1)

which we (loosely) dub as the generative bilinear model.
In this form, A is a groundtruth n x m-matrix, z* is
an m-dimensional latent code vector and 7 is an inde-
pendent n-dimensional random noise vector. Samples
y’s are what we observe. Different choices of n and m,
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as well as different assumptions on A and x* lead to
the three aforementioned generative models.

Under these three generative models, and with suit-
able choice of hyper-parameters, initial estimates, and
autoencoder architectures, we rigorously prove that:

Two-layer autoencoders, trained with (normal-
ized) gradient descent over the reconstruction
loss, provably learn the parameters of the un-
derlying generative bilinear model.

To the best of our knowledge, our work is the first to
analytically characterize the dynamics of gradient de-
scent for training two-layer autoencoders. Our analysis
can be viewed as theoretical evidence that shallow au-
toencoders can be used as feature learning mechanisms
(provided the generative modeling assumptions hold), a
view that seems to be widely adopted in practice. Our
analysis highlights the following interesting conclusions:
(i) the activation function of the hidden (encoder) layer
influences the choice of bias; (ii) the bias of each hid-
den neuron in the encoder plays an important role in
achieving the convergence of the gradient descent; and
(iii) the gradient dynamics depends on the complexity
of the generative model. Further, we speculate that our
analysis may shed insight on practical considerations
for training deeper networks with stacked autoencoder
layers as building blocks [9].

1.3 Techniques

Our analysis is built upon recent algorithmic devel-
opments in the sparse coding literature [I4, [I5] [16].
Sparse coding corresponds to the setting where the syn-
thesis coefficient vector z*(*) in for each data sample
y(® is assumed to be k-sparse, i.e., z*(* only has at
most k < m non-zero elements. The exact algorithms
proposed in these papers are all quite different, but at
a high level, all these methods involve establishing a
notion that we dub as “support consistency”. Broadly
speaking, for a given data sample y(?) = Az*(®) 4 (),
the idea is that when the parameter estimates are close
to the ground truth, it is possible to accurately esti-
mate the true support of the synthesis vector z*(*) for
each data sample y(¥).

We extend this to a broader family of generative mod-
els to form a notion that we call “code consistency”.
We prove that if initialized appropriately, the weights
of the hidden (encoder) layer of the autoencoder pro-
vides useful information about the sign pattern of the
corresponding synthesis vectors for every data sam-
ple. Somewhat surprisingly, the choice of activation
function of each neuron in the hidden layer plays an
important role in establishing code consistency and
affects the possible choices of bias.

The code consistency property is crucial for establishing
the correctness of gradient descent over the reconstruc-
tion loss. This turns out to be rather tedious due to
the weight sharing — a complication which requires
a substantial departure from the existing machinery
for analysis of sparse coding algorithms — and indeed
forms the bulk of the technical difficulty in our proofs.
Nevertheless, we are able to derive explicit linear con-
vergence rates for all the generative models listed above.
We do not attempt to analyze other training schemes
(such as stochastic gradient descent or dropout) but
anticipate that our analysis may lead to further work
along those directions.

1.4 Comparison with prior work

Recent advances in algorithmic learning theory has led
to numerous provably efficient algorithms for learning
Gaussian mixture models, sparse codes, topic models,
and ICA (see [12| [13| [14] [15] [T6], 17 18, [19] and refer-
ences therein). We omit a complete treatment of prior
work due to space constraints.

We would like to emphasize that we do not propose a
new algorithm or autoencoder architecture, nor are we
the first to highlight the applicability of autoencoders
with the aforementioned generative models. Indeed,
generative models such as k-sparsity models have served
as the motivation for the development of deep stacked
(denoising) autoencoders dating back to the work of [20].
The paper [9] proves that stacked weight-sharing au-
toencoders can recover the parameters of sparsity-based
generative models, but their analysis succeeds only for
certain generative models whose parameters are them-
selves randomly sampled from certain distributions.
In contrast, our analysis holds for a broader class of
networks; we make no randomness assumptions on the
parameters of the generative models themselves.

More recently, autoencoders have been shown to learn
sparse representations [2I]. The recent paper [11]
demonstrates that under the sparse generative model,
the standard squared-error reconstruction loss of ReLU
autoencoders exhibits (with asymptotically many sam-
ples) critical points in a neighborhood of the ground
truth dictionary. However, they do not analyze gradi-
ent dynamics, nor do they establish convergence rates.
We complete this line of work by proving explicitly that
gradient descent (with column-wise normalization) in
the asymptotic limit exhibits linear convergence up to
a radius around the ground truth parameters.

2 Preliminaries

Notation Denote by xg the sub-vector of x € R™
indexed by the elements of S C [m]. Similarly, let Wg
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be the sub-matrix of W € R™*™ with columns indexed
by elements in S. Also, define supp(z) = {i € [m)] :
x; # 0} as the support of z, sgn(z) as the element-wise
sign of x and 1g as the indicator of an event E.

We adopt standard asymptotic notations: let f(n) =
O(g(n)) (or f(n) =Q(g(n))) if there exists some con-
stant C' > 0 such that |f(n)| < Clg(n)| (respectively,
|f(n)| > Clg(n)]). Next, f(n) = ©(g(n)) is equivalent
to that f(n) = O(g(n)) and f(n) = Q(g(n)). Also,
fn) = w(g(n)) if lim, | f(n)/g(n)| = co. In ad-
dition, g(n) = O*(f(n)) indicates |g(n)| < K|f(n)]
for some small enough constant K. Throughout, we
use the phrase “with high probability” (abbreviated to
w.h.p.) to describe any event with failure probability

at most n~v1),

2.1 Two-Layer Autoencoders

We focus on shallow autoencoders with a single hid-
den layer, n neurons in the input/output layer and m
hidden neurons. We consider the weight-sharing archi-
tecture in which the encoder has weights W7 € R™*"
and the decoder uses the shared weight W € R"*™,
The architecture of the autoencoder is shown in Fig.
Denote b € R™ as the vector of biases for the en-
coder (we do not consider decoder bias.) As such, for a
given data sample y € R™, the encoding and decoding
respectively can be modeled as:

r=cWry+b) and §=Wa, (2)

where o(-) denotes the activation function in the en-
coder neurons. We consider two types of activation
functions: (i) the rectified linear unit:

ReLU(z) = max(z,0),
and (ii) the hard thresholding operator:
thresholdA(z) = Zl\z\zk-

When applied to a vector (or matrix), these functions
are operated on each element and return a vector (re-
spectively, matrix) of same size. Our choice of the
activation o(+) function varies with different data gen-
erative models, and will be clear by context.

Herein, the loss function is the (squared) reconstruction
error:

1 ) 1
L=3ly- I? = 5y = Wao(WTy +0b)|?,

and we analyze the expected loss where the expec-
tation is taken over the data distribution (specified
below). Inspired by the literature of analysis of sparse
coding [T}, 14} 22], we investigate the landscape of
the expected loss so as to shed light on dynamics of

Input Hidden Output
layer layer layer
Y1 0
Y2 7 7 72
Yn Un

Figure 1: Architecture of a shallow 2-layer autoencoder
network. The encoder and the decoder share the weights.

gradient descent for training the above autoencoder
architectures. Indeed, we show that for a variety of
data distributions, such autoencoders can recover the
distribution parameters via suitably initialized gradient
descent.

2.2 Generative Bilinear Model

We now describe an overarching generative model for
the data samples. Specifically, we posit that the data
samples {yM}¥ € R" are drawn according to the
following “bilinear” model:

y = Az" +1n, (3)

where A € R™*™ is a ground truth set of parameters,
x* € R™ is a latent code vector, and 1 € R™ represents
noise. Depending on different assumptions made on A
and x*, this model generalizes various popular cases,
such as mixture of spherical Gaussians, sparse coding,
nonnegative sparse coding, and independent component
analysis (ICA). We will elaborate further on specific
cases, but in general our generative model satisfies the
following generic assumptions:

Al. The code z* is supported on set S of size at most
k, such that p;, = Pli € S] = ©(k/m), p;; =
Pli,j € S] = ©(k?*/m?) and p;j; = Pi,j,l € S] =
O(k3/m?);

A2. Nonzero entries are independent; moreover,
E[z}]i € S] = k1 and E[z}?%]i € S] = k2 < oo;

A3. For i € S, |z}| € a1, az] with 0 < a1 < az < o0

A4. The noise term 7 is distributed according to
N(0,02I) and is independent of z*.

As special cases of the above model, we consider the

following variants.

Mixture of spherical Gaussians: We consider the
standard Gaussian mixture model with m centers,
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which is one of the most popular generative models en-
countered in machine learning applications. We model
the means of the Gaussians as columns of the matrix
A. To draw a data sample y, we sample z* uniformly
from the canonical basis {e;}2; € R™ with probability
p; = ©(1/m). As such, z* has sparsity parameter k = 1
with only one nonzero element being 1. That means,
K1 =Ko =a1 =ag = 1.

Sparse coding: This is a well-known instance of
the above structured linear model, where the goal is
basically to learn an overcomplete dictionary A that
sparsely represents the input y. It has a rich history
in various fields of signal processing, machine learning
and neuroscience [23]. The generative model described
above has successfully enabled recent theoretical ad-
vances in sparse coding [13] [14} [15] [16] 24]. The latent
code vector x* is assumed to be k-sparse, whose nonzero
entries are sub-Gaussian and bounded away from zero.
Therefore, a; > 0 and as = co. We assume that the
distribution of nonzero entries are standardized such
that k1 = 0, ko = 1. Note that the condition of ko
further implies that a; < 1.

Non-negative sparse coding: This is another vari-
ant of the above sparse coding model where the ele-
ments of the latent code x* are additionally required
to be non-negative [II]. In some sense this is a gen-
eralization of the Gaussian mixture model described
above. Since the code vector is non-negative, we do
not impose the standardization as in the previous case
of general sparse coding (k1 = 0 and ke = 1); instead,
we assume a compact interval of the nonzero entries;
that is, a; and as are positive and bounded.

Having established probabilistic settings for these mod-
els, we now establish certain deterministic conditions
on the true parameters A to enable analysis. First,
we require each column A; to be normalized to unit
norm in order to avoid the scaling ambiguity between A
and x*. (Technically, this condition is not required for
the mixture of Gaussian model case since x* is binary;
however we make this assumption anyway to keep the
treatment generic.) Second, we require columus of A to
be “sufficiently distinct”; this is formalized by adopting
the notion of pairwise incoherence.

Definition 1. Suppose that A € R™*"™ has unit-norm
columns. A is said to be p-incoherent if for every pair
of column indices (i,7), © # j we have |(A;, Aj)| < ﬁ

Though this definition is motivated from the sparse
coding literature, pairwise incoherence is sufficiently
general to enable identifiability of all aforementioned
models. For the mixture of Gaussians with unit-norm
means, pairwise incoherence states that the means are
well-separated, which is a standard assumption. In
the case of Gaussian mixtures, we assume that m =

O(1) < n. For sparse coding, we focus on learning
overcomplete dictionaries where n < m = O(n) . For
the sparse coding case, we further require the spectral
norm bound on A4, ie., [|A]] < O(y/m/n). (In other
words, A is well-conditioned.)

Our eventual goal is to show that training autoencoder
via gradient descent can effectively recover the gen-
erative model parameter A. To this end, we need a
measure of goodness in recovery. Noting that any re-
covery method can only recover A up to a permutation
ambiguity in the columns (and a sign-flip ambiguity in
the case of sparse coding), we first define an operator
7 that permutes the columns of the matrix (and multi-
plies by +1 or —1 individually to each column in the
case of sparse coding.) Then, we define our measure of
goodness:

Definition 2 (d-closeness and (4, £)-nearness). A ma-
trix W is said to be d-close to A if there exists an
operator w(-) defined above such that ||w(W); — A;|| <6
for alli. We say W is (6,&)-near to A if in addition
[x(W) — All < &[]l

To simplify notation, we simply replace 7 by the iden-
tity operator while keeping in mind that we are only
recovering an element from the equivalence class of all
permutations and sign-flips of A.

Armed with the above definitions and assumptions, we
are now ready to state our results. Since the actual
mathematical guarantees are somewhat tedious and
technical, we summarize our results in terms of informal
theorem statements, and elaborate more precisely in
the following sections.

Our first main result establishes the code consistency
of weight-sharing autoencoders under all the genera-
tive linear models described above, provided that the
weights are suitably initialized.

Theorem 1 (informal). Consider a sample y = Az* +
n. Let x = o(WTy +b) be the output of the encoder
part of the autoencoder. Suppose that W is d-close to
A with § = O*(1/logn).

(i) If o(-) is either the ReLU or the hard threshold-
ing activation, then the support of the true code
vector =¥ matches that of x© for the mixture-of-
Gaussians and non-negative sparse coding gener-
ative models.

(i) If o(-) is the hard thresholding activation, then
the support of x* matches that of x for the sparse
coding generative model.

Our second main result leverages the above property.
We show that iterative gradient descent over the weights
W linearly converges to a small neighborhood of the
ground truth.
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Theorem 2 (informal). Provided that the initial weight
WY such that WO is (8,2)-near to A. Given asymptot-
ically many samples drawn from the above models, an
iterative gradient update of W can linearly converge to
a small neighborhood of the ground truth A.

We formally present these technical results in the next
sections. Note that we analyze the encoding and the
gradient given W* at iteration s; however we often skip
the superscript for clarity.

3 Initialization

Our main result is a local analysis of the learning
dynamics for two-layer autoencoders. More specifically,
we prove that the (batch) gradient descent linearly
converges to the ground truth parameter A given an
initialization W0 that is O*(1/logn) column-wise close
to the ground truth. Despite the fact that the recovery
error at the convergence is exponentially better than
the initial 1/logn order, a natural question is how
to achieve this initialization requirement. In practice,
random initialization for autoencoders is a common
strategy and it often leads to surprisingly good results
[25] 26]. In theory, however, the validity of the random
initialization is still an open problem. For the k-sparse
model, the authors in [I6] introduce an algorithm that
provably produces such a coarse estimate of A using
spectral methods. This algorithm applies perfectly
to this context of the autoencoder architecture. We
conjecture that this spectral algorithm still works for
non-negative sparse case (including the special mixture
of Gaussian model) although, due to non-negativity,
more complicated treatments including concentration
arguments and sign flips of the columns are involved.
We leave this to our future work.

4 Encoding Stage

Our technical results start with the analysis of the
encoding stage in the forward pass. We rigorously
prove that the encoding performed by the autoencoder
is sufficiently good in the sense that it recovers part
of the information in the latent code x* (specifically,
the signed support of x*.) This is achieved based
on appropriate choices of activation function, biases,
and a good W within close neighborhood of the true
parameters A. We call this property code consistency:

Theorem 3 (Code consistency). Let z = o(WTy +b).
Suppose W is §-close to A with § = O*(1/logn) and
the noise satisfies o, = O(1/y/n). Then the following
results hold:

(i) General k-sparse code with thresholding activa-
tion: Suppose p < \/n/log*>n and k < n/logn.

If x = thresholdy(WTy + b) with A = a1/2 and
b =0, then with high probability

sgn(z) = sgn(z™).

(i) Non-negative k-sparse code with ReLU activa-
tion: Suppose u < 6v/n/k and k = O(1/8°). If
r = ReLUW?Ty +b), and b; € [—(1 — §)a; +
as0Vk, —a25\/E] for all i, then with high proba-
bility,
supp(z) = supp(z™).

(iii) Non-negative k-sparse code with thresholding ac-
tivation: Suppose u < 5/n/k and k = O(1/62).
If x = thresholdy(WTy + b) with A = a1/2 and
b =0, then with high probability,

supp(x) = supp(z”).

The full proof for Theorem [J] is relegated to Ap-
pendix [A] Here, we provide a short proof for the
mixture-of-Gaussians generative model, which is re-
ally a special case of (ii) and (7i7) above, where k = 1
and the nonzero component of z* is equal to 1 (i.e.,
Kl=fKy=a; =az=1.)

Proof. Denote z = WTy + b and S = supp(z*) = {j}.
Let ¢ be fixed and consider two cases: if ¢ = j, then

zi = (Wi, Ay +(Wi, n)+b; > (1752/2)7077 logn—+b; > 0,

w.h.p. due to the fact that (W;, A;) > 1 — §2/2
(Claim , and the conditions ¢, = O(1/y/n) and
b; > —1+4.

On the other hand, if 4 # j, then using Claims [I] and
in Appendix[A] we have w.h.p.

2 = (Wi, Aj)+ (Wi, m)+b; < p/v/n+dé+0,logn+b; <0,

for b; < =24, u < 6y/n/k and o, = O(1/y/n). Due to
Claim 2, these results hold w.h.p. uniformly for all 4,
and hence z = ReLU(z) has the same support as z*
w.h.p..

Moreover, one can also see that when b; = 0, then
w.h.p., z; >1/2if i = j and z; < 1/4 otherwise. This
result holds w.h.p. uniformly for all i, and therefore,
x = threshold; /»(z) has the same support as z* w.h.p.

|

Note that for the non-negative case, both ReLLU and
threshold activation would lead to a correct support
of the code, but this requires & = O(1/§?%), which
is rather restrictive and might be a limitation of the
current analysis. Also, in Theorem [3] b is required to be
negative for ReLU activation for any § > 0 due to the
error of the current estimate W. However, this result is
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consistent with the conclusion of [27] that negative bias
is desirable for ReLU activation to produce sparse code.
Note that such choices of b also lead to statistical bias
(error) in nonzero code and make it difficult to construct
a provably correct learning procedure (Section [5)) for
ReLU activation.

Part (i) of Theorem [3| mirrors the consistency result
established for sparse coding in [16].

Next, we apply the above result to show that provided
the consistency result a (batch) gradient update of the
weights W (and bias in certain cases) converges to the
true model parameters.

5 Learning Stage

In this section, we show that a gradient descent update
for W of the autoencoder (followed by a normalization
in the Euclidean column norm of the updated weights)
leads to a linear convergence to a small neighborhood
of the ground truth A under the aforementioned gener-
ative models. For this purpose, we analyze the gradient
of the expected loss with respect to W. Our analysis
involves calculating the expected value of the gradient
as if we were given infinitely many samples. (The finite
sample analysis is left as future work.)

Since both ReLU and hard thresholding activation
functions are non-differentiable at some values, we
will formulate an approximate gradient. Whenever
differentiable, the gradient of the loss L with respect to
the column W; € R™ of the weight matrix W is given
by:

Vw,L = —o' (W y+b;) (W] y+b,) I+yW]] [y—Wz],
)
where z = o(W7Ty + b) and o’(2;) is the gradient of
o(z;) at z; where o is differentiable. For the rectified
linear unit ReLU(z;) = max(z;,0), its gradient is

, _ 1
o'(z) = {O

On the other hand, for the hard thresholding activation
thresholdy(2;) = 2;1|;,>x, the gradient is

, _ 1
J(Zi)—{o

One can see that in both cases, the gradient ¢/(-) at
z; = W'y +b; resembles an indicator function 1,, 29 =
15(2,)20 except where it is not defined. The observation
motivates us to approximate the Vyy, L with a simpler
rule by replacing o/ (W y + b;) with 1., 0:

if z; > 0,

if |Zz| > A,
if |Zz| <A

Vil = —1,,20(WEyI 4+ 0,1 +yWi)(y — Wz).

In fact, [I1] (Lemma 5.1) shows that this approximate
gradient ﬁ is a good approximation of the true gra-
dient in expectation. Since A is assumed to have
normalized columns (with ||4;]| = 1), we can enforce
this property to the update by a simple column normal-
ization after every update; to denote this, we use the op-
erator normalize(-) that returns a matrix normalize(B)
with unit columns, i.e.:

normalize(B); = B;/|| Bl
for any matrix B that has no all-zero columns.

Our convergence result leverages the code consistency
property in Theorem [3| but in turn succeeds under
constraints on the biases of the hidden neurons b. For
thresholding activation, we can show that the simple
choice of setting all biases to zero leads to both code
consistency and linear convergence. However, for ReLU
activation, the range of bias specified in Theorem [3|
(ii) has a profound effect on the descent procedure.
Roughly speaking, we need non-zero bias in order to
ensure code consistency, but high values of bias can
adversely impact gradient descent. Indeed, our current
analysis does not succeed for any constant choice of bias
(i.e., we do not find a constant bias that leads to both
support consistency and linear convergence.) To resolve
this issue, we propose to use a simple diminishing
(in magnitude) sequence of biases b along different
iterations of the algorithm. Overall, this combination
of approximate gradient and normalization lead to
an update rule that certifies the existence of a linear
convergent algorithm (up to a neighborhood of A.) The
results are formally stated as follows:

Theorem 4 (Descent property). Suppose that at step
s the weight W* is (6°,2)-near to A. There exists an
iterative update rule using an approximate gradient g°:
Wt = normalize(W* — (g®) that linearly converges
to A when given infinitely many fresh samples. More
precisely, there exists some T € (1/2,1) such that:

(i) Mizture of Gaussians: Suppose the conditions in
either (i) or (iii) of Theorem [ hold. Suppose
that the learning rate { = ©(m), and that the
bias vector b satisfies:

(i.1) b= 0 if x = threshold; o (W™y + b); or

(i.2) b+t = b*/C if v = ReLUWTy + b) for
some constant C > 1.

Then, W — Allf < (1 —7)|[W* — Al% +

O(mn—°M),

(i) General k-sparse code: Provided the conditions
n Theorem@ (i) hold and the learning rate { =
O(m/k).

Then, [|[W*h — Al < (1 —7)[W* - A% +
O(mk?/n?).
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(iii) Non-negative k-sparse code: Suppose the condi-
tions in either (ii) or (iii) of Theorem [3 hold.
Suppose that the learning rate { = ©(m/k) and
the bias b satisfies:

(ii.1) b =0 if & = threshold,, ,o(W™y +b); or
(i1.2) b**1 = b%/C if x = ReLUW™y + b) for
some constant C' > 1.
Then, Wt — A|f < (1 —7)[[W* — Al +
O(k3 /m).

Recall the approximate gradient of the squared loss:
Vil = —Lopo(WyI + biI +yW])(y — Wa).

We will use this form to construct a desired update
rule with linear convergence. Let us consider an update
step ¢° in expectation over the code z* and and the
noise 7:

9 = —E[lp, oWyl + b;I + yWo) (y — Wa)]. (5)

To prove Theorem [@ we compute g; according to the
generative models described in and then argue the
descent. Here, we provide a proof sketch for (again) the
simplest case of mixture-of-Gaussians; the full proof is
deferred to Appendix

Proof of Theorem[J] (i). Based on Theorem [3] one can
explicitly compute the expectation expressed in ().
Specifically, the expected gradient g; is of the form:

where \; = (W#, A;) and ||y] = O(n=*M). If we
can find b; such that A\? 4 2b;\; + b? ~ \; for all i, g;
roughly points in the same desired direction to A;, and
therefore, a descent property can be established via the
following result:

Lemma 1. Suppose W is §-close to A and the bias
satisfies |(bi + \i)2 — Ni| <2(1—N\;). Then:

2(g;, Wi — A;) > pi(\i — 26%) | Wi — Ai?

1 2 2 2
el = - hi

+

From Lemma [T} one can easily prove the descent prop-
erty using [I6] (Theorem 6). We apply this lemma with
learning rate ¢ = max;(1/p;\;) and 7 = (p;(\; —262) €
(0,1) to achieve the descent as follows:

W+ — Al < (L= 7)[W5 = Ail* + O™ "),

where Wst1 = W — (gs and K is some constant
greater than 1. Finally, we use Lemma [5| to obtain the
descent property for the normalized Wf“.

Now, we determine when the bias conditions in The-
orem [3] and Lemma [I] simultaneously hold for dif-
ferent choices of activation function. For the hard-
thresholding function, since we do not need bias (i.e.
b; = 0 for every i), then A\;(1 — \;) < 2(1— ;) and this
lemma clearly follows.

On the other hand, if we encode x = ReLU(W 7Ty +
b), then we need every bias b; to satisfy b, € [-1 +
20°Vk, —6°] and |(b; + \i)? — \i| < 2(1 — \;). Since
Ai = (W7, A;) — 1 and 6° — 0, for the conditions of
b; to hold, we require b; — 0 as s increases. Hence, a
fixed bias for the rectified linear unit would not work.
Instead, we design a simple update for the bias (and
this is enough to prove convergence in the ReLU case).

Here is our intuition. The gradient of L with respect
to b; is given by:

Vi, L= =o' (Wy +b)W/ (y — W)
Similarly to the update for the weight matrix, we ap-
proximate this gradient with by replacing o/ (W1'y +b;)
with 1,0, calculate the expected gradient and obtain:

(90);i = —E[W] (y — W)Lz 20] +
= —E[WZT(y — Wi(WiTy + bz)lw:;,go] +
= —E[(W — [WillPW )y + Wil *biLas 20] +
= —pibi +7

From the expected gradient formula, we design a very
simple update for the bias: b*t! = /1 — 7b° where
bY = —1/logn, and show by induction that this choice
of bias is sufficiently negative to make the consistency
result {3 (ii) and (iii) hold at each step. At the first
step, we have 0 < O*(1/logn), then

b = —1/logn < —[[W) — Aj|.

Now, assuming b < —||W7 — A;||, we need to prove
that b1 < —||[WsH — 4.

From the descent property at the step s, we have

W = Al < VI =7l[W7 = Al + o(5%).

Therefore, b = /T — 765 < —/1 —7|W§ — 4| <
—||WEHE — A;|| — 0(8s). As a result, |(b; +\;)2 — \i| ~
Ai(1—X;) <2(1 = \;). In addition, the condition of
bias in the support consistency holds. By induction, we
can guarantee the consistency at all the update steps.
Lemma [1] and hence the descent results stated in (i.2)
and (iii.2) hold for the special case of the Gaussian
mixture model. |

6 Experiments

We support our theoretical results with some experi-
ments on synthetic data sets under on the mixture-of-
Gaussians model. We stress that these experimental
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Figure 2: The learning curve in training step using different initial estimate W°. From left to right, the autoencoder is
initialized by (i) some perturbation of the ground truth, (ii) PCA and (iii) random guess.

—O— Init w/ perturbation
= Init w/ PCA
Random init

W — A%

0 10 20 30 40 50

Iteration

Figure 3: Frobenius norm difference between the learned
W and the ground truth A by three initialization schemes.

results are not intended to be exhaustive or of practical
relevance, but rather only to confirm some aspects of
our theoretical results, and shed light on where the
theory falls short.

We generate samples from a mixture of m = 10
Gaussians with dimension n = 784 using the model
y = Ax* + 1. The means are the columns of A, ran-
domly generated according to A; ~ N(0, ﬁln) To
synthesize each sample y, we choose z* uniformly from
the canonical bases {e;}7, and generate a Gaussian
noise vector n with independent entries and entry-wise
standard deviation o,. We create a data set of 10,000
samples in total for each Monte Carlo trial.

We consider a two-layer autoencoder with shared
weights as described in Section such that the hid-
den layer has 10 units with ReLU activation. Then, we
observe its gradient dynamics on the above data using
three different initializations: (i) we initialize W by
adding small random perturbation to the groundtruth
A such that W% = A + §FE for § = 0.5 with the
perturbation E € R"4X10 generated according to
E;; ~ N(0,1/4/n); (ii) we perform principal compo-
nent analysis of the data samples and choose the top
10 singular vectors as WY; (iii) we randomly generate
W with W; ~ N(0, ﬁ[n).

For all three initializations, the bias b of the encoder

are initially set to b = —2.55. We train the weights W
with the batch gradient descent and update the bias
using a fixed update rule b*T! = b%/2.

The learning rate for gradient descent is set fixed to
¢ = m. The number of descent steps is T' = 50. We run
the batch descent algorithm at each initialization with
different levels of noise (o, = 0.01,0.02,0.03), then we
observe the reconstruction loss over the data samples.

Figure [2] shows the learning curve in the number of
iterations. From the left, the first plot is the loss with
the initial point 0.5-close to A. The next two plots
represent the learning using the PCA and random ini-
tializations. The gradient descent also converges when
using the same step size and bias as described above.
The convergence behavior is somewhat unexpected;
even with random initialization the reconstruction loss
decreases to low levels when the noise parameter o, is
small. This suggests that the loss surface is perhaps
amenable to optimization even for radius bigger than
O(d)-away from the ground truth parameters, although
our theory does not account for this.

In Figure [3] we show the Frobenius norm difference
between the ground truth A and final solution W us-
ing three initialization schemes on a data set with
noise o, = 0.01. Interestingly, despite the convergence,
neither PCA nor random initialization leads to the
recovery of the ground truth A. Note that since we
can only estimate W up to some column permutation,
we use the Hungarian algorithm to compute matching
between W and A and then calculate the norm.

Conclusions To our knowledge, the above analysis
is the first to prove rigorous convergence of gradient
dynamics for autoencoder architectures for a wide vari-
ety of (bilinear) generative models. Numerous avenues
for future work remain — finite sample complexity
analysis; extension to more general architectures; and
extension to richer classes of generative models.
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A Proof of Theorem [3

We start our proof with the following auxiliary claims.
Claim 1. Suppose that max;||W; — A;|| < 6 and |W;]| = 1. We have:
1. (Wi, A)) > 1—62/2 for any i € [m);

2. (Wi, As)| < i+, for any j £ 1 € m];
3. ZjeS\{i}<Wi’Aj>2 < O(p?k/n + 62%) for any S C [m] of size at most k.

Proof. The claims (i) and (ii) clearly follow from the J-closeness and p-incoherence properties as shown below.
(Wi, Ai) = 1= (1/2)[W; — Ail|* =2 1 - 6%/2,

and
(Wi, Aj)| = [{As, Aj) + (Wi — Ay, Aj)| < pu/v/n 6.

For (iii), we apply Cauchy-Schwarz to bound each term inside the summation. Precisely, for any j # ¢,
(Wi, Aj)? < 2((As, 45)° + (Wi — Ay, 45)?) < 202 n+ 2(W; — Ai, A).
Together with ||A]| = O(y/m/n) = O(1), we finish proving (iii) by noting that

Y (Wi Ay < 20%k/n + 2| AG(W; — A < 24°k/n + 2| As|P[W; — Ail|* < O(uPk/n + 6%).

jes\{i}
|
Claim 2. Suppose |W;|| = 1, then max;|(W;,n)| < o, logn holds with high probability.
Proof. Since n is a spherical Gaussian random vector and ||W;|| = 1, (W;,n) is Gaussian with mean 0 and variance
J%. Using the Gaussian tail bound for (W;,n) and taking the union bound over i = 1,2,...,m, we have that
max;|[(W;, n)| < o, logn holds with high probability. [ |

Proof of Theorem[3 Denote 2 = W1y + b and let i € [m] be fixed for a moment. (Later we use a union bound
argument for account for all ). Denote S = supp(z*) and R = S\{i}. Notice that x; = 0 if ¢ € S by definition.
One can write the ™" entry z; of the weighted sum z as

zi =W (Asas +n) + b;
= (Wi, Ai)ay + Y (Wi, Aj)ay + (Wi, m) + b;
JER

where we write Z; = > je r(Wi, Aj)x}. Roughly speaking, since (W;, A;) is close to 1, z; approximately equals x}
if we can control the remaining terms. This will be made precise below separately for different generative models.

A.1 Case (i): Sparse coding model

For this setting, the hidden code z* is k-sparse and is not restricted to non-negative values. The nonzero entries
are mutually independent sub-Gaussian with mean x; = 0 and variance ko = 1. Note further that a; € (0, 1] and
as = oo and the dictionary is incoherent and over-complete.

Since the true code takes both positive and negative values as well as sparse, it is natural to consider the hard
thresholding activation. The consistency is studied in [I6] for the case of sparse coding (see Appendix C and also
work [28], Lemma 8 for a treatment of the noise.)
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A.2 Case (ii) and (iii): Non-negative k-sparse model
Recall that S = supp(z*) and that z} € [a1,as] for j € S. Cauchy-Schwarz inequality implies

. p2k?
< DA Al < any [ + ko?,

JER

1Zi] = | > (Wi, Az
JER

where we use bound (ii) in Claim [1f and ||z*|| < aoVk.
If 1 € S, then w.h.p.

2 = (Wi, Apai + Zi + (Wi, m)

112k2
> (1—52/2)a1 —ag\| —— + ké2 — o, logn+b; >0
n

for b; > —(1 — 8)a; + a26vk and a26vVk < (1 — d)ay, k = O(1/6%) = O(log® n), u < 8y/n/k, and o, = O(1//n).
On the other hand, when i ¢ S then w.h.p.

zi=2Z;+ (Wi,m) +b;

2).2
< aQ\/L + ké2 + o, logn +b;
n

<0

for b; < —ag4/ ”2”’“2 + ké? — o, logn = —ay0Vk.

Due to the use of Claim 2, these results hold w.h.p. uniformly for all i and so supp(x) = S for x = ReLU(W Ty +b)
w.h.p. by We re-use the tail bound P[Z; > €] given in [II], Theorem 3.1.

Moreover, one can also see that with high probability z; > a1 /2 if i € S and z; < as0VEk < a; /4 otherwise. This
results hold w.h.p. uniformly for all i and so 2 = threshold; /5(2) has the same support as 2* w.h.p. |

B Proof of Theorem [

B.1 Case (i): Mixture of Gaussians

We start with simplifying the form of g; using the generative model [3| and Theorem [3] First, from the model we
can have p; = Pz} # 0] = ©(1/m) and E[] = 0 and E[nn"] = 021. Second, by Theoremin (i), 1p,20 =2; =1
with high probability. As such, under the event we have z; = c(Wly +b;) = (Wly + bi)1z 0 for both choices
of o (Theorem [3).

To analyze g;, we observe that
v =E[(Wyl + bl +yW)(y — Wa)(Ler 20 — 1u,20)]

has norm of order O(n~*()) since the failure probability of the support consistency event is sufficiently small for
large n, and the remaining term has bounded moments. One can write:

9i = —E[Lgr oWyl + bid + yW)(y — Wa)] + v
= *]E[le;éO(WiTyI + sz‘T +0,1)(y — WiWiTy —b;Wi)| +~
= —E[Lyz oW/ yI + yW) (I = WiW] )yl + bE[Le 20(W] yl + yW] )W,
— b B (1 20( — W;W )yl + BIWE[Lyr 0] +

=g + 0P + g+ pib2W; 4,
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Next, we study each of ggt)

denote A\; = (W;, A;). Then

,t =1,2,3, by using the fact that y = A; + n as 7 = 1. To simplify the notation,

gt = —E[(W] (A; + mI + (A + )W) (I = WW)(Ai + 0) Loz o)
= —E[(\d + AW 4+ (Wi, )T + W) (I = WiW[) (A; + n)Lar 2]
= —(\d + AW (A = NW)Play # 0] — E[(Wi,m) I + W) (I — WiW[ )l 4]
= —piXiAi + A Wi — E[(Wi, )] +gW)(I — Win'T)Ulw#O],

where we use p; = P[z} # 0] and denote |W;|| = 1. Also, since 7 is spherical Gaussian-distributed, we have:

E[(Wi, )T + W) (I = WiW, )nle: z0] = piE[(Wi, n)n — (Wi, n)* W]
= pioy (1 — [Wil|*>)W; =0,

To sum up, we have
g = —pidi A + P AW (6)
For the second term,
0® = bR 2o(WEyT + yWIWi = biE[Ly: 2o (W (Ai + )T + (A; + )W) Wi

= bE[(A\Wi + [Wil|* Ai) Los 0]
= pibi Wi + pibi A;. (7)

In the second step, we use the independence of spherical  and x. Similarly, we can compute the third term:
9" = b = WiW{)ElyLs; 2o] = —bi(I = WiW)E[(Ai + 1) Ls; 20]
= —pib(I — W;W])A;
= —pibiAi + pibi\W; (8)
Putting @7 and together, we have
9i = —PiNiAi + pi(A + 2000 + 0))Wi +
Having established the closed-form for g;, one can observe that when b; such that A? + 2b;\; + b? ~ \;, g; roughly

points in the same desired direction to A* and suggests the correlation of g; with W; — A;. Now, we prove this
result.

Proof of Lemmal[l. Denote v = p;(A? + 2b;\; + b? — \;)W; + . Then

9i = —PiXiAi + pi(A + 2000 + 0))Wi + 9)
=piXi(Wi — A;) + v,
By expanding @D, we have

1
Dii

1
lgill* = padill Wi — Aq* — mllvﬂz-

2<U, Wi — Az> =

Using this equality and taking inner product with W; — A; to both sides of @, we get

1 1
2(gi, Wi — A;) = pi M| |[W; — Ag|]* + PRy lgill* — EHUHZ-
12

We need an upper bound for |[v||?. Since

|(bs + M) — N <2(1—)\)
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and
2(1 - N) = [W; — A%,

we have:

(b 4+ X0)% = Nl < Wi — Ai|? < 6[[W; — Al
Notice that

[0l = [Ips (A7 + 2b3A; + b7 — X)W + |1?
< 2p28%| Wi — Ayl + 2)v]%

Now one can easily show that

1 2
2 7 i*Ai > 1‘)\1*252 ifAiQ 1,27 2.
(90 W = A = i = 269 [Ws = A+ = aul = —= |1

B.2 Case (ii): General k-Sparse Coding

For this case, we adopt the same analysis as used in Case 1. The difference lies in the distributional assumption of
x*, where nonzero entries are independent sub-Gaussian. Specifically, given the support S of size at most k with
pi = Pli € S] = ©(k/m) and p;; = P[i,j € S] = O(k?*/m?), we suppose E[z}|S] = 0 and E[z§z5"|S] = I. For
simplicity, we choose to skip the noise, i.e., y = Az* for this case. Our analysis is robust to iid additive Gaussian
noise in the data; see [28] for a similar treatment. Also, according to Theorem 3| we set b; = 0 to obtain support
consistency. With zero bias, the expected update rule g; becomes

gi = —E[(WiTyI + szT)Q/ - W$)1m7ﬁ0]~

For S = supp(z*), then y = Aga¥. Theorem [3|in (ii) shows that supp(z) = S w.h.p., so under that event we can
write Wa = Wszg = Ws(W1'y). Similar to the previous cases, v denotes a general quantity whose norm is of
order n=*( due to the converging probability of the support consistency. Now, we substitute the forms of 3 and
z into g;:

gi = —E[(W]yI +yW])(y — W)L, 0]
= —E[(W]yI +yW)(y = WsWy)Lazz0] + 7
= —E[(I - WsW§) (W[ Asas) Asglar zo] — E[(Asz )W, (I — WsW§ ) AsziLar20] +7

1) (2

Write

93 = ~E[(I - WsWE) (W] Asay) AsaLas 20lS),

and
(2) _ * T T *
giﬁ = —]E[(ASxS)Wi (I - W5'WS )Asxslx;«;ﬁo‘S],

%

so that gfl) = E(gl(ls)) and g?) = E(g(Q)). It is easy to see that E[zjz1.:20|S] = 1ifi =j =1 € S and

E[z}x] 1. £0]|S] = 0 otherwise. Therefore, gglg becomes

g = —E[(I - WsWE)(WT Asas) AsaLa: 2olS] (10)
== > E[(I - WIWs) (W, A;) Az} 1,r 40/ 9]
3,les

= - NI —WsWA,, (11)
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where we use the earlier notation \; = WiTAi. Similar calculation of the second term results in

9% = ~E[(Aszs) W (I — WsWE) AsahLar 20lS] (12)
= —E[) a3 AW (I = WsWE) > af Aly: 40lS]
jES es
=— Z E[AjWiT(I — WSWST)Alxjxfsgn(xf)\S]
j,les
= —AWI(I - WsW)A; (13)

Now we combine the results in and to compute the expectation over S.

9 =Elg3 + g3+~ (14)

= —ENI - WeW3)A; + AW (I — WsW§)A;] +
= —ER2NA; — A > W;W A - AW Y WW A+
jes jeS
= 72}77)\7147 + ]E[)w Z WJWJTAZ + Z<WZ, WJ><A1, WJ>A7] + v
jES JES
= =2\ A; + EDIWG + D (Ag, W)Wy + N[ Wil 24 + > (Wi, Wil (Ai, W) Al + 7,
JER JER

where p; = P[i € S] and R = S\{i}. Moreover, ||W;|| = 1, hence

gi = —DiNiAi + PN+ > pighiAn, W)W + pig (Wi, Wi (Ai, Wy) Ai) +
Jje[m]\{i}
= —piXiAi + AW + MW _idiag(pi )W As + (W] W_idiag(pi; )W, Ai) A + 7, (15)
for W_; = (Wy,...,W;_1,Wii1,..., W,,) with the i*® column being removed, and diag(p;;) denotes the diagonal
matrix formed by p;; with j € [m]\{i}.

Observe that ignoring lower order terms, g; can be written as p;\;(W; — A4;) + p;Ai(\; — 1)W;, which roughly
points in the same desired direction to A. Rigorously, we argue the following:

Lemma 2. Suppose W is (8,2)-near to A. Then

1

2091, Wi = Ai) 2 pdd[ W = AP+

lgill* = O(pik?/n*Ns)

Proof. We proceed with similar steps as in the proof of Lemma[I] By nearness,
W1 < [W — Al + [[A]l < 3[|A]l < O(v/m/n).
Also, p; = O(k/m) and p;; = ©(k?/m?). Then
IW_idiag(pi) W As|| < pil[W-idiag(pi; /pi) WL

< pil W=il]? T?gf(pij/pi) = O(pik/n).

Similarly,
IWW_idiag(pi; )W, 4i) A || < O(pik/n).

Now we denote
v = pi)\i()\i — 1)Wi + /\J/V_ldlag(p”)VVE;Az =+ (WzTW_zdlag(pU)WzAl)Al + .

Then
gi = pihi(Wi — Ay) +v
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where ||v|| < piXi(6/2)[|W; — A;|| + O(pik/n) + ||7]|- Therefore, we obtain

52 1
209, Wi = Ai) 2 pdi(1 = ) [Wi = Ail]” + == lgi|* = O(pik® /o).

i \i
where we assume that ||| is negligible when compared with O(p;k/n). [ ]

Adopting the same arguments in the proof of Case (i), we are able to get the descent property column-wise for
the normalized gradient update with the step size ¢ = max;(1/p;);) such that there is some 7 € (0, 1):

Wt — Al < (1= 7)W= Al” + O(pik? /n®Ny).
Since p; = ©(k/m), Consequently, we will obtain the descent in Frobenius norm stated in Theorem [4} item (ii).

Lemma 3 (Maintaining the nearness). |[W — A| < 2||A]|.
Proof. The proof follows from [I6] (Lemma 24 and Lemma 32).

B.3 Case (iii): Non-negative k-Sparse Coding

We proceed with the proof similarly to the above case of general k-sparse code. Additional effort is required
due to the positive mean of nonzero coefficients in z*. For = (W 7y + b), we have the support recovery for
both choices of o a shown in (ii) and (iii) of Theorem [3] Hence we re-use the expansion in [I1] to compute the
expected approximate gradient. Note that we standardize W; such that ||W;|| = 1 and ignore the noise 7.

Let 4 be fixed and consider the approximate gradient for the i*® column of W. The expected approximate gradient
has the following form:

9i = —E[lozo(Wiyl + b, +yWih)(y — Wa)] = a;W; — Bi A + e,
where

i = RapiX] + Ko Y pig (Wi, A) + 267 Y pighi(Wa, Aj) + k7 Y pit(Wa, A;) (Wi, Ar)

i i AR
+ 2k1pibidi + 261 > pisbi(Wi, Aj) + pib3;
J#i

Bi = KopiXi — K2 me W17W><A17W Jr’11 pr WzyA H%Zpij<W1,Wj><Wj,Aj>
J#i J#i J#i
— k1> pigt{Wi, Wil (Wy, A — k1 pighs (Wi, W5);
I j#i

and e; is a term with norm ||e;|| < O(max (k%, k3)p;k/m) — a rough bound obtained in [II] (see the proof of
Lemma 5.2 in pages 26 and 35 of [I1].) As a sanity check, by plugging in the parameters of the mixture of
Gaussians to «;, 5; and e;, we get the same expression for g; in Case 1. We will show that only the first term in
«; is dominant except ones involving the bias b;. The argument for §; follows similarly.

Claim 3.
o = Kopi A + K20 (pik/m) + 263p;i A O(k/v/m) + ﬂlO(szz/m)
+ 2K1pibiN; + 261pib;O(k//m) + pib3.

Proof. We bound the corresponding terms in «; one by one. We start with the second term:

szj Wi, A < maszg Z Wl7A
J#i J#i

< max py; || AT, Wi| 3
J#i

< O(pik/m),
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since p;; = O(k?/m?) = O(p;k/m). Similarly, we have

Y i (W, A)| = (WD pis A
i i

< Wil Al >3
J#£i
< O(pik/v/m),
which leads to a bound on the third and the sixth terms. Note that this bound will be re-used to bound the
corresponding term in ;.

The next term is bounded as follows:

D Pt (Wi, A (Wi, Ay = WS~ pii A AT W

#l J#l
Jil# Il
< |32 punds AT w2
Al
Il

< O(pik?/m),

where M = ) 4 pilejAlT = A_;QAT, for Qji = piji for j # 1l and @Q;; = 0 otherwise. Again, A_;

ol
denotes the matrix W with its i column removed. We have p;;; = O(k*/m?®) < O(q;k*/m); therefore,
IM] < IQUFIAIP < O(gik? fm). n
Claim 4.

Bi = KapiXi — k20(pik/m) + K10(pik/v/m) — K10 (pik//m)
+ K20 (pik? /m) — k1b;0(pik //m).

Proof. We proceed similarly to the proof of Claim Due to nearness and the fact that | A*|| = O(y/m/n) = O(1),
we can conclude that |[W]| < O(1). For the second term, we have

1> " pis (Wi, Wil (Ai, W) | = W] pi W WAyl
A Iy
< r?gfpijllW—iWillHWiHIIAiII

where WjoT are p.S.d and so 0 j ngéipijoWjT j (Hlan;ﬁi plj)(z];ﬁl WJWJT) j Hlan;ﬁz‘ pijW_iWTi. To
bound the third one, we use the fact that |\;| = |(W;, A;)| < 1. Hence from the proof of Claim

1> pis (Wi, Wiy (Wi, Al = 11D pighi (Wa, W) |
J#i i

< [WilllW I, >~ (pighs)?
i
< O(pik/v'm),
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which is also the bound for the last term. The remaining term can be bounded as follows:

1> pit (W, W)Wy, ADIL < (1Y pinW; WA
porh Pt

<> lpip Wi W
I#i

2
< ;ggpmﬂw—iﬂ
1

< O(pik*/m).

When b; = 0, from and and b; € (—1,0), we have:
;i = pi(Ra\? + 2k1pibi); + b2) 4+ O(max(k?, k2)k/v/m)

and
Bi = KapiXi + O(max(ki, k2)k//m),

where we implicitly require that k& < O(y/n), which is even weaker than the condition k& = O(1/6%) stated in
Theorem [3] Now we recall the form of g;:

9i = —RapiNiAi + pi(r2A7 + 2m1pibi N + 07 )W + v (16)
where v = O(max(k?, ka)k//m)A; + O(max(k?, k2)k//m)W; + e;. Therefore ||v|| < O(max(k?, k2)k/\/m).

Lemma 4. Suppose A is 6-close to A* and the bias satisfies |koA? + 2k1pibi\i + b7 — kaXi| < 2k2(1 — ;) then

1 9 o K2
1ill" = O(max(1, ko /x7)

2(gs, Wi — A3) > kapi(\i — 206%)|W; — A2
(90, We = A43) 2 mapi(hs = 20| W = A4+ — po)

The proof of this lemma and the descent is the same as that of LemmalI] for the case of Gaussian mixture. Again,
the condition for bias holds when b; = 0 and the thresholding activation is used; but breaks down when the
nonzero bias is set fixed across iterations.

Now, we give an analysis for a bias update. Similarly to the mixture of Gaussian case, the bias is updated as
B = /C

for some C > 1. The proof remains the same to guarantee the consistency and also the descent.

The last step is to maintain the nearness for the new update. Since it is tedious to argue that for the complicated
form of g;, we can instead perform a projection on convex set B = {W|W is d-close to A* and |W| < 2||4||} to
guarantee the nearness. The details can be found in [I6].

B.4 Auxiliary Lemma

In our descent analysis, we assume a normalization for W’s columns after each descent update. The descent
property is achieved for the unnormalized version and does not directly imply the J-closeness for that current
estimate. In fact, this is shown by the following lemma:

Lemma 5. Suppose that |[W7| = ||4i]] = 1 and |[W7 — Ai|| < 5. The gradient update /V\[//is+1 satisfies

Wt — Ay < (1 —7)|We = Ail| + 0(3,). Then, for =2

= <7 <1, we have

W+ = Al < (1+ 0(1))ds,
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Proof. Denote w = ||Wis+1|\. Using a triangle inequality and the descent property, we have

W+ —wAi| = W = A+ (1 - w) Ay
< W — Al + 1= w) Al (14 = 1)
< (=W = Al + (1= 7)W= Aqf| + 0(05)
< 2(1 =)W = Ail| + 0(d)-

At the third step, we use |1—w| < ||Wf+1—AiH < (1—7)||Wg—A;||+0(ds). This also implies w > 1—(1—7—0(1))Js.
Therefore,

Wt — A

IA

W7 = Aill + 0(65)

2(1—1)
T 1+ (1 —=7-0(1))ds)

2(1—17)

W3 = Aill + 0(65)-

This implies that when the condition éigz < 7 < 1 holds, we get:

W+ = Al < (1+ 0(1))ds.
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