Chapter 11

CYBER-PHYSICAL SECURITY OF
AIR TRAFFIC SURVEILLANCE SYSTEMS

Anusha Thudimilla and Bruce McMillin

Abstract  Cyber-physical system security is a significant concern in the critical in-
frastructure. Strong interdependencies between cyber and physical com-
ponents render cyber-physical systems highly susceptible to integrity
attacks such as injecting malicious data and projecting fake sensor mea-
surements. Traditional security models partition cyber-physical systems
into just two domains — high and low. This absolute partitioning is
not well suited to cyber-physical systems because they comprise mul-
tiple overlapping partitions. Information flow properties, which model
how inputs to a system affect its outputs across security partitions,
are important considerations in cyber-physical systems. Information
flows support traceability analysis that helps detect vulnerabilities and
anomalous sources, contributing to the implementation of mitigation
measures.

This chapter describes an automated model with graph-based in-
formation flow traversal for identifying information flow paths in the
Automatic Dependent Surveillance-Broadcast (ADS-B) system used in
civilian aviation, and subsequently partitioning the flows into security
domains. The results help identify ADS-B system vulnerabilities to
failures and attacks, and determine potential mitigation measures.

Keywords: Cyber-physical systems, ADS-B system, integrity, privacy

1. Introduction

Recent years have seen significant increases in the development and
deployment of cyber-physical systems — smart, mission-critical comput-
ing systems that are characterized by tightly-coupled embedded devices
in physical environments [7]. Since cyber-physical systems comprise
physical components, computational resources and communications in-
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frastructures [14], it is equally important to ensure cyber security and
physical security.

Cyber-physical systems are exposed to new forms of risk due to the
tight couplings between their cyber and physical components. These
risks have not been considered adequately in cyber-physical systems due
to the lack of tools for identifying vulnerabilities that arise from the com-
plex interactions between their cyber and physical components. These
risks can be classified as: (i) cyber elements that impact the physical
environment; and (ii) physical elements that impact the cyber compo-
nents. This chapter addresses these risks by identifying failures and
attacks using information flow analysis, an important cyber-physical se-
curity paradigm that determines if inputs to a process or system can
change its outputs.

Air traffic surveillance systems have complex cyber-physical interac-
tions. Significant increases in civilian airline traffic in recent years have
led the Federal Aviation Administration (FAA) to introduce NextGen
technologies to ensure flight predictability, efficiency and safety. Auto-
matic Dependent Surveillance-Broadcast (ADS-B), a key NextGen com-
ponent, is a powerful cyber-physical system that integrates computa-
tional intelligence with physical components to provide reliable and ef-
ficient communications between air traffic control (ATC) and aircraft.
ADS-B uses the Global Positioning System (GPS) and onboard sen-
sors to determine aircraft identity, position, altitude and velocity. Be-
cause ADS-B broadcasts all information over unauthenticated and un-
encrypted wireless channels, it is imperative to protect against false data
injection, spoofing, flooding, jamming, message modification and eaves-
dropping attacks [10]. Unfortunately, ADS-B does not employ adequate
security mechanisms [10, 12, 18].

This chapter employs information flow analysis to identify faulty com-
ponents in the ADS-B system and detect attacks. Two scenarios are dis-
cussed, one involving aircraft altimeter failure and the other involving
GPS satellite failure.

2. ADS-B System

ADS-B is an airborne surveillance system designed to enable seam-
less surveillance, and collision detection and avoidance, and to provide
situational awareness in the air and on the ground. It replaces radar-
based surveillance by having every aircraft broadcast its identity, posi-
tion, altitude, velocity and other data over unencrypted data links once
per second. An aircraft equipped with ADS-B collects this data from
sources such as GPS, barometric altimeter and other nearby aircraft,
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and processes the data to determine its accuracy and integrity. The
processed information is then encoded and broadcast as an ADS-B mes-
sage to nearby aircraft and ground stations. ADS-B also enables pilots
to receive other information such as flight restrictions and weather data
in real time.

An aircraft equipped with ADS-B broadcasts information in an om-
nidirectional manner so that it can be received by ground stations and
other aircraft with compatible receiving devices. These broadcasts differ
from other transponder interrogations such as those performed by the
Traffic Collision and Avoidance System (TCAS).

ADS-B has two functional operations: (i) ADS-B OUT; and (ii) ADS-
B IN. ADS-B OUT is a surveillance technology responsible for gener-
ating ADS-B broadcasts that transmit aircraft identity, position, alti-
tude and velocity data in real time to air traffic control and nearby
aircraft. ADSB-IN is used to receive transmissions from nearby air-
craft and ground stations (i.e., ADS-B OUT information). The infor-
mation includes weather updates, conflict detection and de-confliction
guidance, graphical displays of the position of aircraft and along-track
guidance [11].

3. Related Work

Cyber-physical systems are widely deployed to monitor and control
operations in critical infrastructure assets. Due to their importance,
it is vital to protect them from failures and attacks. Several methods
have been proposed to address security issues posed by denial-of-service
attacks [2], false data injection attacks [9], stealthy deception attacks [19]
and replay attacks [13].

Information flow security is a powerful approach for preventing sen-
sitive data from leaking to malicious entities. Its primary variants are
static and dynamic approaches. A static approach merely executes in-
formation security policies whereas a dynamic approach uses labels to
describe security levels and propagates the labels to ensure data integrity
with respect to invariants or predefined policies. Much work in the area
has focused on proving the non-interference property that describes in-
formation flow restrictions and using a combination of language features
and system models to implement information flow security [16].

Considerable research has focused on using information flow analysis
in aviation security. The real challenge in the case of information flow
security is to apply the vast theory and language-based designs such as
Jif [3] and Flow Caml [15, 17] to real-world problems [23].
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In the context of ADS-B security, Kim et al. [8] have devised a time-
stamp method based on signal propagation time to identify and reject
spoofed ADS-B messages between senders and receivers. Yang et al. [21]
have proposed a lightweight security solution that integrates crypto-
primitives such as FFX and TESLA to ensure ADS-B message integrity
and privacy [21]. Other researchers [22] have conducted similar work
with a focus on congested data links and resource-constrained avionics.
Thudimilla and McMillin [20] have employed ProVerif to identify attacks
on ADS-B and TCAS, but their analysis is limited to proving observa-
tional equivalence (anonymity property) via process composition. Sev-
eral researchers have investigated security vulnerabilities, failures and
attacks in ADS-B systems [10, 12, 18]. A survey of the literature reveals
that research in the area of ADS-B security either focuses on cyber at-
tacks or physical component failures, but not both. This work stands
out in that it considers cyber- and physically-enabled attacks and fail-
ures using automated graph-based information flow analysis to identify
security risks and develop mitigation measures.

4. Threat Model

An adequate threat model is crucial to assessing security vulnerabil-
ities in a system and determining mitigation measures. The following
threat model is at the foundation of this work:

s Source: The threat source is an entity that initiates threats, which
include system failures, adversarial attacks and environmental fac-
tors.

m  Goal: The goal of the threat model is to capture system features
that may lead to system failure and identify the features that are
modified as a result of an attack.

s (Consequences: The consequences include compromises to system
integrity, safety or availability.

The threat model assumes that failures and attacks exhibit similar
behavior, and they are arbitrary and unbounded. The adversary is as-
sumed to have full control of the target — specifically, the adversary
can eavesdrop, intercept and modify messages sent and received by a
component.

The threat model also assumes that the adversary cannot exploit cer-
tain aspects of the system. Specifically:

m The adversary cannot corrupt or modify a proposed model.
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Table 1. Modal logic symbols and descriptions.

Symbol Description

w Set of worlds.

© Boolean statement that is true or false in world w € W.

whkp Statement ¢ is valid in world w.

wE @ Values from world w cause ¢ to evaluate to true.

O Statement ¢ always evaluates to true or false.

V§T Valuation function of entity ¢ with respect to state variable Sy.

m The adversary cannot modify more than half of the participating
entities while traversing the graph with respect to a feature in the
proposed model.

5. MSDND

Multiple security domain nondeducibility (MSDND), introduced by
Howser and McMillin [5], engages modal logic [4] to address the short-
comings of traditional security models that partition a security space
into two domains, high and low. Traditional models work well only
when the boundaries of the security domains are defined precisely. The
MSDND model checks for nondeducibility — the inability to deduce the
values of two states in a system at any point in time. Computing the
security domains for complex cyber-physical systems is difficult. How-
ever, this work addresses the issue by automating the MSDND process
to partition security domains based on information flow traversal.

Table 1 lists the modal logic symbols used in this work along with
their descriptions.

The state of a system is represented by a set of variables that help
determine the future system states and outputs. A state variable ¢ rep-
resents the state of a dynamic system, which is evaluated to either true
or false. For example, a mechanical system may contain state variables
such as position and velocity that describe its components. A combina-
tion of state variables S, is represented as:

Sy =po A1 ANpa Ap3 A ... (1)

The set of worlds W contains all possible combinations of m state vari-
ables Sy, S1,...S,,. If a state variable S, has no valuation function, then
MSDND fails to determine the value associated with the state variable or
the value of any logical expression associated with the state variable [5].
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A valuation function VéT indicates the value of a state variable S, as
observed by an entity ¢ in world w.

Each state variable is associated with a component identifier. Figure 1
shows the ADS-B system architecture with components represented as
nodes and connections between components represented as edges. In the
figure, Satellite 1 has the component identifier 0, Barometric Altimeter
has the component identifier 6 and Control Panel has the component
identifier 9. Every edge is labeled with attributes that denote the data
that flows from one component to another [1]. The state variables as-
sociated with Satellite 1, Barometric Altimeter and Control Panel are
denoted by g, pg and g, respectively. These state variables are used
later in the chapter to perform MSDND analysis.

Definition 1 (Multiple Security Domain Ezclusivity). There exists some
world with multiple states S, Sp,S¢, ... in which, at any instant, the
system is in one true state and all the others are false:

True when one of S, Sy, S, ... is True

f(Sa, Sy, Se,...) = { False otherwise ®

In the MSDND model, an entity ¢ is any part of the system that is
capable of independent observation or action. The event system FES
comprises multiple security domains SD? as viewed by each entity i in
the model. These domains may or may not overlap depending on the
complexity of the event system [5, 6].

Definition 2 (Multiple Security Domain Nondeducibility). A system is
MSDND if:

MSDND(ES) = 3w € W: [w+ Of(Sa, Sy, Se, .. .)]
Aw = @VE, ANBVE ARVE . (3)

CJ SD' = ES (4)
=1

An MSDND proof creates a logical argument based on conditions on
the observable state of the system under consideration. These conditions
are assessed for their valuation in a particular security domain. If no
valuation function can be found, then the system is MSDND secure.
This is a bad thing because it means attacker actions can be hidden
in the security domain. Preventing MSDND is a good thing because it
means the system can detect the attack.
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6. Graph-Based Detection System

The graph-based detection system presented in this chapter considers
the entire aircraft system as a directed acyclic graph, where a node
represents a system component and an edge represents the information
flow between two nodes. Each edge has a set of labels, where each label
has a value associated with it.

The graph-based detection algorithm has the following three steps:

1. Identify all the paths in the network using depth-first search with
respect to a label and sort the result set in descending order of
subgraph size.

2. Identify the subgraphs and eliminate them to obtain a reduced
unique subgraph set.

3. In the reduced set, traverse each edge to check for discrepancies
such as inconsistent values associated with a particular label. If
there is a discrepancy, find the in-degree of each node.

4. A node with in-degree no less than three will break the MSDND
property because it contains more than two information flow paths
that help identify the faulty component or the component under
attack that is sending incorrect data during design time or runtime.

Definition 3 (Directed Acyclic Graph/Subgraph). A directed acyclic
graph G = (V, E, L) comprises a set of nodes V', set of edges E and set
of labels L associated with each edge.

A directed acyclic graph S = (V;, Es, L) is a subgraph of directed
acyclic graph G = (V, E, L) iff V; C V, E; C E and Lg contains the
label [ under consideration.

Figure 1 shows the ADS-B system of an aircraft, which has 26 compo-
nents (nodes). Each edge has a set of labels and values associated with
the labels that represent information flows.

Figure 2 shows the ADS-B system in Figure 1 represented as a graph
without edge labels. Each component is identified by its node identifier
and the directional edges represent information flows.

Algorithms 1 and 2 are used to find all the graphs associated with each
label and eliminate the subpaths to obtain unique graphs corresponding
to each label. Source code for the algorithms is available at github.
com/anushaat/MSDND.
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Figure 2. ADS-B system graph.

6.1 Finding Independent Paths

Algorithm 1 uses depth-first search to find all the paths with edges
labeled [. The algorithm has a runtime complexity of O(| V' | + | E |),
where | V' | is the number of nodes and | E | is the number of edges.

The following theorem proves the correctness of Algorithm 1:

Theorem 1. During a depth-first search of a directed acyclic graph G =
(V, E, L), vertex s is a descendent of vertex d iff the search discovers a
path from s to d comprising entirely of edges labeled .

Proof: Assume that a depth-first search is performed on the directed
acyclic graph G = (V, E, L) to determine the independent paths for
each vertex v; € V. It suffices to show that for any pair of distinct ver-
tices s, d € V, the graph G contains an edge from s to d. If s = d,
then the path from s to d contains only s, which indicates it is source or
initial node. If d is an immediate descendent of u, then the path from s
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Algorithm 1 : Finding independent paths.
Inputs: graph G = (V, E, L); node u
Output: algl-res (set of graphs associated with a label [ € L)

algl-res < null
on_path <« null
path < null
visited <« null
label « [
function DFS(G, u)
visited.add(u)
if on_path.contains(u) then
algl-res.add(path)
else
on_path.add(v);
path.push(v);
for all v € adj[u] do
if v.labels.contains(label) then
DFS(G, u)
end if
end for
path.pop()
end if
on_path.remove(u)
return algl-res
end function

to d contains label [. If d is a descendent of s, then all the edges on the
simple path from s to d contain label [. O

6.2 Eliminating Subpaths

Algorithm 2 eliminates subpaths that occur more than once. This
achieves non-redundancy, which helps identify the faulty component or
the component under attack.

Algorithm 2 operates on the sorted result set (algl-res) provided by
Algorithm 1. The if-statement in the outer for loop obtains the longest
path of length k and saves the paths with length £ in the final result
without any processing. The first inner for-loop uses a variant of the
sliding window technique to obtain the non-redundant paths and save
them in the result. The return statement returns the non-redundant
paths in the list of paths provided by Algorithm 1. The runtime com-
plexity of the algorithm is O(nmk) where n is the size of the result set,
m is the subpath length and k is the sliding window size.
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Algorithm 2 : Eliminating subpaths.

Input: algl-res (set of graphs associated with a label [ € L (Algorithm 1 result))
Output: alg2-res (set of independent paths associated with a label [ € L)

function ELIMINATESUBPATHS(algl-res)
alg2-res «— null
maxSize « algl-res.get(0).size()
for path < 0 to algl-res.size() do
S « algl-res.get(path)
k — algl-res.get(path).size()
if k==maxSize then
alg2-res.add(S)
end if
for all s in alg2-res do
count < 0
N — s.size()
for i < 0 to N-k+1 do
if s(i)==algl-res.get(i) then
for j — 0 to k do
if s(i+j)==algl-res.get(j) then
count-++
else
break
end if
end for
end if
end for
if count!=k then
alg2-res.add(algl-res.get(i))
end if
end for
end for
return alg2-res
end function

The following theorem proves the correctness of Algorithm 2:

Theorem 2. Let G = (V, E, L) be a directed acyclic graph. Let [,,, be
a label in L based on which the graph traversal is done. The algorithm
produces nonempty subpaths S, with edges containing values associated
with I, in the result of Algorithm 1 (algl-res).

Proof: Let S}, be the maximum-size subset of paths associated with label
lm in the result of Algorithm 1 (algl-res). Let (n;,...,n;,...,n;) where
i < j < k be the set of nodes connected by edges £, associated with
label [, in S),. If the edges connecting n; — n; and n; — ny, are equal
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(i.e., €;; = €ji), then the result contains paths with label /,,, because ejy,
is an element of edge set E, associated with label [,,,. If e;; # e;, let the
edge set E}l7 = E, —{e;jr} U{ei;}. Upon substituting e;; for ejy, E}l7 =K,
is obtained, which shows that e;; and ej; belong to the same set (i.e.,
have the same label). This is true because n; is a child of n; and ny is a
child of n;. Since E; = E,, it can be concluded that EI; contains edges
with label I,,, and it includes e;y. ]

7. MSDND Analysis

This section presents an analysis of the vulnerabilities associated with
the ADS-B air traffic surveillance system. This is accomplished in two
steps. The first step is to identify the compromised component. The
second step is to employ the graph-based model to identify information
flow paths and use the MSDND model to identifying the faulty paths
associated with the ADS-B system.

Two scenarios are presented in this section, altimeter failure and satel-
lite failure. They demonstrate that MSDND is an effective tool for iden-
tifying system vulnerabilities by analyzing information flow paths. The
analyses could be performed at design time to enable security mecha-
nisms to be proactively implemented to handle component failures or
attacks.

7.1 Altimeter Failure

This section analyzes an altimeter failure scenario. The result is ex-
pressed by the following theorem:

Theorem 3. In the event of an altimeter compromise, automated graph-
based analysis can show that the MSDND model yields deducibility.
This means that, despite the altimeter failure, critical information can
flow to the pilot and air traffic control.

Proof: Consider a scenario in which the barometric altimeter is faulty
and sends incorrect altitude data to the pilot. Specifically, the altimeter
displays incorrect altitude values, which makes them nondeducible to
the pilot.

Between ten to 60 graphs are associated with each label. The graphs
are generated based on three labels: (i) barometric_altitude; (ii) altitude;
and (iii) airspeed.

Figures 3 through 5 show three graphs generated with respect to the
label altitude. For example, Figure 3 presents the information flow with
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Figure 3. Graph 1.

respect to altitude from node 3 (GPS Antenna) to node 20 (TSI-B An-
tenna). After the graphs are generated, a variant of the sliding window
technique is used to eliminate subpaths from the set of graphs.

Graph 3 in Figure 5 is a subpath of Graph 2 in Figure 4. Algorithm 2
is used to eliminate occurrences such as Graph 3 from the result set.
After eliminating the subpaths, the value associated with each label is
evaluated to check for consistency. If an inconsistency exists, then the
in-degree of each node in the inconsistent set is computed. If a node has
an in-degree of two or more (indicating that more than one information
flow path carries similar information), then it is considered to have a
valuation function that eventually breaks the nondeducibility property.
If a valuation function exists for a node, then the incoming edges are
evaluated to identify the faulty source.

Applying the MSDND model yields two security domains (sources of
data) in this scenario: (i) SDB4 (Barometric Altimeter domain) and (ii)
SDEPS (GPS Satellite domain). Combining the valuation functions in
SDBA with respect to the altitude value from the Pilot domain yields:

Spa = —p6 A =5 A =7 A 15 = BV (5)

Since the information from the Barometric Altimeter domain is faulty,
the Pilot domain cannot evaluate the correctness of the altitude data.
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° .

Figure 4. Graph 2.

Figure 5. Graph 3.

DGPS

Combining the valuation functions in S with respect to the al-

titude value from the Pilot domain yields:

Seps = @3 N pa A o7 A prs = AV (6)

Although the information received from the GPS Satellite domain is not
faulty, the Pilot domain cannot evaluate the correctness of the altitude
data because there are just two information flow paths.
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GPS Satellite

Pilot

Air Traffic Control

Faulty &
Altimeter

o =

Figure 6. Pilot can deduce the correct altitude value.

According to Equations (5) and (6), the Pilot domain sees two differ-
ent information flow paths that result in different altitude values. Com-
bining the two equations yields:

MSDND(ES) = 3w e W: [wk Of(Spa, Sgps)]
Nw b= BV ARV (7)
Therefore, the Pilot domain cannot deduce that the Barometric Al-
timeter domain is faulty and is sending incorrect altitude data. This
situation can be resolved by having an additional information flow path
that enables the Pilot domain to resolve the conflict.

The additional information flow path comes from the Air Traffic Con-
trol domain, which is responsible for sending altitude data:

Sate = P21 Ap19 A a0 Aot Apr A 15 = 3V (8)
Combining Equations (5), (6) and (8) yields:

MSDND(ES) = 3w € W: [wF Of (Spa, Sgps, Sate)]
Alw = (AVE ATVE ATV (9)

Hence, the ADS-B system is not MSDND secure and the Pilot domain
can deduce the correct altitude value and resolve the conflict by relying



222 CRITICAL INFRASTRUCTURE PROTECTION XIV

GPS Satellite

N,
&"’\\

Faulty Satellite

Pilot 1 Pilot 2

Position Data

Position of Aircraft 2 osition of Aircraft 1

Figure 7. Satellite failure.

on the alternate information flow path from the Air Traffic Control do-
main (Figure 6). O

7.2 GPS Satellite Failure

This section analyzes a GPS satellite failure scenario. The result is
expressed by the following theorem:

Theorem 4. In the event of a GPS satellite failure, automated graph-
based analysis can show that the MSDND model yields nondeducibility.
This means that critical information cannot flow to the pilots.

Proof: Consider a scenario where a GPS satellite responsible for sending
position data is faulty and sends incorrect position data to two aircraft.
Assume that the pilots of the two aircraft can communicate with each
other. The potential for incorrect decisions by the pilots and a mid-air
collision exist if the two pilots cannot identify the source of the incorrect
data (Figure 7).

Pilots trust the position data sent by a GPS satellite. When two
aircraft are near each other, both the pilots communicate based on the
data received from the GPS satellite. This scenario has the Pilot 1
domain and the Pilot 2 domain. If pilots in the two domains cannot
identify the problem soon enough, there could be a breakdown in safe
aircraft separation. Automated MSDND analysis can enable the pilots
to check the consistency of the information flow paths and identify the
source of the faulty data.
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Air Traffic Control

Faulty
Altimeter

Figure 8. Graph 4.

Figure 8 shows the subgraph generated with respect to the labels
satellite_signals, lat and long corresponding to the position data. After
the graph is generated, a variant of the sliding window technique is used
to eliminate the subgraphs from the set of graphs. Algorithm 2 is then
applied to eliminate the subgraphs to avoid redundancy. In this case,
no subgraphs exist and Algorithm 2 does not reduce the set of paths.

After eliminating the subgraphs, the value associated with each label
is evaluated to check for consistency. If an inconsistency exists, then the
in-degree of each node in the inconsistent set is computed. If a node has
an in-degree of two or more (indicating that more than one information
flow path carries similar information), then it is considered to have a
valuation function and eventually breaks the nondeducibility property.
If a valuation function exists for a node, then the incoming edges are
evaluated to identify the faulty source.

In this case, none of the nodes have an in-degree greater than two.
Therefore, the pilots of the two aircraft cannot deduce that the GPS
satellite failure is causing the transmission of incorrect information.

The two security domains in this scenario are SD*! (Pilot 1 domain)
and SDF? (Pilot 2 domain). After the flight position is retrieved, the
Pilot 1 domain trusts the information sent by the Pilot 2 domain and
vice-versa. However, the Pilot 1 domain and Pilot 2 domain cannot
identify the problem until they are too close, leading to a breakdown in
aircraft separation.

Combining the states in SDF! with respect to the Pilot 1 domain
yields:

Sp1 = 70a1 A 7Pa2 A 7Pa3 A TPas A TPa7 A P15 = ﬂvfplos (10)

Since the information received from the Pilot 2 domain is faulty, the
Pilot 1 domain cannot evaluate the correctness of the position data.
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Combining the states in SD? with respect to the Pilot 2 domain
yields:

Sp2 = 1 A 7@p2 A 2pp3 A Qs A 2@p7 A DPp15 = ﬂvfzfos (11)

Since the information received from the Pilot 1 domain is faulty, the
Pilot-2 domain cannot evaluate the correctness of the position data.
Combining Equations (10) and (11) yields:

MSDND(ES) = 3w € W: [wk Of(Sy1, Sp2)]
Aw b= BV Aiﬂvm] (12)

~pos ~pos

Therefore, the pilots of the two aircraft cannot deduce that the GPS
satellite failure is causing the transmission of incorrect information.
Hence, the system is MSDND secure to the pilots and they cannot de-
duce the true positions of their aircraft. O

8. Conclusions

MSDND works by identifying independent information flow paths and
partitioning them into security domains based on the consistency of in-
formation flows. The model effectively detects failures and attacks in
cyber-physical systems with complex state transitions.

Two scenarios using MSDND in the ADS-B system were discussed,
one involving an aircraft altimeter failure and the other involving a GPS
satellite failure. The analyses were conducted using various interacting
components in an aircraft ADS-B system. Such analyses, when applied
to the entire system, enable manufacturers and pilots to identify vulner-
abilities at design-time and in real time, respectively.

Future research will focus on automatically defining the optimal num-
ber of security domains for attack scenarios. This will be done by clus-
tering system components based on validated information flow paths,
where information flow paths qualified as secure would be in the secure
security domain and the other information flow paths would be in the
non-secure security domain. Each of these security domains would have
additional security partitions based on the labels associated with the
information flow paths. Research will also attempt to use MSDND to
model confidentiality, integrity and availability vulnerabilities. Finally,
future research will extend the MSDND model to evaluate cyber-physical
risks in other critical infrastructures.
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