HOMOTOPY OF PRODUCT SYSTEMS AND K-THEORY OF
CUNTZ-NICA-PIMSNER ALGEBRAS
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ABSTRACT. We introduce the notion of a homotopy of product systems, and show that
the Cuntz-Nica-Pimsner algebras of homotopic product systems over N* have isomorphic
K-theory. As an application, we give a new proof that the K-theory of a 2-graph C*-
algebra is independent of the factorisation rules, and we further show that the K-theory
of any twisted 2-graph C*-algebra is independent of the twisting 2-cocycle. We also
explore applications to K-theory for the C*-algebras of single-vertex k-graphs, reducing
the question of whether the K-theory is independent of the factorisation rules to a
question about path-connectedness of the space of solutions to an equation of Yang—
Baxter type.

1. INTRODUCTION

The close link between the structure of a directed graph E and that of its associ-
ated C*-algebra C*(F), together with the structural restrictions on the C*-algebras of
directed graphs (for example [18], if C*(FE) is simple, it must be either approximately
finite-dimensional or purely infinite), spurred Kumjian and Pask to introduce higher-rank
graphs (k-graphs) in [17] as more general combinatorial models for C*-algebras. Since
then, substantial work has gone into the study of the structure of higher-rank graph
C*-algebras. Significant progress has been made on properties like simplicity [31], ideal
structure [34, 35], pure infiniteness [35], stable finiteness and quasidiagonality [2], and
topological dimension and real rank [26]. However, there has been little progress on cal-
culating the K-theory of a k-graph C*-algebra since the initial work of Robertson and
Steger [32] on higher-rank Cuntz—Krieger algebras, and Evans’ generalisation [4] of their
work to the C*-algebras of 2-graphs (higher-rank graphs of rank 2).

Higher-rank graphs, or k-graphs, are a k-dimensional generalization of directed graphs.
One can view a k-graph as a directed graph with k& colours of edges, together with a
factorisation rule which gives an equivalence relation on the set of paths in the graph:
each path from a vertex v to another vertex w consisting of a red edge followed by a blue
edge (a red-blue path) must be equivalent to precisely one blue-red path from v to w. While
the C*-algebra of a k-graph depends on both the underlying edge-coloured directed graph
(its skeleton) and on the factorisation rule, Evans’ theorem shows that the K-theory of
the C*-algebra of a row-finite 2-graph with no sources depends only on the skeleton.
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While k-graph C*-algebras can be used to realise many classes of C*-algebras up to
Morita equivalence [25, 33, 1]), many fundamental examples of C*-algebras, such as the
rotation algebras Ay, cannot be realised as k-graph C*-algebras [5, Corollary 5.7]. How-
ever, [20, Example 7.7] established that Ay is a twisted k-graph C*-algebra. Furthermore,
[22] and [11] identified sufficient conditions under which the K-theory of a twisted k-graph
C*-algebra C*(A, c¢) agrees with that of its untwisted counterpart. Thus, substantial evi-
dence suggests that (at least when k = 2) the K-theory of a (twisted) k-graph C*-algebra
should depend only on the k-graph’s skeleton.

Evans’ techniques from [4] also suggest the more general possibility that the K-theory
of any k-graph C*-algebra is independent of the factorisation rules, and this was cast as a
conjecture in [1]. Intriguingly, this question arose in [1] not through the study of k-graphs
themselves, but because single-vertex k-graphs arise naturally as a framework to describe
the “torsion subalgebra” As of the C*-algebra Qg associated to the multiplicative action
on Z of the subsemigroup of N* generated by a finite set S of primes. In the single vertex
case, every skeleton admits one set of factorisation rules under which the associated C*-
algebra is isomorphic to a tensor product ®p€ s Op of Cuntz algebras, but it also admits
many other factorisation rules. Since the C*-algebras Qg and Ag are UCT Kirchberg
algebras [1], the arguments of [1] reduce the question of understanding the C*-algebras
Qg to the question of understanding K,(Ag). It is therefore very interesting, even in
the 1-vertex case, to develop new techniques for investigating the conjecture that the
K-theory of a k-graph C*-algebra does not depend on its factorisation rules.

In this paper, we present an approach to this problem that reduces it to a question
about path-connectedness of the space of unitary solutions to an equation of Yang—Baxter
type (see, for example, [14]). Our idea is based on Elliott’s technique [3] for computing
the K-theory of a noncommutative torus. Elliott’s technique exploits the fact that the
noncommutative tori of a fixed rank assemble as the fibres of the C*-algebra of a higher-
rank integer Heisenberg group. The base space for the fibration is a torus, hence path
connected, so any two fibres can be connected by a path, putting them at either end of a
C(]0, 1])-algebra. This C([0, 1])-algebra can be viewed as a crossed product of C'([0,1]) by
ZF, and hence as an iterated crossed-product C([0,1]) x Z x - - x Z. Since evaluation at
each point in [0, 1] induces an isomorphism K,.(C([0,1])) — K.(C), it therefore suffices,
by induction, to prove that if A is a C([0, 1])-algebra such that the quotient maps A — A;
induce isomorphisms in K-theory, and if « is an automorphism of A that respects the
C([0, 1])-algebra structure, then A x Z is again a C(]0, 1])-algebra in which the evaluation
maps induce isomorphisms in K-theory. Elliott proved this by applying the Five Lemma
to the Pimsner—Voiculescu exact sequence for the crossed product. A similar technique
was used in [22, 11] to examine the K-theory of twisted k-graph C*-algebras, and show
that homotopic cocycles yield twisted k-graph C*-algebras with isomorphic K-theory.

Here, we employ a similar technique, but expand the notion of homotopy to which our
results apply by regarding product systems of Hilbert modules as generalised cocycles.
Product systems (see Section 2.1 below) and their C*-algebras were introduced by Fowler
in [8]. These families {X,},cp of Hilbert A — A-bimodules, indexed by a semigroup P and
carrying a multiplication compatible with that of P, give rise to a class of C*-algebras
including k-graph C*-algebras and crossed products by endomorphisms.

We introduce homotopies of product systems with coefficient algebra A, defined as
product systems X with coefficient algebra C(]0, 1], A) in which the canonical left and
right actions of C'([0,1]) on each fibre coincide. Proposition 3.5 verifies that this notion
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of homotopy defines an equivalence relation on (isomorphism classes of ) product systems,
while Lemma 3.1 establishes that a homotopy X of product systems decomposes into
fibres X' indexed by t € [0,1] such that each X* is itself a product system over A.
Lemma 3.1 also establishes that if the left action on a homotopy of product systems is
injective and/or by compacts then the same is true in each fibre. Using this, we verify in
Proposition 3.6 that for product systems over a quasi-lattice ordered semigroup in which
each pair of elements has an upper bound, the Cuntz—Nica—Pimsner algebra of a homotopy
of product systems in which the left action is injective and by compacts itself decomposes
as a C([0, 1])-algebra whose fibres are the Cuntz—Nica—Pimsner algebras of the fibres of
the homotopy. We then focus on product systems over N*, and use Elliott’s strategy
described above, replacing the Pimsner—Voiculescu exact sequence with Pimsner’s six-
term exact sequence for Cuntz—Pimsner algebras [27], to show in Theorem 3.9 that if X
is a homotopy of product systems over N*, then the quotient maps NOx — NOx: all
induce isomorphisms in K-theory.

We conclude the paper by applying this machinery to the setting of k-graphs. Given a
k-graph A, its C*-algebra C*(A) is the Cuntz—Nica—Pimsner algebra of a product system
X (A) over N* ([36, Proposition 5.4]; see also [10, 29]). In fact, if E; is the graph with
vertices A° and edges the edges of colour i in A, then the coordinate fibre of X (A) over
the ith generator e; of N* is the graph module X (E;). Thus, given two k-graphs with
the same skeleton but different factorisation rules, or the same skeleton and factorisation
rules but different 2-cocycles, one naturally asks whether there is a homotopy of product
systems linking them. In Section 4, we reduce this question to a question about the
path-connectedness of a certain space of systems of unitary matrices satisfying a cocycle-
like condition. To be precise, we first show (using results of [10]) that product systems
over N* with coordinate fibres isomorphic to the graph modules X (E;) are determined
by systems of unitary matrices U, ;(v,w) : CvE Bl (C”EilEJl“’, indexed by pairs v, w of
vertices and pairs 1 < ¢ < j < k of indices, that collectively satisfy a cocycle condition
reminiscent of the Yang—Baxter equation. We call such a system a unitary cocycle for
E. For example, Proposition 4.6 establishes that for every row-finite k-graph A with
no sources, and every T-valued 2-cocycle ¢ on A, there is a unitary cocycle so that the
Cuntz—Nica—Pimsner algebra of the associated product system coincides with the twisted
k-graph C*-algebra C*(A,c). We then show that a family {U* : t € [0,1]} of unitary
cocycles for E determines a homotopy of product systems if, for each fixed u, v, 1, j, the
map t —> Ui’ij(u7 v) is continuous; see Proposition 4.8. We call such a family a continuous
path of unitary cocycles for E. Using our main result (Theorem 3.9), we then deduce in
Corollary 4.9 that if A,I" are k-graphs with the same skeleton E, and ¢, ¢ are T-valued
2-cocycles on A and T', and if the unitary cocycles for E' determined by (A, ¢) and (I, ¢)
are connected by a continuous path of unitary cocycles for E, then C*(A, ¢) and C*(T', ¢)
have isomorphic K-theory.

We deduce two main consequences. First, if E = (Ey, Ey) is a skeleton of a 2-graph,
then the cocycle condition for a unitary cocycle for F is vacuous, and so a unitary cocycle
is simply a system of unitary isomorphisms Uj »(v, w), indexed by v,w € E°, of finite-
dimensional vector spaces. Since the space of n x n complex unitary matrices is path-
connected, we deduce that the space of unitary cocycles for E is path connected, and
therefore that any two product systems over N? with coordinate fibres X (E;) and X (E»)
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are connected by a homotopy of product systems. Hence the K-theory of the Cuntz—
Nica—Pimsner algebra of any such product system is determined by Evans’ calculation
[4] of K-theory for 2-graph C*-algebras. In particular, if A and I' are row-finite 2-graphs
with no sources and the same skeleton, then K.(C*(A,c)) = K. (C*(T',)) for any T-
valued cocycles ¢ on A and ¢ on A’. Second, given positive integers ny, ..., nx, a unitary
cocycle for the k-skeleton (Fj, ... E)) in which each graph F; has one vertex and n; edges
reduces to a family of unitary matrices U; ; : C% @ C" — C™ @ C", i < j, satisfying the
Yang-Baxter type equations

Uiy @ 1)(1; @ Ui )(Ujy ® 1) = (1, @ Ujp) (Uig @ 15)(1; @ Uy 5)

for 1 < i < j <l < k. In particular, if the collection of all such families of unitary
matrices is connected, then any twisted C*-algebra of any 1-vertex k-graph A in which
each |A%| = n; has K-theory isomorphic to K*(®f:1 On,).

The structure of the paper is as follows. We summarize, in Section 2, the relevant
background and known results on Hilbert bimodules and product systems. In Section 3
we introduce the notion of homotopy of product systems, and prove our main result,
Theorem 3.9, which states that the Cuntz—Nica—Pimsner algebras of homotopic product
systems have isomorphic K-theory. In Section 4 we present background on k-graphs and
their twisted C*-algebras, introduce the notion of a unitary cocycle for a k-skeleton F,
and use this to apply our earlier results to twisted k-graph C*-algebras.

Throughout the paper, we use the word “homomorphism” to denote a *-preserving,
multiplicative, norm-decreasing linear map between C*-algebras.

2. BACKGROUND ON HILBERT BIMODULES AND ASSOCIATED C*-ALGEBRAS

We give a quick summary of the structure of Hilbert modules and their C*-algebras.
For details on Hilbert modules, see [24, 30] and for details on the associated C*-algebras,
see [27, 9, 16].

Let A be a C*-algebra. An inner product A-module is a complex vector space X
equipped with a map (-,-)4 : X x X — A, linear in its second argument, and a right
action of A, such that for any z,y € X and a € A, we have

(11) <ZE, Y- a)A = <x7y>Aa;
(iii) (z,x)4 > 01in A; and
(iv) (x,x)4 = 0 if and only if z = 0.

By [24, Proposition 1.1], the formula ||z||x := ||<x,x>AHZ/2 defines a norm on X, and we
say that X is a Hilbert A-module if X is complete with respect to this norm.

We say that amap 7' : X — X is adjointable if there exists amap T : X — X such that
(Tx,y)a = (z, T*y) 4 for all z,y € X. Every adjointable operator T is automatically linear
and continuous, and the adjoint 7™ is unique. Equipping the collection of adjointable
operators on X, denoted by £(X), with the operator norm gives a C*-algebra. For each
z,y € X, the formula ©,,(z) := x - (y,2) 4 defines an adjointable operator with adjoint
O}, = Oy The closed subspace K(X) :=5pan{O,, : ¥,y € X} is an essential ideal of
L(X), whose elements we refer to as compact operators.

A Hilbert A-bimodule is a Hilbert A-module X equipped with a left action of A by
adjointable operators (i.e. a homomorphism ¢ : A — L£(X)). We frequently write a -z for
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¢(a)(x). Letting A act on itself by left and right multiplication, and defining an A-valued
inner product on A by (a, b) 4 := a*b, gives a Hilbert A-bimodule that we denote by 4A4.

By the Hewitt—Cohen factorisation theorem, every Hilbert A-bimodule X is automat-
ically right-nondegenerate in the strong sense that X = X - A. So we will say that the
Hilbert A-bimodule is nondegenerate if the homomorphism ¢ : A — L£(X) that imple-
ments the left action is nondegenerate; that is if X = ¢(A)X.

Example 2.1. Let E = (E° E',r,s) be a row-finite graph with no sources. Let A :=
Co(E®). Define (-,-y4 on Co(EY) by (£,n)a(v) = 3 .cm, E(e)n(e), and define left and
right actions of A on C.(E') by (a-£-b)(e) = a(r(e))é(e)b(s(e)). Then ||€|| := ||, &) a]|'/?
defines a norm on C.(E"'). The completion X = X (F) of C.(E) in this norm is a Hilbert
A-bimodule with A-actions extending those on C.(E'). This is called the graph bimodule
of E.

A Toeplitz representation (¢, ) of a Hilbert A-bimodule X in a C*-algebra B consists

of a linear map ¥ : X — B and a homomorphism 7 : A — B such that

(i) ¥(a-z) =7w(a)y(x) for each a € A, z € X;

(ii) ¥(x)*(y) = w({x,y)4) for each z,y € X.
These relations imply that ¢¥(x-a) = ¢ (z)w(a) for all a € A and = € X, and also that v is
norm-decreasing, and is isometric if and only 7 is injective on (X, X') 4. The universal C*-
algebra for Toeplitz representations of X is called the Toeplitz algebra of X. We write Tx
for this C*-algebra and denote the universal Toeplitz representation of X that generates it
by (ix,i4). By [28, Proposition 8.11], if (¢, w) is a Toeplitz representation of X in B, then
there is a homomorphism (¢, 7)) : K(X) — B such that (¢, 7)1 (0,.,) = ¥(x)y(y)* for
all z,y € X. We say that a Toeplitz representation (¢, 7) is Cuntz—Pimsner covariant if
(¥, 1)V (p(a)) = w(a) for all a € Jx := ¢~ (K(X)) Nker(¢)+.! We call the universal C*-
algebra for Cuntz—Pimsner covariant Toeplitz representations of X the Cuntz-Pimsner
algebra of X. We denote this C*-algebra by Oy and write (jx,ja) for the universal
Cuntz—Pimsner covariant Toeplitz representation of X.

The K-theory of the Toeplitz algebra of a Hilbert A-bimodule X is easy to compute:
by [16, Proposition 8.2] the homomorphism is : A — Tx induces an isomorphism at
the level of K-theory (in fact if A is separable and X is countably generated, then this
homomorphism induces a K K-equivalence [27, Theorem 4.4]). In general, the K-theory of
the Cuntz—Pimsner algebra Ox is much more complicated; the primary tool for computing
it is the following 6-term exact sequence [16, Theorem 8.6]

L — [X] Kol A) (Ja)s

Ko(Jx) Ko(Ox)

K:(Ox)

K1 A
(7a)- A L — [X]

K (Jx).

Given Hilbert A-bimodules X and Y, we can form the balanced tensor product X ® 4 Y
as follows (see [24] or [30]). We endow the algebraic tensor product X ® Y with the
canonical actions of A given by a- (r ®y)-b= (a-x) ® (y-b), and with the sesquilinear

!Given an ideal I of a C*-algebra A, we write I for the annihilator {a € A : al = 0}.
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form [z © y, 2" ©y']a = (y,(x,2")a - y)a. The space N ={( € X OY :[(,{]a =0} is
a closed submodule, and [-,-]4 descends to an inner-product (-,-)4 on (X ® Y)/N. The
balanced tensor product X ®, Y is the completion of (X ® Y)/N in the inner-product
norm, which is itself a Hilbert A-bimodule. We write x ® y for the image r ©® y + N of
rOyin X ®4 Y. A simple calculation shows that [z-a ® y,(]Ja =[x ® a -y, (] for all
reX,yeY,ace Aand ( € X©Y, and it follows that z-a®@y =x®a -y for all z,y, a.
If : A— L(Y) is the homomorphism implementing the left action, we sometimes write
X ®4 Y rather than X ®, Y.

We define the balanced tensor powers of X as follows: X®° := 4A,, X®! := X, and
X® = X @4 X®" 1 for n > 2. Given Hilbert A-bimodules X and Y and an adjointable
operator S € L(X), the formula z ® y — (Sz) ® y extends to an adjointable operator
on all of X ®,4 Y, which we denote by S ®4 1y, or by S ®, 1y if ¢ : A — L(X) is the
homomorphism implementing the left action.

We can also combine a collection {X; : j € J} of Hilbert A-bimodules by forming their
direct sum. We define P, ; X; to be the set of sequences (z;);je; with z; € Xj, such
that >, ;(z;, ;)4 converges in A. We define an A-valued inner product on @, ; X; by
((z)jer, Ws)jer) 4 = D jes (), Yj)a, which converges by [24, Proposition 1.1]. It follows
that @ e X 1s complete with respect to the norm induced by this inner product. Letting
A act componentwise on the left and right then gives @ ._; X; the structure of a Hilbert
A-bimodule.

jed

2.1. Product systems of Hilbert bimodules and their associated C*-algebras.
A quasi-lattice ordered group (G, P) consists of a group G and a subsemigroup P of G
such that P N P~! = {e}, and such that, with respect to the partial order on G given
by p < q & p~lq € P, any two elements p,q € G which have a common upper bound in
P have a least common upper bound p V ¢ in P. We write p V ¢ = oo if p and ¢ have
no common upper bound in P, and p V g < oo otherwise. We say that P is directed if
pV q < oo for every p,q € P.

Let (G, P) be a quasi-lattice ordered group and A a C*-algebra. A product system over
P with coefficient algebra A is a semigroup X = |_|pe p Xp such that:

(i) Xe = aAa, and X, C X is a Hilbert A-bimodule for each p € P;
(ii) for each p,q € P with p # e, there exists a Hilbert A-bimodule isomorphism
M, ,: X, ®4 X, = X,, which is associative in the sense that

M pg 0 1x, @ Mpg= Mypq0 M, ®1x,

for each p,q,r € P; and

(iii) multiplication in X by elements of X, = A implements the left and right actions
of A on each X,; that is xa = 2 -a and ax = a -z for each p € P, a € A, and
r € X,

We will often write M, ,(x ® y) =: zy.
We will say that the product system X is nondegenerate it each fibre X,, is nondegen-

erate as a Hilbert A-bimodule; that is, if X, = ¢,(A)X, for all p. Note that since the
multiplication maps X, x X, — X, are given by the left action, the product system X is
nondegenerate if and only if condition (ii) above also holds when p = e.
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We write ¢, : A — L£(X,) for the homomorphism that implements the left action of A
on X,. Since multiplication in X is associative, ¢,,(a)(zy) = (¢,(a)x)y for all p,q € P,
a€ A,z e X, and y € X;. We write (-, )% for the A-valued inner-product on X,,.

For each p, ¢ € P, we define a homomorphism 27 : £ (X)) — L (X)) by

[’gq(s) = Mpq0 (S ®a 1Xq) © Mzqu

for each S € £ (X,). Equivalently, /67 is characterised by the formula 27(S)(xy) = (Sx)y
for each S € L(X,), v € X, y € Xy We define v, : L(X,) — L (X,) to be the zero map
whenever p £ r. We say that X is compactly aligned if (£Y9(S)2¥(T') € K(X}vq) whenever
S € K(X,) and T € K(X,) for some p,q € P with pV ¢ < co. By [8, Proposition 5.8],
if A acts compactly on each fibre of X (i.e. ¢,(A) C K(X,) for each p € P) or (G, P) is
totally ordered by <, then X is automatically compactly aligned.

A representation of a compactly aligned product system X over P in a C*-algebra B
is a map ¥ : X — B such that

(i) each 1, := 9|x, is a linear map, and ¢ is a homomorphism;
(ii) Y, (2)y(y) = p,(xy) for all p,qg € P and z € X,,, y € X,;; and
(iii) Yp(x)*Yp(y) = e ((z,y)5y) for all p € P and z,y € X,
For each p € P, it follows that (¢,,%.) is a Toeplitz representation of the Hilbert A-
bimodule X,,. We write 1)) for the resulting homomorphism (1, %.)" : K (X,) — B.
If p: B — C is a homomorphism of C*-algebras and ¢) : X — B is a representation,
then po : X — C is a representation. For z,y € X,, we have (p o ¥)P(0,,) =

p(Y(2)p((y))* = p(b(x)Y(y)*) = pop®(f,,). So linearity and continuity give

(2.1) (po)? = poy).
We say that ¢ is Nica covariant if, for any p,q € P and S € K(X,), T € K(X,),

PPV <L§VQ(S)L2’V?(T)) if pVg<oo
0 otherwise.

U(S)(T) = {

We denote the universal C*-algebra for Nica covariant representations by N'T x (the Nica—
Toeplitz algebra of X) and write {i, : X, = N'T x },ep for its generating representation.
It then follows from relations (i)—(iii) that N'T x = span {ix(x)ix(y)* : z,y € X}.

For representations of product systems we also have a notion of Cuntz—Pimsner covari-
ance (first introduced by Sims and Yeend in [36]). To formulate this covariance relation
we first require some additional definitions. We start by defining a collection of ideals of
A by setting I, := A and I, := ) ker(¢,) for each p € P\ {e}. For each p € P, we
then define a Hilbert A-bimodule

X, =P Xy L

q<p

e<q<p

and write (ZP A — E()?p) for the homomorphism defined by
(gp(a)(x))q = ¢g(a)(z,) foraecA zeX, q<p

We say that X is g—injective if each homomorphism $p is injective. For various examples
(in particular, for product systems over N*, or where each ¢, is injective) ¢-injectivity
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is automatic by [36, Lemma 3.15]. For each p,q € P, we have a homomorphism D
L(X,) — £()?q) characterised by the formula

(T9(S)(2)), = b(S)(z,) for S € L(X,), z € X, 7 < q.

Given a predicate statement P(s) (where s € P), we say that P(s) is true for large s if,
given any p € P, there exists ¢ > p, such that P(s) is true whenever s > ¢q. We then say
that a Nica covariant representation 1 of a compactly aligned 5—injective product system
X is Cuntz—Pimsner covariant if, for any finite set F' C P and any choice of compact
operators {T,, € K (X,) : p € F'}, we have that

ZT;(T]D) =0€ L(X,) forlarges = Zw(p)(Tp) = 0.

peEF peF
We say that ¢ is Cuntz—Nica—Pimsner covariant if it is both Nica covariant and Cuntz—
Pimsner covariant.

If P is directed and each ¢, is injective and takes values in K(X,), then [36, Corol-
lary 5.2] shows that a representation ¢ of X is Cuntz—Nica—Pimsner covariant if and only
if p® o ¢, = 1, for each p € P.

We denote the universal C*-algebra for Cuntz—Nica—Pimsner covariant covariant rep-
resentations by NOx (the Cuntz—Nica—Pimsner algebra of X) and write {j, : X, —
NOx}ep for its generating representation. It follows that NOx is a quotient of N'T x,
and we write ¢ : NTx — NOx for the quotient homomorphism (characterised by
qoix = jx). We have NOx = span {jx(x)jx(y)* : z,y € X}.

3. HOMOTOPIES OF PRODUCT SYSTEMS

To define our notion of a homotopy of product systems, we begin with a little back-
ground. Suppose that A is a C*-algebra, and that X is a right-Hilbert (A ® C(]0, 1]))-
module. Identifying A ® C(][0,1]) with C([0,1], A) as usual, Cohen factorisation shows
that each x € X can be written as x = y - f for some y € X and f € C([0,1], A). Tt
follows that there is an action of C([0, 1]) on the right of X such that (x- f)-g=x-(fg)
forallz € X, f € C([0,1],A) and g € C(]0,1]).

With X and A as above, for each ¢ € [0, 1], we write I; for the ideal A® Cy([0, 1]\ {t}) C
A® C([0,1]), and we write X" for the quotient right-Hilbert A-module X/(X - I;). It is
standard that there is a unique topology on X := | |, X* under which X is a continuous
Banach bundle in which, for each x € X, the map

thH$+X[t

is continuous. With respect to this topology, the map X 3 x +— v, € I'([0,1], X) is an
isomorphism of X onto the module of continuous sections of X2

Now suppose that X is a nondegenerate Hilbert bimodule over A ® C([0,1]). Then ¢
extends to a homomorphism from M(A ® C([0,1])) = M(A) ® C([0,1]) to L(X), and in
particular determines a left action of C'([0,1]) on X. We say that X is fibred over [0, 1]

2For example, one could prove this by applying [37, Theorem C.26] to the linking algebra ('C)((X ) j),

and then take the sub-bundle of the resulting bundle of C*-algebras consisting of sections corresponding

to elements of the form (' §). This is a continuous, rather than upper-semicontinous, bundle because ¢

[| f(t)|| is continuous for f € C([0,1], A), and so for € X, the map ¢ — [|a+X - I||* = ||(z, z) agc(j0,17) (1) |
is continuous.



HOMOTOPY OF PRODUCT SYSTEMS, AND K-THEORY 9

if f-o=ua-fforallz € X and f € C([0,1]). If X is fibred over [0, 1], then for each
t € [0,1], the right-Hilbert module X* becomes a Hilbert A-bimodule with left action
satisfying a - (v + I;) = (f - ) + I; for any f € C([0,1], A) satistying f(¢) = a.

If P is a semigroup, and X is a product system over P with coefficient algebra A ®
C([0,1]), we will say that X is fibred over [0, 1] if each X, is fibred over [0, 1].

Lemma 3.1. Let P be a semigroup, and let X be a nondegenerate product system over
P with coefficient algebra C([0,1], A) that is fibred over [0,1]. For each t € [0,1] the
system X! = {X; :p € P} is a product system over P with coefficient algebra A, with
multiplication given by (v + X, - I;)(y+ Xy - ;) = 2y + Xpg - It for all p,q € P, v € X,
and y € X,. For any p € P, if the left action of C([0,1], A) on X, is by compacts, then
the left action of A on each X; is by compacts. For any p € P, if the action of A on
each X} is faithful then the action of C([0,1], A) on X, is faithful; and if the left action
of C([0,1], A) on X, is by compacts, then the converse holds.

Our proof of this lemma uses one direction of a result of [23] which is stated there as an
if and only if. The other implication is flawed, so we pause to explain the issue and why
the implication we need to use is nevertheless correct. This text originated in a sequel
to [23] currently in preparation by Patterson, Sierakowski, Taylor and the third author;
we thank the other three authors for allowing us to publish it here instead.

Remark 3.2. In our next proof, we use the “=" implication of [23, Lemma A.2]. The
lemma asserts that given a right-Hilbert C([0, 1], A)-module X, an element 7" € L(X)
is compact if and only if each £(7T) is compact. This is incorrect: the “<” implication
fails even for full right-Hilbert C([0, 1], A)-modules: take, for example, A = C and let
X = Cy(]0,1)) ® Cp((0,1]) under its natural C([0, 1])-valued inner-product. Then &;(1x)
is compact for all ¢, but 1x is not compact. However, the “=" implication—that if
T € K(X), then each £(7T) € K(X ®., A)—and the proof of this implication given in [23]
are correct; and this is the implication that we invoke below.

Fortunately, the error mentioned above has no flow-on effects in [23]. The incorrect
characterisation of compact operators on a right-Hilbert C(]0, 1], A)-module is only used
in the proof of [23, Proposition A.1] to show that if X, Y are right-Hilbert C([0, 1], A)-
modules and U : X ®., A - Y ®,, A is an isomorphism, and if S € K£(X) and T' € K£(Y)
satisfy Uz (S)U~! = £y(T), then the operator S @& T € K(X ©Y) restricts to a compact
operator on the right-Hilbert C([0,1], A)-module Z = {({,n) € X @Y : U(( ®., 1) =
N Qe 1} with £ — £ ®., 1 denoting the quotient map of X into X ®.,, A = X/{z :
ei((z,x)4) = 0} and similarly for n — n ®., 1. A correct proof of this statement appears
as [15, Lemma 4.5] (a more direct proof that does not invoke Kasparov’s stabilisation
theorem is also possible), and this fixes the gap in the proof of [23, Proposition A.1].

Proof of Lemma 3.1. Fix t € [0,1]. Each X} is a Hilbert A-bimodule as discussed above,
so we just have to show that the formula (z+X,,- ;) (y+ X, - I;) = vy + X, - I; determines
a well-defined multiplication that induces isomorphisms X/ ®4 X} = X! . For p,q € P
let M, @ X, ®c(o,11,4) Xq — Xpg be the multiplication map. Fix z € X, - I;, and write
x =o' - f where f(t) = 0. Since M, is an isomorphism and since X, is fibred over [0, 1],
for any y € X, we have

Yy = My(r®y) = Mp,q(xl ®f-y)
= Mp,q((xl ®Yy) - f) = Mp,q(x/ ®y)-f= a'y- f € Xpg + 1t
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Soif v+ X,-I; = 2"+ X, - I; then xy —2'y = (x —2")y € X,,-I;. A simple argument using
associativity and distributivity of multiplication shows that if y + X, - I, = v + X, - I,
then for any = € X, we have xy = zy/, and it follows that the formula for multiplication
is well-defined.

For z,2" € X, and y,y’ € X,, blurring, where appropriate, the distinction betwen
C([0,1], A)/I; and A, we have

(xy 4+ Xpg - L, 2"y + Xpg - I a
= {zy, 2"y ) o4 + I
=(z®y,7® y/>C([0,1},A) +1
= <:1: QY+ (Xp ®c(o1,4) Xq) - 11,
' @y + (X, ®c(o.),4) Xg) - It>c([0,1},A) + 1
=+ X, L)@ W+ Xy L), (@ + X, - L) @ (y + Xy - 1)) -

So the multiplication map described above defines isomorphisms X! ®4 X} = X of
Hilbert modules. Associativity follows from associativity of multiplication in X.

For the second-last assertion, first recall from the “=" implication of [23, Lemma A.2]
(see Remark 3.2) that if T € (X)) is compact and ¢; : C([0,1],A) — A is induced
by evaluation at ¢, then 7" ®,., 1 belongs to K(X, ®., A) for all t € [0,1]. The map
r®ar (r+X-I)-ais an isomorphism X, ®., A = X[ that intertwines ¢,(f) ® 1 with
o, (f(t)) for f € C([0,1],A) and ¢ € [0,1]. So we deduce that if ¢,(f) is compact then
each ¢! (f(t)) is compact. Thus if A ® C([0,1]) acts by compacts on X, then A acts by
compacts on each X.

For the last assertion, first note that if each gbfj is injective, then each qﬁ; is isometric, and
50 95Dl = $uprciog 14 F(E)] = supicioay IFB)l =[£Il For the converse implication.
suppose that C([0, 1], A) acts by compacts on X,. We will first show that for any f €
C([0,1],A) and any p € P, the map t — ||¢L(f(t))|| is continuous. To this end, note
that the second paragraph of the proof of [23, Lemma A.2] shows that, writing Iy, :=
(Xp, Xp)e(oag,4) € C([0,1], A), the module X}, is a K(X,)Ix, -imprimitivity bimodule,
and the open map Prim(K(X,)) — [0,1] arising from the C([0, 1])-structure as in [37,
Theorem C.26] is the composition of the Rieffel homeomorphism for X, with the canonical
map Prim(C([0, 1], A)) — [0, 1]. Since this final map is open, so is the composition, and
we deduce from the final assertion of [37, Theorem C.26] that K(X,,) is a C([0, 1])-algebra
with norm-continuous sections. Consequently, if 7" € K(X,), the map ¢t — ||T ®,, 1] is
continuous. Since we are assuming that the left action of C(]0, 1], A) on X, is by compacts,
we see that ¢ — [[@}(f(t))] is continuous for each f € C([0,1], A).

Now suppose that there exists ¢ € [0, 1] such that gb; is not injective. Then there exists
a € A with |lal| = 1 such that ¢[(a) = 0. By continuity of the norm, there exists an
open neighbourhood U of ¢ in [0, 1] such that [|¢;7(a)|| < 1/2 for all s € U. Choose
feCy(U) CC(]0,1]) with 0 < f <1 and f(t) = 1. The function fa € C([0,1], A) given
by (fa)(s) = f(s)a satisfies || fal| = [la|| = 1, and [[¢p(fa)|l = supepoq l95((fa) ()] =

sup,err f(8)[95(a)|| < 1/2. So ¢, is not isometric and therefore not injective. O

The previous Lemma enables us to adopt the following definition of a homotopy of
product systems.
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Definition 3.3. Let A be a C*-algebra, and let P be a semigroup. Let Y and Z be
product systems over P with coefficient algebra A. A homotopy of product systems from
Y to Z is a nondegenerate product system X over P with coefficient algebra C([0, 1], A)
that is fibred over [0,1] such that the product system X° is isomorphic to Y and the
product system X! is isomorphic to Z. We say that Y and Z are homotopic.

Example 3.4. Let X be a product system over P with coefficient algebra A. For each
p € P, define Y, := X, ® C([0, 1]). Define multiplication on Y = {Y, },ep by

(z® flly®yg) =2y fg.

We first claim that Y is a homotopy of product systems from X to X. It is easy
to check that Y is a nondegenerate product system over A ® C([0,1]), using that the
external tensor product factors through the internal tensor product of Hilbert bimodules.
It is then a homotopy of product systems by definition, and it is standard that the quotient
X, ® C(]0,1])/(X, ® Co([0,1] \ {t}) = X,,, so Y is a homotopy of product systems from
X to X.

We now claim that

NOy 2 NOx @ C([0,1]) and NTy 2 NTx @ C([0,1)).

The universal property of NOyx gives a homomorphism p : NOx — NOy such that
p(Jp(7)) = jp(x ® leqoay) for all p € P and 2 € X. It is routine to check that there is
a homomorphim o : C([0,1]) = ZM(NOy) such that o(f)j,(z @ g) = jp(x ® fg). The
universal property of the tensor product then gives a homomorphism (p @ ) : NOx ®
C([0,1]) — NOy such that (o 7)(jp(x) & f) = p(jp(2)r(F) = Gyl @ f).

For each p the map 2 ® f — j,(z) ® f is a module map from Y, to NOx ® C([0,1]),
and routine calculations show that these assemble into a representation 7 of Y in NOx®
C(]0,1]). The modules Y, invoked in the definition of Cuntz—Pimsner covariance are

canonically isomorphic with the corresponding modules )?p ® C([0,1]). Likewise, each
K(X,® C([0,1])) is canonically isomorphic to K(X,) ® C([0,1]). A sum > (T, ® fp)

is zero in L(Y;) for large s if and only if each > . ¢, (f,(¢)T,) is eventually zero in

E()N(S), and we deduce that 7 is Cuntz—Nica—Pimsner covariant, and therefore induces a
homomorphism II7 : NOy — NOx @ C([0,1]). It is routine to see that IIr and (p ® )
are mutually inverse, and hence isomorphisms.

Proposition 3.5. Let A be a C*-algebra and let P be a semigroup. Then homotopy of
product systems is an equivalence relation on the collection of product systems over P of
Hilbert bimodules over A.

Proof. Example 3.4 shows that the external tensor product Y @ C([0,1]) is a homotopy
from Y to Y. let F : [0,1] — [0,1] be the flip homeomorphism F(t) = 1 — ¢, and
let X be a homotopy from Y to Z. Then there is a product system F,X given by
setting (F..X), = X, as a vector space, but with inner-product and actions given by
arx=(aok) -z, xia=xz-(aoF)and (2,y)cqo.a = (¥ ¥)c(o1,4) © F'. This F(X)
is a homotopy from Z to Y.

Finally, suppose that W is a homotopy from Y; to Y5, and X is a homotopy from Y5
to Ys. Then, by definition, there are isomorphisms of product systems U : W' — Y5 and
V : X% — Y,. Define subspaces Z, < W, & X, by

Zy ={(w,x) e W, & X, : Ulw+W,-I,) =V(z+ X, 1)}
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Routine calculations show that each Z, is invariant for the left and right actions of
the subalgebra B := {(a,b) € C([0,1],A) & C([0,1], A) : a(1l) = b(0)}, and also that
(Zps Zp)o(oa],4)00(01],4) S B. It is straightforward to check that the product-system
structure on W @ X restricts to give Z the structure of a nondegenerate product system
over P of Hilbert bimodules over B. We have an isomorphism ¢ : B — C([0,1], A) given
by
a(2t) ift<1/2

#la 0)(t) {b(Qt 1) ift>1/2.

Using this to view Z as a product system of Hilbert bimodules over C(|0,1], A), we see
that Z is fibred over [0,1] and that Z° = W° = ¥; while Z! = X! 2 V3; 50 Z is a
homotopy from Y; to Y3. O

We now begin exploring the relation between N7 x and NT x+ for a homotopy X of
product systems. Our goal is to show the commutativity of the following diagram, where
g;: X — X' is induced by the “evaluation at ¢’ map C([0,1], A) — A on the coefficient
algebras.

Jx
X - NTx NOx
ix q
Et Etx | gt*
Jxt

Proposition 3.6. Let A be a C*-algebra, let P be a quasi-lattice ordered semigroup, and
let X be a nondegenerate, compactly aligned product system over P of Hilbert bimodules
over C([0,1], A). Suppose that X is fibred over [0, 1].

(1) There is a unique homomorphism ¢ : C([0,1]) = ZM(N'T x) such that (f)i.(g) =
ie(t — f(t)g(t)) for all g € C([0,1], A), and this ¢ is unital.

(2) For each t € [0,1], let I] be the ideal {t(f)b : f € C([0,1]), f(t) = 0, and b €
NTx}. There is a surjective homomorphism ep : NTx — NTxt such that
et (ip(x)) = ip(x + X, - I) for allp € P and x € X, and we have ker(e;.) = I .

(3) Let ¢ : NTx — NOx and ¢ : NTxt — NOx: be the quotient maps. Then
7:=qov is a unital homomorphism j: C([0,1]) = ZM(NOx), each e, descends
to a homormophism &, : NOx — NOx:, and if we write I® := q(I]) then we
have I = {3(f)b: f € C([0,1]), f(t) =0, and b € NOx}.

(4) Suppose that P is directed, and that for each p € P the left action of C([0,1], A)
on X, is injective and by compacts. Then ker(&) = IP.

Proof. (1) Since X is nondegenerate, any approximate identity (a;) for C'([0, 1], A) satisfies
a; - x,x-a; — v for all x € X. Hence i.(a;)iy(x),iy(2)ic(a;) — i,(x) for all p € P and
z € X,, and we deduce that i, : C([0,1], A) — NT x is nondegenerate, and so extends
to a unital homomorphism 7, : M(C([0,1], 4)) — M(NTx). Since M(C([0,1], A)) =
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C([0,1], M(A)), this i, restricts to a unital homomorphism ¢ : C([0, 1]) — M(NT x). The
range of ¢ is central because for each z € X, we have o(f)i,(z) = i,(f - z) = iy(x - f) =
ip(x)e(f) because X, is fibred over [0, 1]. This homomorphism clearly satisfies ¢(f)i.(g) =
io(t — f(t)g(t)), and for uniqueness, we observe that if // : C([0,1]) - ZMNTx)
satisfies the same formula, then for any x € X we can use Cohen factorisation to write
x =y - g for some g € C([0,1], A), and then /(f)i,(z) = /' (f)iy(y)ic(g9) = ip(y)'(f)ie(9)
by centrality, and since ¢/(f)i.(g) = i.(fg) by assumption, we then have J/(f)i,(z) =
ip(y)ie(fg) = ip(y - (fg)) = ip(x - f), and the same calculation applied to ¢ instead of /
shows that this is also equal to ¢(f)i,(x). Since elements of the form i,(z)i,(y)* are dense
in N'T x, it follows that ¢ = /.

(2) We first show that {4, 04, },ep is a Nica covariant representation of X in N7 x:. It
is a representation because 7 is a representation; in particular, if x € X,y € X, we have

(et 0 ip(x))<€t* © iq(y)) = ip(x + X, It)iq(y + X, I) = ipq<xy + Xpg - I;) = e (ipq@y))a
and (for z,y € X,,)
ie({T,Y) awc(o)) + Xe - It) = ip(x + Xp - ) ip(y + Xp - ;) = (€44 0 3p()) " (4 0 i (y))
= € 0 1({T, ¥) A0C((0,1))-

To see that it is Nica covariant, first note that for =,y € X,, Equation (2.1) shows that
(612 01)P) = g4, 0P, Now fix S € K(X,) and T € K(X,). Then

(e1x 01) P (S) (0 0 ) N(T) = €0 (P (8)i(T))

and (g4,07) PYD (BV4(S)EVU(T)) = e, (iPVD (18V4(S)eEV(T))), and so &, 0i is Nica covariant
because 1 is.

The universal property of N'T x now yields a homomorphism &, : NT x — N7 x¢. This
homomorphism is surjective because each i,(x + X, - I;) = en(iy(z)) and each i.(a) =
€i(ic(a@ ® Le(oay))) belongs to its range.

To see that ker(es) = I, we first observe that for any f € Co([0,1]\ {t}),z € X,,,

e (L(f)ip(x)) = en(tp((f @ 1a) - 2) = Gp(z - (f @ 14) + X, - [) = 0,
since - (f®14) € X,-I;. Consequently, I/ C ker ;.. To establish the other containment,
we will construct a Nica-covariant representation v of X' in N'Tx/I], such that the
resulting homomorphism Iy : N'T x: — N'T x/I] satisfies g, o IIp = id. We aim to
define
Y(ip(z + Xy - L)) = ip(z) + ]tT‘
To see that this is well defined, observe that for all z,y € X,,, we have

(ip(x) + 17 ) (ip(y) + 1)) = ip(@) iy (y) + 1] = ({2, y) awcqoy) + 1)
= (ip(z + Xy - L), ip(y + Xp - It)) a-
Hence the formula for 1) determines an isometric map from X; to NT x/I]. An argument
like that given for e, o4 above shows that 1 is a Nica-covariant representation. To see
that e, 0 1Y = id, we compute:
Ex(V(ip(x + Xy - I)) = eu(ip(w) + ]tT) = e (ip(7)) = ip(x + X - L)

(3) To see that e descends to a homomorphism &y, : NOx — NOxe, it suffices to
show that if ¢; : N'T xt — N Ox: is the quotient map, then ¢; o, 04, is a Cuntz—Pimsner
covariant representation of X. Since the actions of A ® C([0,1]) on the modules X, are
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implemented by injective homomorphisms, the modules )~(p of [36] are just the original

modules X, and the homomorphisms 7 : £(X,) — £(X),) are the standard inclusions
b LX) = L(Xpg) characterised by 29(S)(zy) = (Sx)y for z € X}, and y € X,;. Write
W[t]p? : L(X]) — L(X],) for the corresponding inclusions for the product system X*; and
as usual for T € £(X,) write T, for the map in £(X}) given by Ty(z +X - I;) = Tx+ X - ;.
A routine calculation shows that for T € £(X}) we have ¢[t]PY(T;) = 0(T');. So if I C P

is finite and T, € IC(X,) for each p € F, then

(3.1) (Z L;,(Tp)>t =S UH(T))  forevery s > pin P.

peEF peEF
Assume Y .5 (T,) = 0 for large s; we will show that Y (g o s 0 i) P(T,) = 0.
From (3.1) we see that > . ¢[t];((7},):) = 0 for large s, and consequently

a( X i (T)0) = a( X gi@)n) = o.

peEF peF

Equation 2.1 shows that (g o g, 04)® = (g, 0 &4,) 0i®. Hence

Z(Qt O Epx O i)(p)((Tp)t) = Z(qt O &) O i@ (T,) = 0.

pEF peEF

That IE = {3(f)b: f € C([0,1]), f(t) = 0, and b € NOx} follows from the definition of
I7.

(4) Since I® = q(I]) = q(ker(es.)), we clearly have I C ker(£.). To see that ker(&;,) =
q(I7), it suffices to show that if ¢, : NT x/I] — NOx/IP is the quotient map, then the
Nica-covariant representation ¢ : X' — N'T x /I defined above has the property that ¢; o
1 is Cuntz—Nica—Pimsner covariant. For each p € P, let ¢§, A — IC(X;) be the injective
homomorphism that implements the left action; and let ¢, : A® C([0, 1]) — K(X,,) be the
corresponding map for X. We invoke [36, Proposition 5.1(2)], which says that it suffices
to show that for each a € A and ecach p € P, we have (¢, 0 1) (¢! (a)) — (¢ 0 ¥be)(a) = 0.
By [36, Proposition 5.1(2)], we have i")(¢,(a ® 1j,1))) — i.(a ® 1j917) € ker(q). Since the
identification of A ® C([0,1]))/A ® Co([0,1]\ {t}) with A carries a ® 1j91) to a, we have

(qe 0 )P (dh(a)) — (g 0 e)(a) = @ (P (dh(a)) — ve(a))
= C]t(i(p)(ﬁbp(a ® 1o,1))) — ie(a ® 1oq)) + ]tT)
= q(iP(¢p(a @ 1ppy) —ic(a® 1py)) + 10 =0. O

Remark 3.7. Tt is unclear whether the hypothesis that p V ¢ < oo for all p,q € P is
necessary for the final assertion of Proposition 3.6(3). The issue is that to establish
the final assertion without this hypothesis, we would need to verify the Cuntz—Pimsner
relation for the map qo1) in the final paragraph of the proof. That is, given a finite F* C P
and elements 7 € K(X,) such that ) «[t]5(7T;) = 0 for large s, we would need to show
that we could find representatives T, € k(X)) of the operators T; with the property that
>y (1) = 0 for large s; it is not clear to us whether this is so.

We now prove that the evaluation maps ¢; for a homotopy of product systems over N*
induce K K-equivalences of Nica—Toeplitz algebras.
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Corollary 3.8. Let X be a homotopy of product systems over N* with coefficient algebra
A. Suppose that A is o-unital and each X,, is countably generated. For anyt € [0,1], the
class of the homomorphism e, of Proposition 3.6(2) is a KK -equivalence from N'T x to
NT xt, and in particular defines an isomorphism

K. (NTx) = K.(NTx).

Proof. By [7, Corollary 4.18], the classes of i : C([0,1], A) = NTx and i* : A — NT xe
are K K-equivalences. Since [0, 1] is contractible, the evaluation map &) : C([0,1], A) — A

also induces a K K-equivalence. We have i’ o ) = &, 0 i, and so in K K-theory, we have

] = [I"] ® [Y] ® [i] "

Since the three factors on the right-hand side are K K-equivalences, we deduce that [e.]
is a K K-equivalence as well. 0

Our main theorem states that homotopy of product systems over N¥ preserves the
K-theory of their Cuntz—Nica—Pimsner algebras.

Theorem 3.9. Let X be a homotopy of product systems over N¥ whose coefficient algebra
A® C([0,1]) acts faithfully by compact operators. For any t € [0,1], the evaluation map
g induces an isomorphism

K. NOx) 2 K.(NOy).

In particular, if A satisfies the UCT and each X, is countably generated, then each N'Ox:
is KK -equivalent to NOx.

Proof. We will proceed by induction on k. Recall that Xy = C([0, 1], A), and so X} = A.
Hence, if k = 0 then NOx = C([0,1], A) and NOx: = A, and &, is just the evaluation
map &; : C([0,1], A) — A. Thus &, induces a K K-equivalence.

Now suppose that the result holds for all product systems over N*~!. Let X_; be the
product system over N*~! obtained by restriction of X, which is also a homotopy of prod-
uct systems with coefficient algebra A. Theorem 4.7 of [7] (see also [6, Theorem 3.4.21])
shows that there is a product system Y of Hilbert NOx_,-bimodules over N in which the
left action is faithful and by compact operators and such that NOx 2 NOy. AsY is a
product system over N, NOy = Oy, .

By definition (see [7, Proposition 4.3] or [6, Proposition 3.4.7]), if 3 : NOx_, - NOx
is the homomorphism induced by the inclusion X_; < X, then the module Y] is equal
to span{ic, (§)1(b) : £ € X, b € NOx_, } € NOx, and similarly for Y} for each fixed ¢.
So the map &5 : NOx — N Ox: restricts to a bimodule map (¢} ,£55%) : (Y1, NOx_,) —
(Y{,NOx:,), and by definition the homomorphism NOx — NOx: induced by this
bimodule map is the original &;,. Hence the final statement (concerning naturality) of
[23, Theorem 4.4], shows that Pimsner’s six-term exact sequences in K K-theory [27,
Theorem 4.9(1)] applied with B = C to each of Y; and Y, assemble into the following
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K 1— V1] [10]
O(NOX<k) — KO(NOX<k> KO(NOX)
] <k
. 5] ., En
KO(NOXik) - [Y] KO(NOXQIQ) in Ko(NOxt)
Ki(NOx+) o) Ki(NOx:,) L 1] Ki(NOx:,)
o) e \
K [io] 1—[Y]
1(NOX) K1<NOX<k) Kl(NOX<k)'

The inductive hypothesis implies that the upper-left, upper-middle, lower-right and
lower-middle outside-to-inside maps are isomorphisms, and so the Five Lemma shows
that the remaining two outside-to-inside maps are isomorphisms as well.

Corollary 5.21 of [7] establishes that if A satisfies the Universal Coefficient Theorem,
then our hypotheses on A and X imply that NOyx and NOx: also satisfy the UCT.
Consequently, the above isomorphisms in K-theory give a K K-equivalence in this case.

O

4. APPLICATIONS TO k-GRAPHS

The main result of this section, Theorem 4.1, uses Theorem 3.9 to show that any two
twisted Cuntz—Krieger algebras of 2-graphs with isomorphic skeletons have isomorphic
K-groups. Our approach relies on casting the notion of homotopy of 2-cocycles for k-
graphs (previously studied in relation to K-theory in [22, 11]) in the language of product
systems. Most of the section is aimed at proving this result about 2-graphs, but we also
pause to investigate some potential applications to k-graphs for k& > 2. Consequently,
many of the results that contribute to the proof of Theorem 4.1 are stated for arbitrary
k.

We begin by introducing the notation and definitions needed for our construction of
the product systems associated to twisted k-graph C*-algebras.

4.1. Background and notation for twisted k-graph C*-algebras. We write N* for
the monoid of k-tuples of nonnegative integers under coordinatewise addition, and some-
times regard it as a small category with one object. We write {ey, ..., e} for the canon-
ical generators of N¥. Recall from [17] that a k-graph, or a higher-rank graph of rank
k, is a countable small category A equipped with a functor d : A — NF that satis-
fies the factorisation property: whenever d(\) = m + n there exist unique p € d=*(m)
and v € d~'(n) such that A = pv. We write A™ := d~!(n). The factorisation prop-
erty guarantees that A° = {id, : o € Obj(A)}. Given subsets E,F C A, we write
EF ={uv:p € E,v € F,s(u) = r(v)}. In the instance of singleton sets, we simplify
notation by writing uF rather than {u}F and Ev rather than E{v}.



HOMOTOPY OF PRODUCT SYSTEMS, AND K-THEORY 17

We say that the k-graph A is row finite with no sources if 0 < |[vA"| < oo for all v € AY
and n € N*. This hypothesis, which we will assume throughout this paper, facilitates the
construction and analysis of the C*-algebra associated to the k-graph.

As introduced in [20, 21], there are two types of 2-cocycle on a k-graph A: categorical
and cubical. However, [21, Theorem 4.15] exhibits an isomorphism between the cubical
and categorical second cohomology groups (see also [12]). Moreover, by [21, Corollary 5.7,
this isomorphism induces an isomorphism of the associated twisted C*-algebras, so one
may freely choose to work with categorical or cubical 2-cocycles without loss of generality.
We have found cubical 2-cocycles to be a more natural framework for describing the
product systems associated to k-graphs.

To define cubical cocycles, observe that if 1 < i3 < iy < i3 < k, and if d(\) =
ei, + e, + €, then the factorisation property shows that for each j € {1,2,3} there are
factorisations A = F}(\)3; = a; F} () such that d(a;) = d(8;) = e,

-
| | | |
e | | |
| | | |
S Pa BRI
:F11(>‘)\ 1 l 1
| | | |
| ~ v v ~
I e Qs —
o {0V )
—_— —_—
B
— —
‘ Rl = Bs
o : o F, N o o
— —
| |
FP (V)
v Qi F(X)

A cubical 2-cocycle on a k-graph A is a function ¢ : |_|i7éj A%t — T that satisfies the
following cocycle identity: whenever 1 < iy < iy < i3 < k and d(\) = e;, + e;, + ¢€;, as
above, we have

S(FT(N)S(Fy (M) S(F5 (V) = ¢(F7 (A)o(F5 (A))o(Fy (V).

Intuitively, the products of the values over the opposing hemispheres centred on the top-
front-left vertex (the bottom row above) and the bottom-back-right vertex (the top row
above) of a cube are equal.

If ¢ is a cubical 2-cocycle on a row-finite k-graph A with no sources, then a Cuntz—
Krieger ¢-representation of A in a C*-algebra consists of mutually orthogonal projections
{py : v € A’} and partial isometries {s, : p € | ], A%} satisfying

(1) %8, = ps(u for all e[ ]; A%,
(2) spsy = ¢(pv)s,s, whenever 1 <i < j <k and u, ' € A% and v, € A% satisfy
uv = vy’ and
(3) P =D cone: Susy, for allv € A% and i < k.
The twisted C*-algebra C’;(A) is the universal C*-algebra generated by a Cuntz—Krieger
¢-representation of A. If ¢ is the trivial 2-cocycle, so that ¢(A) = 1 forall A € | |, 4 Acites,
then C}(A) = C*(A) is the usual k-graph C*-algebra.
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The following notions, while not standard in the literature on k-graphs, underlie our
results in this section. Given directed graphs E, F' with common vertex set E° = F°, and
given v, w € E°, we write

E'F':={ef:ec E',f € F', and s(e) =r(f)},
and for v, w € E° we write
vE'Flw = {ef € E'F' : r(e) = v and s(f) = w}.

By a k-skeleton, we mean a tuple F = (F, ..., E}) of row-finite directed graphs with
no sources and with common vertex set E° such that for all v,w € E° and all i # j < k,
we have

WE;Ejw| = [vE;Ejw|.
We say that two k-skeletons (Fjy, ..., Ex) and (Fi, ..., F}) are isomorphic if there exist
bijections p° : Ey — Fy and p' : E; — F; such that p° os = sop',p’ or = ro p’ for
1 <1<k
Every k-graph A gives rise to a k-skeleton (namely E; = A%). The converse is not

true; however, the additional structure needed for a k-skeleton to give rise to a k-graph
is described in [13].

4.2. Unitary cocycles and higher-rank graphs. The main result of this section is
the following.

Theorem 4.1. Suppose that A and T are row-finite 2-graphs with isomorphic skeletons.
Let ¢ : ABY — T andp : THY — T be cubical 2-cocycles. Then K.(C3(A)) = K. (Cy(T)).

The next lemma underlies Definition 4.3 below.

Lemma 4.2. Let E = (E\, Ey) be a 2-skeleton. For eachv,w € E° suppose that U(v,w) is
a unitary operator U(v,w) € U(CYF2Piw CVPIEW) | Let A := Co(EP), and fori=1,2, let
X; = X (E;) be the graph bimodule of E; as in Example 2.1. Then there is an isomorphism
U:Xo®4X1 = X1®4 Xy such that U(d;®6.) = U(r(f),s(e))(0;@4.) for all fe € E3F;.

Proof. Let X5 and X5 be the graph modules for the directed graphs (E°, E1E3, r,s) and
(E°, E3E} r, s) respectively. Routine calculations with inner products (see the proof of
29, Proposition 3.2]) show that X;; = X; ® 4 X via a map satisfying d.; — . ® dy, so it
suffices to show that there is an isomorphism Xy — X9 satisfying 6. — U(r(f), s(e))dre
for all fe € EYE}. For this, fix fe,hg € EJFE{. For w € E°, we calculate:

({U(r(f),s(€))dse, U(r(h), 5(9))0ng) a(w)
= > (UC),s(e)dr) BYU(r(h), 5(9))5ne)(5)-

ﬁEE%E%w

This is equal to zero unless r(h) = r(f) and s(g) = s(e), in which case, U(r(h), s(g)) =
U(r(f),s(e)), and since this is a unitary operator, we may continue the calculation

= 0r(1),r(0)Os(e),s(0) (U (7 (f), ()05, U(r(f), 5(€))Ong) a(w)
= (0fe, Ong)a(w).

It follows by linearity and continuity that there is an inner-product-preserving linear
operator

(4.1) U: X — Xoo
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such that Uls,.x,.5, = U(v,w) for all v,w. Since each Uls,.x,, s, iS surjective onto 9, -
X2 - 0y, and since these subspaces span Xi5, we see that U is surjective and hence an
isomorphism. |

Definition 4.3. Let £ = (Ey, ..., Ex) be a k-skeleton and A = Cy(Ey). By a unitary
cocycle for E, we mean a collection {U; ;(v,w) : v,w € E° 1 < i < j < k} of unitary
operators U, ;(v,w) € U(CPEIEIY CvFIE ) such that the isomorphisms Uij: X(Ej) ®a
X(E;) = X(E;) ®4 X(E;) for i < j given by Lemma 4.2 satisfy the cocycle identity

Ui; ® 1Xl)(1xj @ U;1)(Uj; @ 1x,)

4.2
( ) = (1Xi®Uj7l)(Ui7l®1Xj)(1Xl®Ui,j) for all 1 §l<j <1 Sk‘

Remark 4.4. If k = 2 then the condition (4.2) is vacuous because the inequality 1 <
i < j <1 < 2 has no solutions. So a unitary cocycle for a 2-skeleton (Ej, Es) is noth-
ing more than a collection {U; (v, w) : v,w € E°} of unitary operators Uy s(v,w) €
U(CYE2Plv CvEiBw)  In particular, since each [vElElw| = |[vE!Elw|, every 2-skeleton
admits many unitary cocycles.

By contrast, [19, Example 5.15(ii)] presents an example, due to Jack Spielberg, of a
3-skeleton that cannot be the skeleton of a 3-graph, and it is straightforward to extend
the arguments used in that example to see that this 3-skeleton does not admit any unitary
cocycles. In particular, for k& > 3 the existence of a unitary cocycle for (Ey, ..., Ey) is
a nontrivial additional hypothesis in our results henceforth. However, Proposition 4.6
below shows that there are plenty of k-skeletons that do admit unitary cocycles.

We are interested in unitary cocycles because they correspond exactly with product
systems over N¥ with generating fibres X., = X(FE;). To be precise, the results of [10]
(in particular [10, Remark 2.3]) imply that every unitary cocycle determines a product
system. This is the content of the next lemma.

Lemma 4.5. Let E = (Ey, ..., Ey) be a k-skeleton, and let A = Cy(E").

(1) Let U = {U;j(v,w) : v,w € E°)1 < i < j < k} be a unitary cocycle for E.
There is a unique product system Xy over N¥ with coefficient algebra A such that:
Xe, = X(E;) fori < k; forall 1 <i < j <k, we have X 4, = Xe, ®a Xe;; and
the multiplication in X satisfies, for 1 <i < j <k, § € X, and n € X,,

(4.3) fn=¢6@n and nE=U,;(n®E).

(2) Suppose that X is a product system over N¥ with coefficient algebra A such that
X, = X(E;) for alli < k. Then there exists a unitary cocycle U for E such that
X = Xy.

Proof. (1) This follows immediately from [10, Theorem 2.1].

(2) Let W : X, ®4 Xe, = X, ®a Xe, be the isomorphism determined by the composi-
tion of the multiplication map X., ®4 X., — X(;1) with the inverse of the multiplication
map X, @4 X, = X(1,1). Write Ey, for the graph (E°, E}Ej, 7, s) and Es for the graph
(E°, E}E{,r,s). By identifying each X, with X(F;), we can regard W as an isomor-
phism X (Fs) @4 X(E;) = X(E1) ®4 X(Ey). A straightforward calculation shows that
there are isomorphisms M; ; : X(E;) ®4 X(E;) — X (E;;) such that M, ;(6. ® 65) = 0es

whenever s(e) = r(f). So we obtain an isomorphism W : X(FEy) — X(Ej2) given
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by W = Mg oW o My . Since this is an isomorphism of Hilbert modules, it re-
stricts to isomorphisms W(U,w) : 0y - X(F91) - 6w — 0y - X(E12) - 0p. These spaces
are canonically isomorphic to C*#2£1 and C*1E2% and so W (v, w) determines a unitary
Upo(v,w) € U(CVEERw CvBIEw),

The isomorphism U 5 : X (E2) ®4 X (E1) — X(E1) ®4 X (E>) obtained from the maps
{U12(v,w)}y as in Lemma 4.2 satisfies M 2(Uy 2(05 ®0)) = /V[\//V(MQJ(df ® d.)) whenever
s(f) = r(e), and therefore Uy 5 = W. So the uniqueness result [10, Theorem 2.2] shows
that the product system X is isomorphic to Xy as claimed. O

Our next result shows that for any row-finite k-graph A with no sources, and for any
2-cocycle on A, we obtain a unitary cocycle such that the twisted k-graph C*-algebra
coincides with the Cuntz-Nica-Pimsner algebra of the product system over N* determined
by the unitary cocycle.

Proposition 4.6. Let A be a row-finite k-graph with no sources and suppose that ¢ :
|_|i<j§k A¢te — T is a cubical 2-cocycle. For i < k, let E; be the directed graph E; =
(A° A% r.s). Then E = (E\, ..., Ey) is a k-skeleton. There is a unitary cocycle U = U™?
for E such that for allv,w € A° and 1 < i < j <k, and for all e,e’ € E} and f, f' € E}
satisfying ef = f'e’ in A, we have

Ui,j (’U, w)((sf’e/) = ¢(€f)§ef

Let Xy be the product system associated to U in Lemma 4.5. Then there is an isomorphism
m: C(A) 2 NOx,, such that w(p,) = io(d,) for all v € A°, and such that 7(s))ic, (0x) for
alli <k and \ € A%

Proof. The factorisation rules in A determine bijections f;; : vA“A%w — vA%T%w, and
hence bijections Fj; := Z-f o fji VA AN%w — vA“A%w for i < j, such that if e, e’ €
A = E} and f, f' € A% = Ej satisty ef = f'¢/, then Fj;(ef) = f'¢’. In particular, E is
a k-skeleton. The maps Fj; induce a unitary (in fact a permutation matrix) V;;(v,w) :
CvE Blw _ CYEIEIw for each v,w € E°, and post-composing V; ;(v,w) with the diagonal
unitary diag(¢(A))sevs: Elw yields a unitary U(v,w);; satisfying the desired formula. If
efg € ElE}E} with 1 <1< j <i <k, and if the factorisation rules give efg = f'e'g =
flgte? = g?f2e? and also efg = egi f1 = gae1f1 = g2 fae2, then associativity of composition
in A gives e? = ey, f2 = f5 and g% = ga:

1 T : g
9| et 9
p P f f
e
P < 1 -
7 !
[

Quick calculations then give

(Ui; © 1Xl)(1Xj ® Ui)(Uji @ 1x,) (0 ® 05 @ §4) = ¢(ef)¢(elg)¢(flgl)592 ® dp2 @ dez,
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and

(1x, ® Uj)) (Ui ® 1x,)(1x, @ Uy ;) (0 ® 05 @ 84) = ¢(fg)d(egr)d(e1f1)dg, ® Oy, @ O,
= ¢(fg)¢(€g1)¢(elfl)5g2 ® 5f2 ® Op2.

The cubical cocycle condition shows that c(ef)c(etg)c(flgt) = c(fg)c(egr)c(erf1). Thus
condition (4.2) holds when both sides are applied to an elementary tensor d. ® d; ® 4,
corresponding to a path efg € E}E;Ell. Since these are the only elementary tensors of
basis vectors that are nonzero, they span X; ®4 X; ®4 X}, and therefore U is a unitary
cocycle for E as claimed.

For v € A° define P, := ig(d,) and for A € A% define S\ := i, (dy). We claim that
these form a Cuntz—Krieger ¢-representation of A as in [20, Definition 7.4]. The P, are
mutually orthogonal projections because the ¢, are. For A € A%, we have

SYSN = ie; (01) "¢, (0x) = 0 ((0x, 0x)a) = 10(ds(N)) = Psn)

which is condition (1) of [20, Definition 7.4].

To check condition (2), fix 1 < i < j < k and fix p,/ € A% and v,/ € A% such
that uv = /. Using (4.3) at the second and fifth equalities, and using the definition of
Urv),squy at the fourth, we calculate:

S/VS;J, = 1, (5u’)ie1<5u’) = Z'(1,1)(U(5u’ ® (5//)) = Z'(1,1)(Ur(l/’),8(u’)((SV’ ® 5#’))
- i(l,l)(qs(:uV)é# ® 51/) = ¢<:U’V>iel (5#)i62 (51/) = qb(/“/)susl/'

Finally, to check condition (3), fix v € E° Writing a : A — K(X;) for the ho-
momorphism implementing the left action, we have Y 1c, 05.5. = «(d,), and so the
Cuntz-Pimsner covariance condition gives ) . rc; SeS5 = ilei) ( > 656,55) = ig(0y) = P,.
Thus the operators {P,},ca0 and {Sy}reae: form a Cuntz—Krieger ¢-representation of A
as claimed.

The universal property of C(A) now gives a homomorphism 7 : C§(A) — NOx that
carries p, to P, and s, to Sy for A € | |,., A%. Since A is spanned by the 4, and each X;
is spanned by {8y : A € A%} we see that the range of 7 contains C*(ig(A) U |, ic, (Xi)).
Since multiplication gives isomorphisms X,, = X7™ ®4 X5 @4+ @4 X,?"", we see that

in(Xy,) = SI)W{SA% . S>\$L15>\% . SA%Q S/\If . ..S)\ﬁk : )\; € A%}

and so is contained in the image of 7. Since iy is injective [36, Lemma 3.5 and Theo-
rem 4.1], the P, are all nonzero. Using [21, Theorem 4.15 and Proposition 5.7] we see
that there is an isomorphism w : C(A) = C*(A, ¢), for some categorical 2-cocycle ¢, such
that w carries p, to p, for each v € A, and then an application of the gauge-invariant
uniqueness theorem [21, Corollary 7.7] shows that 7 o w™! is injective, and therefore 7 is
injective. So C3(A) = NOyo as claimed. O

Lemma 4.5 also allows us to construct homotopies of product systems using continuous
paths of unitary cocycles.

Definition 4.7. Let £ = (Fy,..., Ex) be a k-skeleton. A continuous path of unitary
cocycles for E is a family

{U;(v,w) :v,w e E°1 <i<j<ktel01]}
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such that for each ¢, the family {U};(v,w) : v,w € E° 1 <i< j <k} isaunitary cocycle
for E, and such that for each i < j and each v,w € E°, the function t Uf,j (v,w) is a

continuous function from [0, 1] to ¢(CYZ % CoB ).

Proposition 4.8. Let E = (Fy,...,Ey) be a k-skeleton, and suppose that the family
U= {U};(v,w) : v,w € E°1 <i < j < k,tecl0,1]} is a continuous path of unitary
cocycles for E. Let A = Cy(E"), and for each i, let X; = X (E;) the graph bimodule for E;.
Define B := C([0,1], A) and for each i, define Y; := C([0,1], X;) regarded as a Hilbert B-
bimodule under the actions (f - F-g)(t) = f(t)- F(t)-g(t) and (F,G)p(t) = (F(t),G(t))a.
Then there is a unique product system Y over N¥ with coefficient algebra B such that:
Yo, =Y fori < k; for all1 <i < j <k, we have Ye, o, = Y; ®pY;; and multiplication in
Y satisfies

(4.4) (FG)(t) = F(t)®aG(t) and (GF)(t)=U;,(G(t)® F(t))

whenever 1 < i < j <k, FeVY, GeY,;andt € [0,1]. The product system Y is a
homotopy of product systems from Xgo to Xyu.

Proof. Since each Uf’j gives an isomorphism X; ®4 X; — X; ®4 X, and U is a continuous
path of unitary cocycles, the map G ® F + (t — U/;(G(t) ® F(t))) determines an
isomorphism U; ; : Y; ®p Y; = Y; ®p Y. Since the Ui’i j satisfy the cocycle identity, so do
the induced isomorphisms U; ;. So the first statement follows from [10, Theorem 2.1].
The formulas for the actions show immediately that Y is nondegenerate, and is fibred
over [0,1]. Thus, it suffices to show that Y* = Xy«. Let I, be the ideal of B generated
by Co([0,1]\ {t}) € C([0,1]). For F,G €Y;, we have F +Y; - I, = G+Y; - I, if and only
if F'(t) = G(¢). Routine calculations then show that the map 7, : F'+Y; - I, — F(t) is a
bimodule morphism (in fact an isomorphism) from Y} to X;. Since each Y; is fibred over
0,1] we see that (Y; ®pY;) - Iy = (Yi- I;) ®p (Y; - I;) for all ¢, j and ¢, and that 7, induces
an isomorphism (also denoted 7;) from Y} ® 4 th to X; ®4 X;. These isomorphisms satisfy

Ui j(ne((G+Y; - L) @ (F+Yi- L)) = U ;,(G(t) @ F(t)) = (Ui (G ® F))(t)
= Ui (G F)+ (Yi©pY)) - L),
and so it follows from the uniqueness theorem [10, Theorem 2.2] that the product system
Y is isomorphic to Xy+. In particular Y° = X0 and Y 22 X, O
Corollary 4.9. Let £ = (E\, ..., Ey) be a k-skeleton. If U = {U};(v,w)} is a continuous
path of unitary cocycles for E, then K, (NOXUO) = K*<NOXU1)' In particular, suppose

that Ay and Ay are k-graphs with the same skeleton and that ¢; : |_|i<j§k Afﬁej — T isa
cubical cocycle for i = 1,2. If there is a continuous path of unitary cocycles from Uy, to
Us,, then K. (Cy (A1) = K.(C},(A2)).

Proof. Proposition 4.8 gives a homotopy of product systems from X o to X1, and then
Theorem 3.9 implies that K,(NOx,,) = K.(NOx,,) as required. The final statement
follows from the first statement and Proposition 4.6. O

The next result demonstrates that Corollary 4.9 is particularly useful when k& = 2.

Proposition 4.10. Let E = (E1, Es) be a 2-skeleton. Then the space of unitary cocycles
for E is path-connected in the sense that for any two unitary cocycles VW for E there
is a continuous path Ut of unitary cocycles for E such that U =V and U' = W.



HOMOTOPY OF PRODUCT SYSTEMS, AND K-THEORY 23

Proof. Fix v,w € E°. The space
Z/[((CUEJlEllw C’L}E}E}’w)

is homeomorphic to the finite-dimensional unitary group Uj,za.1),|, and therefore path-

connected. So we can choose a continuous path Uf,(v,w) in U(CPEIEw CVEIE ) guch
that U,(v,w) = Via(v,w) and such that Ul,(v,w) = Wis(v,w). Since k = 2, the
resulting isomorphisms U} ; : X (E;) ®4 X(E;) — X (E;)®4 X (E;) indexed by 1 <i < j <
2 all vacuously satisfy the condition (4.2) (see Remark 4.4). So the Uf;(v,w) constitute
a continuous path of unitary cocycles for F. O

We can now prove the main theorem of the section.

Proof of Theorem 4.1. For i = 1,2 let E; be the graph (A% A% r s). Proposition 4.6
shows that there are product systems X*¢ and XT¥ over N? with coefficient algebra
Co(E®) such that X¢ = X[ = X(E;) for i = 1,2 and such that NOyae = C3(A) and
NOxr., = Cy(T). By Lemma 4.5, there are unitary cocycles UM, U™ for E = (Ey, Es)
such that X»® = X a6 and X™% = Xyry. Proposition 4.10 then shows that there is
a continuous path of unitaries connecting UM and UT™%. Hence Corollary 4.9 gives the
result. OJ

Remark 4.11. Let E = (E,, Ey) be a 2-skeleton. By [17, Section 6] (see also [10, Re-
mark 2.3]), any range-and-source-preserving bijection FyE] — FE{E) determines a 2-
graph with skeleton E. In particular, there is at least one such 2-graph A. Let M; and
M, be the E° x E° adjacency matrices of E; and Es; that is M;(v,w) = |vEiw|. We
regard the transpose matrices M as homomorphisms M : ZE® — ZE°, and then we
obtain homomorphisms

ML -1

. 0 0 0
(1—M{,1—M}): ZE° ® ZE® — ZE® and <1—Mf

) : LE® — ZE° ® ZE®
Evans’ calculation [4, Proposition 3.16] of the K-theory of the C*-algebra of a row-finite
2-graph shows that

* ~Y t t MS - 1
Ko(C*(A)) = coker (1 — M{,1— Mj) @ ker 1ot ) and
(4.5) i 11
Ki(C*(A)) = ker (1 — M{,1— Mj)/image (1 2 Mf) :
Combining this with Proposition 4.6 and Theorem 4.1, we deduce that if I" is any 2-graph
with skeleton £ and ¢ is any 2-cocycle on I', then K, (C3(I') = K,(C*(A)) is given by the
formulas (4.5).

We can also say a little about the situation of single-vertex k-graphs. Although we
do not have an entirely satisfactory result in this situation, we indicate what we can
say since there has been some interest (see Corollary 5.8, Remark 5.9, and the following
paragraph of [1]) in deciding whether the K-theory of the C*-algebra of a 1-vertex k-graph
is independent of the factorisation rules.

Fix k > 0 and integers nq,...,n; > 1. Suppose that, for each 1 <17 < j < k, we have
a unitary transformation U, ; : C" @ C" — C" @ C". We say that the system U, ; is a
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unitary cocycle for (ny,...,ny) if, for all 1 <i < j <1 <k, we have
(4.6)  (Ui; ®1n)(1n, @ Uig)(Ujy @ 1) = (1n, @ Ujg)(Uiy @ 1 ) (Iny ® Uij)-

A continuous path of unitary cocycles for (ny,...,ng) is a family {Uf; 1t € [0,1],1 <i <
j < k} of unitary cocycles for (ny,...,n) such that the map t — U/ is continuous for
each 1 < i < j < k. These definitions are the translation of Definitions 4.3 and 4.7 to the
simpler setting of k-skeletons with one vertex and n; edges of colour 1.

Example 4.12. Let A be a k-graph with a single vertex v and satisfying |A®| = n,; for
1 <i<k Leto:|] oy A%7*¢ — T be a cubical 2-cocycle. Identifying C" @ C™ with
CA“MY for all i # j, we obtain from Proposition 4.6 a unitary cocycle UM for (ny, ..., ng).

Corollary 4.13. Fix integers k > 0 and ny,...,n; > 1.

(1) Let Ay and Ay be single-vertex k-graphs such that |AT| = |AS| =: n; for all i. If
there is a continuous path of unitary cocycles for (ni,...,ny) from UM to UM
then K,(C*(A1)) = K.(C*(Ay)).

(2) If the space of all unitary cocycles for (ny,...,ng) is path-connected, then we have

K.(C*(A1, 1)) 2 K.(C*(Ag, c2)) for any single vertex k-graphs A; with |A7| = n;
and any categorical 2-cocycles ¢; on A;.

Proof. This follows immediately from Corollary 4.9. OJ

Unfortunately, we do not know whether the space of unitary cocycles for (nq,...,ng)
is connected: certainly given any two unitary cocycles U and V', we can find continuous
paths V[/f] from U; ; to V; ; for all 7, j, but it is not at all clear that these can be chosen so
that, for each ¢, {W}; : 1 <i < j < k} satisfies the cocycle condition (4.6). This seems
closely related to the question of whether the space of solutions to the Yang—Baxter
equation is path-connected (see [38]).

Remark 4.14. More generally, if £ = (Ey,..., Ey) is a k-skeleton such that the space
of unitary cocycles for E is path-connected, then for any two k-graphs A and I'" with
common skeleton A“ = E; = I'“ and any cubical cocycles ¢ for A and v for I', we have
K.(C}(N)) = K. (C}(I)). Again, since each C*"% is finite dimensional, for each u, v, 1, j
we can find a continuous path of unitaries from Ui{\jd’(u, v) to Ugj’-‘ﬁ(u,v), but it is not at
all clear that these can be chosen to satisfy the cocycle identity (4.2).
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