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ABSTRACT

During the Baroque period, improvisation was a key element
of music performance and education. Great musicians, such
as J.S. Bach, were better known as improvisers than com-
posers. Today, however, there is a lack of improvisation
culture in classical music performance and education; clas-
sical musicians either are not trained to improvise, or can-
not find other people to improvise with. Motivated by this
observation, we develop BachDuet, a system that enables
real-time counterpoint improvisation between a human and
a machine. This system uses a recurrent neural network to
process the human musician’s monophonic performance on
a MIDI keyboard and generates the machine’s monophonic
performance in real time. We develop a GUI to visualize
the generated music content and to facilitate this interac-
tion. We conduct user studies with 13 musically trained
users and show the feasibility of two-party duet counter-
point improvisation and the effectiveness of BachDuet for
this purpose. We also conduct listening tests with 48 par-
ticipants and show that they cannot tell the difference be-
tween duets generated by human-machine improvisation us-
ing BachDuet and those generated by human-human impro-
visation. Objective evaluation is also conducted to assess
the degree to which these improvisations adhere to common
rules of counterpoint, showing promising results.
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1. INTRODUCTION
While music improvisation today is strongly connected with
genres like jazz, it was also a key element of Baroque and
Classical music. Many composers of this period such as J.S.
Bach and Beethoven were skillful improvisers, and perform-
ers regularly studied improvisation as part of their music ed-
ucation [11]. The crucial role of improvisation is illustrated
in the belief that ”The whole history of the development of
[Western art] music is accompanied by manifestations of the
drive to improvise” [6]. Improvisation has also a lot to offer
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individually to musicians, including, among other benefits,
sharpening performers’ creativity and critical thinking, in-
creasing their understanding of the musical style they im-
provise in, and helping them improve their instrument play-
ing skills. Beginning in the 19th century, however, improvi-
sation became a less important part of Western art music;
Some of the reasons are outlined in [13].
Motivated by these facts, we developed a system named

BachDuet that allows a human musician to improvise a duet
counterpoint with a computer agent in real time. Our goal
was not to create a passive accompaniment system, but a
musical agent that would have an equal role with the hu-
man performer. Counterpoint fits well to our purpose, since
it is, by definition, the art of combining melodies that are
interdependent in their harmonic implications, while rela-
tively independent in their rhythm and contour. Compared
to other improvisational techniques such as ornamentation,
making variations of a melody, and harmonizing a given
voice, the kind of real-time counterpoint improvisation that
BachDuet supports is less constrained: no predetermined
melody or chord sequence is needed, although it can be in-
corporated if given. This type of improvisation, however,
does need to respect the constraints of Western music the-
ory. In particular, both the human performer and the com-
puter agent are expected to follow common counterpoint
rules to achieve a good improvisation result.
A preliminary version of the proposed system was demon-

strated in [1], and this paper provides a detailed description
of the techniques and experiments. The contributions of
this work are threefold: 1) To our best knowledge, this is
the first system that allows real-time interaction between
a human performer and a computer agent in the classical
style. 2) A set of techniques are developed or integrated
to build this system, including music representations, key
detection and the Graphical User Interface (GUI). 3) Sub-
jective and objective experiments that evaluate the user ex-
perience and the quality of the generated music pieces show
promising results. Demo videos and code, can be found in
our project page 1

We believe that this effort is an important step toward
our goal of “human-computer collaborative music making”,
and we also hope this system will serve as a practice tool
for classical musicians to develop their improvisation skills.

2. RELATED WORK
Automatic Music Generation (AMG) is the task of using
algorithms to compose a piece of music. Existing AMG sys-
tems include rule-based systems [4], statistical models (e.g.
Markov chains [17]), evolutionary algorithms (e.g. genetic
algorithms [2]) and learning-based algorithms (e.g. neural

1http://www2.ece.rochester.edu/projects/air/
projects/BachDuet.html
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4.4 Objective Evaluation
In this section, we perform an objective evaluation to fur-
ther assess the quality of the generated duets. Specifically,
we investigate the extent to which the generated duets fol-
low common counterpoint rules. To do so, we developed an
algorithm based on music21’s voiceLeading module, which
parses two-voice counterpoint pieces and evaluates each ac-
cording to several common-practice style guidelines. We
consider 9 types of mistakes, each of which is weighted ac-
cording to its severity based on several music theory text-
books, such as [9]: 1) forbidden parallel: 1, 2) improper res-
olution: 1, 3) unprepared dissonance: 0.75, 4) hidden fifth:
0.5, 5) hidden octave: 0.5, 6) leap not set with step: 0.5, 7)
opens incorrectly: 0.5, 8) melodic dissonance: 0.5, and 9)
voice crossing: 0.25. The algorithm iterates through all note
pairs that are adjacent within the same voice (i.e., melodic
intervals), and stacked vertically between voices (i.e., har-
monic intervals), and searches for any of the above mistakes.
The final normalized score is the total number of pairs minus
the weighted sum of all mistakes, all over the total number
of pairs, and it ranges from from 0 (nothing correct) to 1
(no mistakes).

We use the above-mentioned script to evaluate four sets of
duets: 1) HM duets used in the listening test, 2) HH duets
used in the listening test, 3) duets harmonized by our agent
model in an online but non-real-time fashion of a soprano
or bass voice from Bach chorales (test set), and 4) soprano-
bass duets extracted from Bach chorales (test set). Clearly,
Sets 1 and 2 are about real-time interactions between two
parties. For Set 3, there is no interaction between the two
voices; the agent model simply harmonizes Bach’s part. Set
4 serves as a baseline for duet counterpoint.

HH HM Harmonization Bach duets
score 0.71 0.72 0.76 0.89

Table 1: Objective scores of 4 different types of

duets

The above matrix is in accordance with the listening tests,
where the perceived quality of both HH and HM duets was
very similar. None of the generated duets could achieve a
similar score to Bach duets, which is expected, since Bach
duets are composed in an offline bidirectional way. This
score is just an indicator that our model is adhering to the
basic rules of music theory, and by no means, it should
be considered a valid descriptor of the the overall musical
quality of the duets.

5. CONCLUSIONS
In this work, we proposed BachDuet, a novel human-machine
interactive system for duet counterpoint improvisation. The
machine agent model in BachDuet is a multi-tasking LSTM
network. It predicts the token to play by the machine in
the next 16th note timestep, as well as the key modula-
tion in the next beat for music notation visualization. User
studies suggested that classical musicians showed great in-
terest in duet counterpoint improvisation, and they rated
the human-machine interaction experience highly compared
to that in human-human interaction. Listening tests and
objective evaluations showed that the quality of the gener-
ated human-machine duets is comparable to that of human-
human duets. For future work, we plan to improve the agent
model with more diverse training data and network archi-
tecture. Another interesting idea is to extend the system to
support acoustic and visual inputs from the user. A com-
puter vision module can be used to interpret the performers’
cues and infer the dynamics and tempo.
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