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Abstract
Spiking neural networks (SNNs) are positioned to enable spatio-temporal informa-
tion processing and ultra-low power event-driven neuromorphic hardware. How-
ever, SNNs are yet to reach the same performances of conventional deep artificial
neural networks (ANNs), a long-standing challenge due to complex dynamics
and non-differentiable spike events encountered in training. The existing SNN
error backpropagation (BP) methods are limited in terms of scalability, lack of
proper handling of spiking discontinuities, and/or mismatch between the rate-
coded loss function and computed gradient. We present a hybrid macro/micro level
backpropagation (HM2-BP) algorithm for training multi-layer SNNs. The tempo-
ral effects are precisely captured by the proposed spike-train level post-synaptic
potential (S-PSP) at the microscopic level. The rate-coded errors are defined at
the macroscopic level, computed and back-propagated across both macroscopic
and microscopic levels. Different from existing BP methods, HM2-BP directly
computes the gradient of the rate-coded loss function w.r.t tunable parameters. We
evaluate the proposed HM2-BP algorithm by training deep fully connected and
convolutional SNNs based on the static MNIST [14] and dynamic neuromorphic
N-MNIST [26]. HM2-BP achieves an accuracy level of 99.49% and 98.88% for
MNIST and N-MNIST, respectively, outperforming the best reported performances
obtained from the existing SNN BP algorithms. Furthermore, the HM2-BP pro-
duces the highest accuracies based on SNNs for the EMNIST [3] dataset, and
leads to high recognition accuracy for the 16-speaker spoken English letters of
TI46 Corpus [16], a challenging spatio-temporal speech recognition benchmark for
which no prior success based on SNNs was reported. It also achieves competitive
performances surpassing those of conventional deep learning models when dealing
with asynchronous spiking streams.

1 Introduction

In spite of recent success in deep neural networks (DNNs) [5, 9, 13], it is believed that biological
brains operate rather differently. Compared with DNNs that lack processing of spike timing and
event-driven operations, biologically realistic spiking neural networks (SNNs) [11, 19] provide a
promising paradigm for exploiting spatio-temporal patterns for added computing power, and enable
ultra-low power event-driven neuromorphic hardware [1, 7, 20]. There are theoretical evidences
supporting that SNNs possess greater computational power over traditional artificial neural networks
(ANNs) [19]. SNNs are yet to achieve a performance level on a par with deep ANNs for practical
applications. The error backpropagation [28] is very successful in training ANNs. Attaining the
same success of backpropagation (BP) for SNNs is challenged by two fundamental issues: complex
temporal dynamics and non-differentiability of discrete spike events.

Problem Formulation: As a common practice in SNNs, the rate coding is often adopted to define a
loss for each training example at the output layer [15, 32]

E =
1

2
||o− y||22, (1)
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2.3 Decoupled Micro-Level Model for S-PSP

The derivatives of the S-PSP ek
i|j with respect to the pre and post-synaptic neuron firing counts

are key components in our HM2-BP rule. According to (9), the S-PSP ek
i|j is dependent on both

rate and temporal information of the pre and post-synaptic spikes. The firing counts of pre and
post-synaptic neurons (i.e., the rate information) are represented by the two nested summations in (9).
The exact firing timing information determines the (normalized) post-synaptic potential ǫ of each
pre/post-synaptic spike train pair as seen from (8). The rate and temporal information of spike trains

are strongly coupled together, making the exact computation of
∂eki|j

∂ok
i

and
eki|j

∂ok
j

challenging.

To address this difficulty, we propose a decoupled model for ek
i|j to untangle the rate and temporal

effects. The model is motivated by the observation that ek
i|j is linear in both okj and oki in the limit

of high firing counts. For finite firing rates, we decompose ek
i|j into an asymptotic rate-dependent

effect using the product of okj and oki and a correction factor α̂ accounting for temporal correlations
between the pre and post-synaptic spike trains

eki|j = α̂(t
(f)
j , t

(f)
i )okj oki . (25)

α̂ is a function of exact spike timing. Since the SNN is trained incrementally with small weight
updates set by a well-controlled learning rate, α̂ does not change substantially by one training iteration.
Therefore, we approximate α̂ by using the values of ek

i|j , okj , and oki available before the next training

update by

α̂(t
(f)
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(f)
i ) ≈

ek
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okj o
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.

With the micro-level temporal effect considered by α̂, we estimate the two derivatives by

∂ek
i|j

∂oki
≈ α̂ okj =

ek
i|j

oki
,

∂ek
i|j

∂okj
≈ α̂ oki =

ek
i|j

okj
.

Our hybrid training method follows the typical backpropagation methodology. First of all, a forward
pass is performed by analytically simulating the LIF model (3) layer by layer. Then the firing counts
of the output layer are compared with the desirable firing levels to compute the macro-level error.
After that, the error in the output layer is propagated backwards at both the macro and micro levels
to determine the gradient. Finally, an optimization method (e.g. Adam [12]) is used to update the
network parameters given the computed gradient.

3 Experiments and Results

Experimental Settings and Datasets The weights of the experimented SNNs are randomly initial-
ized by using the uniform distribution U [−a, a], where a is 1 for fully connected layers and 0.5 for
convolutional layers. We use fixed firing thresholds in the range of 5 to 20 depending on the layer. We
adopt the exponential weight regularization scheme in [15] and introduce the lateral inhibition in the
output layer to speed up training convergence [15], which slightly modifies the gradient computation
for the output layer (see Supplementary Material). We use Adam [12] as the optimizer and its
parameters are set according to the original Adam paper. We impose greater sample weights for
incorrectly recognized data points during the training as a supplement to the Adam optimizer. More
training settings are reported in the released source code.

The MNIST handwritten digit dataset [14] consists of 60k samples for training and 10k for testing,
each of which is a 28× 28 grayscale image. We convert each pixel value of a MNIST image into a
spike train using Poisson sampling based on which the probability of spike generation is proportional
to the pixel intensity. The N-MNIST dataset [26] is a neuromorphic version of the MNIST dataset
generated by tilting a Dynamic Version Sensor (DVS) [17] in front of static digit images on a computer
monitor. The movement induced pixel intensity changes at each location are encoded as spike trains.
Since the intensity can either increase or decrease, two kinds of ON- and OFF-events spike events
are recorded. Due to the relative shifts of each image, an image size of 34× 34 is produced. Each
sample of the N-MNIST is a spatio-temporal pattern with 34× 34× 2 spike sequences lasting for
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300ms. We reduce the time resolution of the N-MNIST samples by 600x to speed up simulation. The
Extended MNIST-Balanced (EMNIST) [3] dataset, which includes both letters and digits, is more
challenging than MNIST. EMNIST has 112,800 training and 18,800 testing samples for 47 classes.
We convert and encode EMNIST in the same way as we do for MNIST. We also use the 16-speaker
spoken English letters of TI46 Speech corpus [16] to benchmark our algorithm for demonstrating its
capability of handling spatio-temporal patterns. There are 4,142 and 6,628 spoken English letters for
training and testing, respectively. The continuous temporal speech waveforms are first preprocessed
by Lyon’s ear model [18] and then encoded into 78 spike trains using the BSA algorithm [29].

We train each network for 200 epochs except for ones used for EMNIST, where we use 50 training
epochs. The best recognition rate of each setting is collected and each experiment is run for at least
five times to report the error bar. For each setting, we also report the best performance over all the
conducted experiments.

Fully Connected SNNs for the Static MNIST Using Poisson sampling, we encode each 28× 28
image of the MNIST dataset into a 2D 784 × L binary matrix, where L = 400ms is the duration
of each spike sequence, and a 1 in the matrix represents a spike. The simulation time step is set
to be 1ms. No pre-processing or data augmentation is done in our experiments. Table 1 compares
the performance of SNNs trained by the proposed HM2-BP rule with other algorithms. HM2-BP
achieves 98.93% test accuracy, outperforming STBP [32], which is the best previously reported
algorithm for fully-connected SNNs. The proposed rule also achieves the best accuracy earlier than
STBP (100 epochs v.s. 200 epochs). We attribute the overall improvement to the hybrid macro-micro
processing that handles the temporal effects and discontinuities at two levels in a way such that
explicit back-propagation of the rate-coded error becomes possible and practical.

Table 1: Comparison of different SNN models on MNIST

Model Hidden layers Accuracy Best Epochs

Spiking MLP (converted*) [24] 500-500 94.09% 94.09% 50

Spiking MLP (converted*) [10] 500-200 98.37% 98.37% 160

Spiking MLP (converted*) [6] 1200-1200 98.64% 98.64% 50
Spiking MLP [25] 300-300 97.80% 97.80% 50
Spiking MLP [15] 800 98.71%a 98.71% 200
Spiking MLP (STBP) [32] 800 98.89% 98.89% 200
Spiking MLP (this work) 800 98.84 ± 0.02% 98.93% 100

We only compare SNNs without any pre-processing (i.e., data augmentation) except for [24].
* means the model is converted from an ANN. a [15] achieves 98.88% with hidden layers of 300-300.

Fully Connected SNNs for N-MNIST The simulation time step is 0.6ms for N-MNIST. Table 2
compares the results obtained by different models on N-MNIST. The first two results are obtained by
the conventional CNNs with the frame-based method, which accumulates spike events over short time
intervals as snapshots and recognizes digits based on sequences of snapshot images. The relative poor
performances of the first two models may be attributed to the fact that the frame-based representations
tend to be blurry and do not fully exploit spatio-temporal patterns of the input. The two non-spiking
LSTM models, which are trained directly on spike inputs, do not perform too well, suggesting that
LSTMs may be incapable of dealing with asynchronous and sparse spatio-temporal spikes. The
SNN trained by our proposed approach naturally processes spatio-temporal spike patterns, achieving
the start-of-the-art accuracy of 98.88%, outperforming the previous best ANN (97.38%) and SNN
(98.78%) with significantly less training epochs required.

Spiking Convolution Network for the Static MNIST We construct a spiking CNN consisting of
two 5× 5 convolutional layers with a stride of 1, each followed by a 2× 2 pooling layer, and one
fully connected hidden layer. The neurons in the pooling layer are simply LIF neurons, each of which
connects to 2× 2 neurons in the preceding convolutional layer with a fixed weight of 0.25. Similar
to [15, 32], we use elastic distortion [30] for data augmentation. As shown in Table 3, our proposed
method achieves an accuracy of 99.49%, surpassing the best previously reported performance [32]
with the same model complexity after 190 epochs.

Fully Connected SNNs for EMNIST Table 4 shows that the HM2-BP outperforms the non-spiking
ANN and the spike-based backpropagation (eRBP) rule reported in [21] significantly with less training
epochs.
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Table 4: Comparison of different models on EMNIST

Model Hidden Layers Accuracy Best Epochs

ANN [21] 200-200 81.77% 81.77% 30
Spiking MLP (eRBP) [21] 200-200 78.17% 78.17% 30
Spiking MLP (HM2-BP) 200-200 84.31 ± 0.10% 84.43% 10
Spiking MLP (HM2-BP) 800 85.41 ± 0.09% 85.57% 19

Table 5: Performances of HM2-BP on TI46 (16-speaker speech)

Hidden Layers Accuracy Best Epochs

800 89.36± 0.30% 89.92% 138
400-400 89.83± 0.71% 90.60% 163
800-800 90.50± 0.45% 90.98% 174

method can be easily implemented. We have made our CUDA implementation available online1, the
first publicly available high-speed GPU framework for direct training of deep SNNs.

4 Conclusion and Discussions

In this paper, we present a novel hybrid macro/micro level error backpropagation scheme to train deep
SNNs directly based on spiking activities. The spiking timings are exactly captured in the spike-train
level post-synaptic potentials (S-PSP) at the microscopic level. The rate-coded error is defined and
efficiently computed and back-propagated across both the macroscopic and microscopic levels. We
further propose a decoupled S-PSP model to assist gradient computation at the micro-level. In contrast
to the previous methods, our hybrid approach directly computes the gradient of the rate-coded loss
function with respect to tunable parameters. Using our efficient GPU implementation of the proposed
method, we demonstrate the best performances for both fully connected and convolutional SNNs
over the static MNIST, the dynamic N-MNIST and the more challenging EMNIST and 16-speaker
spoken English letters of TI46 datasets, outperforming the best previously reported SNN training
techniques. Furthermore, the proposed approach also achieves competitive performances better than
those of the conventional deep learning models when dealing with asynchronous spiking streams.

The performances achieved by the proposed BP method may be attributed to the fact that it addresses
key challenges of SNN training in terms of scalability, handling of temporal effects, and gradient
computation of loss functions with inherent discontinuities. Coping with these difficulties through
error backpropagation at both the macro and micro levels provides a unique perspective to training
of SNNs. More specifically, orchestrating the information flow based on a combination of temporal
effects and firing rate behaviors across the two levels in an interactive manner allows for the definition
of the rate-coded loss function at the macro level, and backpropagation of errors from the macro level
to the micro level, and back to the macro level. This paradigm provides a practical solution to the
difficulties brought by discontinuities inherent in an SNN while capturing the micro-level timing
information via S-PSP. As such, both rate and temporal information in the SNN is exploited during the
training process, leading to the state-of-the-art performances. By releasing the GPU implementation
code in the future, we expect this work would help move the community forward towards enabling
high-performance spiking neural networks and neuromorphic computing.
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