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Abstract— The cooperative localization problem consists of a
group of networked agents aiming to find the true probability
density function(pdf) of their states. Unlike existing algorithms
such as Distributed Kalman filters or non-Bayesian social
learning, our algorithm restricts each agent’s estimates to a local
pdf on its own and its neighbors’ state variables. The agents
update these pdfs via local observations of their neighbors and
their shared messages. This partial state estimation problem
is formulated as a distributed constrained optimization in the
space of probability density functions. Consistent estimates
across the agents are enforced with a constraint requiring equal
estimated densities over common states in every communicating
agent pair. Stochastic mirror descent steps are then computed
to develop a novel cooperative estimation algorithm with
geometric averaging over the common marginals to enforce
the constraint. We specialize this algorithm to update rules
with Gaussian observation models and density estimates. The
Gaussian relative position observations are simulated and accu-
racy is compared to Belief propagation and full state consensus
algorithms in varying graph topology.

I. INTRODUCTION

Advances in sensor technology, data processing and com-
munication systems have enabled the deployment of mul-
tiple sensors onboard autonomous robots, connected in a
communication network [12], [26]. Distributed localization
of the sensors in a common reference frame based on
relative measurements is a critical capability needed in such
networks. Fast and accurate localization forms the basis
of services such as target tracking [1], [24], distributed
mapping [14], and task assignment [34]. Localization of
the robot team by a central entity is prohibitive in large
networks due to communication and processing costs, and
is fault-susceptible even in small ones. This motivates the
design of distributed localization algorithms that rely on
local measurements, storage, computation, communication to
estimate the sensor states in a global frame.

Related work: Distributed network estimation algorithms
include diffusion-based approaches [6], where agents share
both observations and estimates, and distributed Bayesian
approaches [15], where agents only share densities over
the state estimates. Bayesian techniques such as the sum-
product algorithm (belief propagation) [33], [31] and con-
sensus pooling [17], [16] can be decomposed into consensus
and likelihood update steps. Consensus algorithm estimates
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converge to true pdf when each agent’s prior is (geomet-
rically) averaged [17], [13] with one-hop neighbors before
applying the usual Bayesian measurement update. Gaussian
distributions versions of the consensus [7], [1] and belief
propagation [9], [4] algorithms have been designed and also
shown to converge. Distributed Bayesian and consensus pool-
ing algorithms require maintaining and exchanging estimates
over entire network’s state, which is not feasible in large
networks. On the other hand, the belief propagation updates
agents’ own state estimates based on their edge likelihoods
and neighbor marginals. When a factor graph contains cycles,
usually present in localization problems, belief propagation
does not guarantee convergence. For reducing the stored
and communicated data across the network, our previous
work [19] details likelihood averaging algorithm for source
localization in sensor-specific subsets in discrete setting.

Network localization may be performed with sensors such
as radar, infrared, acoustic and cameras [2], [11], [20],
modeled via range and bearing models. Several parametric
and non-parametric algorithms have been applied to location
tracking in range [28], [21] and bearing models [32]. The
cooperative approaches require agents to share all estimated
sensor positions in the network. In localization problems
using relative measurements, the notion of network identi-
fiability determines the existence of a unique solution given
the choice of agent observation models. With relative po-
sition measurements, the estimated positions are translation
invariant, which necessitates at least one anchor node with
known position to remove the translation ambiguity [1].
Localization with range-only measurements can be solved
up to an isometry [8], [29], while bearing-only localization
requires a rigid graph for a unique solution [30]. In this work,
we assume that network identifiability holds for the available
observation models.

Contributions: This work proposes novel likelihood av-
eraging rules for distributed estimation that enable learning
agent densities defined over local neighbor states, exploiting
the structure in localization problems with relative (edge)
measurements. We derive the proposed algorithm using dis-
tributed stochastic mirror descent over the space of pdfs
subject to a constraint that the agent pdfs agree over the
intersections of their local neighborhoods. The proposed
algorithm significantly reduces the storage and communi-
cation costs compared to consensus-pooling and distributed
Bayesian algorithms. We specialize the general formulation
to Gaussian estimates and observation models and show
that the algorithm converges in sparse graphs with relative
position measurements where Belief propagation fails.



II. PROBLEM FORMULATION

We consider a cooperative localization problem over a
sensor network with unknown states, where each agent/n-
ode receives relative observations from its neighbors and
estimates its state in a global reference frame [3]. Denote
the state vectors of the n agents as ¢; € X C R, i €
{1,...,n}, where X is bounded. The agents communicate
via an undirected and connected graph G with node set V
and edge set £. The neighbors of agent i, including itself,
are denoted V;. The common neighbors of agents ¢ and j
are V;; £Vn V;. We represent the communication graph
via an adjacency matrix A with entries A;; = 0, if agents ¢
and j are not connected, and A;; > 0 for existing edges and
self-loops. Every such matrix A representing a connected
network can be made doubly stochastic [27].

Each agent’s relative measurements with respect
to its neighbors at each time ¢ are represented
as z;; € R¢ and assumed to be a sample of the

observation model q,(z;;¢|x},x;) € F;. The pdf
space Fy over a variable of /-dimensions is described as,

7= {g € 2@)st [ gle)de = Lg@) 2 0.Ye € Rf} M
X

The vector of all such observations Zi;¢ at agent ¢ is
given as variable z;,, and variable zi.,; represents
the collection of z;; over all n agents. Similarly, the
vector €1, € R™ concatenates (x1,...,2x,). Combining
pairwise observations at an agent, the observation model
for agent i is q;(zity;) = Hjevq; q;(Zij,t|®s, ;). For
agent i, the vector y; € R™? includes neighbor node
states {x;,{x;};cv,}. The observation model for all
agents i8 (Z1.n,¢|®1:) € Fne is written as a product
in observation space [];.y q;(zi¢|y;). These observation
models may represent range, bearing, position and any other
combinations. The true data generating model are defined
with true locations y;, x7.,.

We make the following assumptions to further define
our problem: (a) The communication network is connected
and the graph adjacency matrix A satisfies A1 = 1,4 =
AT and diagonal entries A; > 0,¥i € {1,...,n},
where 1 is a vector of ones. (b) Each agent ¢ estimates a
pdf p;(y;) over the self and neighbor state variables. (c)
Relative measurements are conditionally independent and
conditioned on the neighbor nodes following the observation
model q;(z;¢|{x;};cv,). (d) Relative measurements {z; ;}
at agent ¢ are independent across time.

Problem 1: The network of agents aims at collectively
learning the pdf p(x1.,) € Fna over the unknown agent
positions 1., using edge measurements zi.,; collected at
each time t.

win{ 5 _[f@lf, o)
p (1:n)~D

where f(x1.,) := Dw(q(‘|}.,,)||a(:|]z1.n)). For den-
sity functions q(-|z7.,),q(:|z1.n) € Fne, the KL-

divergence is defined as Dg(q(-|xi. )l a(-|1n)) =
Jpne aClzi) log(a(lzi.,)/ al|zim)).

The optimization presented here follows stochastic pro-
gramming [25] with the caveat that the pdf q(21.,:) =
q(z1:m,¢|x7.,) is unknown, but sampled at each time
step. We can express the minimization problem defined
for finding p(x1.,) € Fnq in terms of sampling av-
erages. We introduce inner product notation (pi,ps) =
Jo Prp2dw, for p1,ps € Fra.

7min { E [D\IJ(Q(len,t)|q(zlzn,t|$1:n))]}
PEFnd (T1:n~D

—uin { B -laeinlogtalzinden Nl | O
PEFnd | T1:n~D

= min E E
PE€EFnd ((Z1:n,t~d(Z1:n,¢) T1:n~P

- log(Q(zlzn,t|ﬂ?1:n))]}

(Fubini-Tonelli theorem)

:mll’l{ E F[p;zl:n,t]} )
D (Z1m,e~A(Z1n,t)

F[ﬁ; zl:n,t] = E [7 IOg(q(zl:n,t|m1:n))}~ 4

T1:n~P

where the first equality after (3), the entropy term | q log(q)
is independent of xi.,. The expectation function in (4)
can be approximated in terms of sampled data zi., . in
objective F'[j; z1.,,¢] at different time steps as,

T
1
min < — Flp; z1. . 5
pEF{TZ [pv 1.n,t]} ( )
t=1
III. CONVEX FUNCTIONALS AND DERIVATIVES

This section introduces the stochastic mirror descent
(SMD) algorithm and its application in function spaces.

A. A primer on the Stochastic Mirror Descent algorithm

The SMD algorithm [5], [18] generalizes stochastic gra-
dient descent (SGD) for convex optimization problems via a
divergence operator. Let g(w; v), with w € R", v € R™, be
a real-valued function which is convex in its first argument.
Consider the stochastic optimization problem:

w

1 T
min Elg(w; )] & = > g(w;vy), (©6)
t=1

where {v;} is a random sequence available online. As T' —
o0, computating the gradient of the objective function may be
infeasible. Instead, the SMD algorithm employs the gradient
Vg(w;wvy) at time ¢ to perform iterative optimization:

. 1
w1 = arg min {(Vg(wt,vt),w> + aD¢(w,wt)} , (D
w t

where (-,-) is the inner product on R™ and Dy (w, w,) is a
Bregman divergence between w and w;.

Definition 1: Consider a continuously differentiable and
strictly convex function ¢ : X — R defined on a convex
set X. The Bregman divergence associated with ¢ for points
w,w € Xis Dy(w, w) := ¢(w)—¢(w)—(Vo(w), w—w).

Choosing ¢(w) = ||w|3, makes D, the squared Eu-
clidean distance and (7) becomes the standard SGD algo-
rithm. The sequence {o; };>1 should be non-summable but



square-summable to ensure convergence. The convergence
rate for minimizing convex functions is (9(%), indepen-
dently of the problem dimension [18].

B. Derivatives and Bregman divergence in functional space

The problem considered in this paper (5) is defined over
the function space J,q of probability density functions p.
Applying SMD to (5) requires generalizing the terms in (7).

Consider functions g1, g2 € LQ(X ™). The standard inner
product on L?(X") is (g1, 92) := [ g1g2dpu, where 1 is the
Lebesgue measure on X™. A subset A of L2(X™) is convex
if and only if ag; + (1 — a)g2 € A for any g1,92 € A
and « € [0, 1]. The set of pdfs F,q in (1) is a closed convex
subset of L?(X™). To define a divergence operator over JF,,4,
we consider the entropy functional ¥[g] = [ glog(g) for
g € Fnq. Entropy is continuously differentiable and strictly
convex as (i) J,q is convex and (i) zlog(x) in z is strictly
convex over the positive real numbers, and the integration
operator is linear, so it holds that Ulag; + (1 — a)gs] <
a¥gi] + (1 — a)P[ge] for all g1,92 € Fpna, 1 # 9o ae.
The Bregman divergence associated with W is the Kullback-
Leibler divergence Dy (g1, 92) := [ g1log(g1/g2) [10].

To finish the extension of SMD to F,4, we need a defini-
tion of functional derivative. To evaluate how a functional
F changes in the vicinity of g € L?(X™), we consider
variations of g defined as g + en, where € L?(X™) and
€ > 0 is a small scalar. For fixed g,n, F[g+e€n] is a function
of € and limits can be evaluated in the usual sense.

Definition 2: A functional F : L2(X") — R is Gateaux
differentiable at g € L*(X™), if

F'lg;n] := lim Flg+en] — Flg|

e—0t €

(®)

exists for any n € L?(X™) and there is an element %—Z €
L?(X™) such that %n = F'[g;n).

Proposition 1: For p, g € F,4, the Gateaux derivative of:

D Llp] = (p,g) is £ =g,

2) V[p] = (p,log(p)) is 55 =1 +logp.

3) Du(pllg) = (p,log(p/g)) is 232 = 1+ log(p/g).

Proof: The derivative of L[p] follows by the definition.

The directional derivative of W[p| along n € F is,

1
Vigsn] = lim = (/(g +en)log(g + en) — /glogg>

1
=/ lim —((g + en)log(g + en) — glogg) =/nlog(g)+m
e—0t €

where we use the dominated convergence theorem [23] to ex-
change the limit with the integral (as e can be taken to be 0 <
€ < 1, we have that (f+en)log(f+en) < (f+n)log(f+n),
which is an integrable function). The derivations for linear
and entropy functionals may be summed to obtain the KL-
divergence derivative. [ ]

IV. STOCHASTIC MIRROR DESCENT OVER THE
PROBABILITY SIMPLEX

This section derives the existing distributed algorithms for
extensions to marginal space updates. We apply the SMD

algorithm to an optimization problem over the probability
simplex F in the form specified in (3). We start with deriving
the additive structure of F[p;z1.,¢] = >y Filp; zi4l,
where Fj[p;z] := —(logq;(z|"),p(:)) and exploit this to
obtain a distributed SMD formulation.

A. Centralized SMD

With {p; }+>0 as iterates of SMD algorithm and Dy (p||p;)
as the Bregman divergence between p,p; € Fpg
(c.f. Sec. III), the SMD algorithm applied to Eqn. (5) is:

. oF 1
P41 = arg gg}l{<%[pt, Z1:n,t],;0> + oTt D\P(p||pt)} )

Proposition 2: The optimization problem in (9) has a
closed-form solution:

oF
praC) e~ nsznnd ) m). (10
Proof: Problem (9) is an equality-constrained opti-
mization over the pdf space F,4. To take the constraint
Jp={(1,p) =1 into account, we consider the Lagrangian:

Lip ) = <‘;—Z[p]p> + L Dulpllp) A ((15) — 1),

where A is a multiplier. The variation of £ w.r.t. p is:
0L  OF
op  Op

Setting the variation to zero and solving for p leads to:

1
[Dts Z1im,t] + o (1+logp —logps) + A.
t

—l—atA—oy %[pt(')azl:n,t}

p()=e pe(-)-

The value of A\ can be obtained from the constraint:

1= [pty = e [emtmOmoy ),

Z

showing that p(-) = + exp (—at%(pt(-), Z1:n,t)> pe(). W
For our specific choice of F[p, 21.n.¢],
)
(log q(z1:n,e]-), P(*))

OF
E Lpt(')a Zl:n,t] - _%

= - IOg q(zlzn,t| )

p(-)=pe(")

(11

Applying Prop. 2 leads to the following SMD algorithm over
the probability simplex:

pt+1(w1:n) X q(zlzn,t|w1:n)atpt(w1:n)' (12)

B. Distributed SMD

Instead of solving the optimization problem (5) cen-
trally, we observe the additive structure of F' to obtain
a distributed formulation, in which agents keep local es-
timates p;; € JFpq of the state pdf. The key idea was
proposed in [16] based on the observation that we can
introduce new agent-specific variables p; = p in (2), along
with a constraint that their values agree, p; = p; for all
i,7 € V. Using the nodal independence of z; in obser-
vation models log(q(z1:n|®T1:m)) = Y iy log(a;(zi|®1:0))
and data generating densities q(21.nt) = [[;cp di(Zit)



on Eqn. 4, the distributed objective satisfies F[p, z1.,] =
Yoy Filpi, zi4] s,

Filpi,zig) = E [—log(q;(2it|T1n))]-

L1:n~Pi

13)

The agent-wise optimization yields the same results as cen-
tralized upon enforcing the constraint p; = p;, Vi, j € V.

The SMD algorithm can now be applied locally at each
agent i with iterates p;;(«1.,). To eventually enforce the
agreement constraint, p; = p;, [16] uses geometric averaging
with stochastic weights A;;, depending on the network
structure, of the pdfs p;

pzt O( H p]t Ais .
JEV;
Thus, the local SMD problem becomes:

1
— Dk1 (p, H pf?
2,t jev:

it )ap>+

)}, (14)

15)

min {—(log a(

PEFnd
leading to the distributed update rule:

i1 (®1n) < Q(2iplTrn) 0 [ pie(@rn) .
JEVI

The convergence of the algorithm in (15) has been shown
in [16]. Applying (15) to the localization problem, leads
to a distributed algorithm but the amount of information
maintained and exchanged by the agents is still nd di-
mensional because p;; € JFpq4. This significant memory
and communication requirement is counter-intuitive because
agents are interested in estimating only their own states
x; € R? and do not necessarily care about the states of
the entire network. Our main contribution in the following
section allows pdfs defined only over the local neighborhood
of ¢ to be maintained and exchanged.

V. PROPOSED MARGINAL CONSENSUS ESTIMATION
ALGORITHM IN PARTIAL SPACES

For localization networks with relative measurements, the
pdfs are defined on the partial space of local neighborhood
states ;. This section derives the objective function based
on observation models in y,, propose an algorithm and
specialize it for Gaussian densities. We write the centralized
objective in terms of observation models p,(+|y,), and follow
the steps in distributed SMD section to decompose the
function along agent ¢’s observations z;;. We start with
showing that the centralized estimation of node states in
equations (2) to (3) can be distributed along agents in partial
neighbor state space given by y,.

min E_[Du(a(z1n0) | a(z1n0ly:)
=Y min B [Du(a;(zo0)l 0 (2l
i€V ‘

The decomposition leads to a distributed version of (3)
by introducing pdfs’ p;(y;) along with constraints ensuring

agreement on common states estimated by any two agents.

Zmln E

min F[p; z4]
P o P v

[—(q;(2it), log a;(zi¢|y;))],

further leading to the approximation,

min F[p; z¢] = Zmlll [ log(a; (zi,t|y;))]
P o PP t""q
= Zmlnz —log(q;(2i )]
% Py

The distributed objective function then becomes,

Filpi;zigl = E_
Y;~Di

[~ log(a;(zidly:))).  (16)
The SMD algorithm locally learns pdf over local neighbor
variables pZ +(y;) with likelihood update as the Gateaux
derivative 5, Fi[pi; zit]) = —log(q;(2i¢]y;)), the same as
presented in (15). The agent wise optimization matches the
centralized estimates under the constraints p; = f X\ D,
which depend on the unknown global p. Therefore, the
constraints are instead represented as agreement in marginal
agent pdfs p;,Vi € V over a common space,

/ﬁidwk\kev,,\v,,j = /ﬁjdfﬂdkevj\vw v(i,j) € €.

Since every agent’s state is estimated by its one and two-hop
neighbors, all marginals of the estimated pdfs on any com-
mon set of variables are equal. These constraints requiring
marginal agreement on edges are enforced with geometric
averaging on self-conditional and neighbor-marginals prod-
uct pj; ¢+ as detailed below. Each agent messages marginal
density estimates p;; ; over common states to neighbors.

~ A
Pi,t H (Pji )"
JEV:
ﬁji,t = pi,t({wk}kevi\vu

{wk}kEVij )pji,t({wk}kGVij )7
piit({®ktrev,;) = /pm({ﬂﬂk}kevj)dwmkevj\vij-

Our Algorithm 1 thus consists of the following steps: edge
merging, geometric pooling, likelihood update and mes-
sage generation performed by each agent at each time step.

Data: estimate p;+(y,), weights {A;;};ev,, neighbor
messages pji,¢({Tk frey,;), measurement z; ¢,
measurement model q;(z;+|y,)

// Combine neighbor estimates.

for j € V; do

Product of j’s marginal and 4’s conditional:

Dyie = it ({®rteev\v,; {Er eev; i ({ @k rev; )s

Weighted average: pi,(y;) := [[,cy, Piie(y;)

// Bayesian update.

Pit+1(Y;) = ai(Zi,e41]Y;)Die (Y5):

// Generate neighbor messages.

for j € V; do

Find common neighbor marginal

Pije+1({Trtrev,;) = fvwij Die+1(Y:);3

Algorithm 1: Marginal density averaging at agent ¢




In comparison to distributed algorithm in Section IV-
B, this algorithm reduces the size of the communicated
messages from a density over all the network states in V' to
a partial common set V;; between sensors (¢, j). Whereas,
on computational front, there is an added step for finding the
conditional density at each node. This trade-off depends on
the number of connections in the sensor network.

Gaussian marginal density averaging

This section specializes our proposed Algorithm 1 to
Gaussian marginal updates. We present the Gaussian estimate
equivalent to the four algorithm steps in the following
lemmas. Here, we denote a Gaussian random variable with
mean g and information matrix as € N(u, Q71), and its
associated density function as ¢(-|u, Q271).

Lemma 1 (Neighbor messages): The marginal density of

—1
the Gaussian pdf ¢ ({i;] [Zl} 7 {g; g;j ) with re-
2

spect to @ is given as,
1
¢($1’H1, (911 1285, Q21) )-
Lemma 2 (Pre-edge merging): Let (X7, X2) be random
vectors reTresented by a joint Gaussian distribution with

H1 Qi1 Qo The

and information matrix 2 = .
Qoo

mean
Q21

2
pdf associated with conditional distribution is,

(X1| X2 = @2) ~ N (1 — Q' Qo (2 — M2)7Qf11) .
Proposition 3 (Edge merging): Let X1, Xo be random
vectors with a joint Gaussian distribution. Assume that
X, conditioned on Xy = mzo is distributed as N (u —
Qu Qa(w2 — ,ug) Qfl) and that the marginal distribution

of Xy is M (fiz, 25 ) Then, X; and X, joint distribution is

1
i+ Q' Qo (e — fi2)| [Qu Q12
N ([ M2 Ol Qoo + QL0 Qe ’

Lemma 3 (Geometric averaging): Let Q, =Y i | A;Q;.
The weighted geometric product of Gaussian density func-
tions ¢(x|u;, "), Vi € {1,...,n} with corresponding
welghts A; s glven as,

H¢w|:u’lv 7_¢< ‘Q 121491/1'1’ )

Lemma 4 (Likelihood update): Let the likelihood density
be described as q;(zi:ly;) = ¢ (i Hiy,, Vi). Then the
posterior Gaussian density obtained as likelihood prior prod-
uct ¢ (zi ¢ Hiy;, Vi ') & (95 1, 071) s

N((H;V;Hz +Q¢>71(H1TV¢ZM+Q¢M¢), (HIWHi-f—Qi)il)

These results lead to the closed-form implementation as
described in Algorithm 1.

VI. SIMULATIONS
A. Cooperative localization with relative measurements

Consider a network of 10 nodes with unknown loca-
tions * = [z;];ey, ®; € R2, which perform cooperative
localization via noisy relative measurements. To guarantee
network identifiability, and since the states lie in a two-
dimensional space, we assume there is one unique anchor
node with a known position in the network. Each node i
obtains relative measurements from node j of the form z;; =
(xj—x;)+€,e~N(0,V;),V; = L. The collected measure-
ments at node ¢ at time ¢ are given as z; ¢ = [Zijt]jev;-

1) Full state estimation (FS): The Gaussian form of the
distributed SMD for the state vector z = [z] ...z, ]" and
observation model q,(x) = N (H;z,V;) for each i € V, is
given in [1]. The update rules employ the mean p;; and
information matrix €; (= X; 1) for each agent as

Qi = Z Q15 piy = Q;tl(z Qi1 t—1)-
JEVi JEVi
2) Belief propagation (BP): This long-established, dis-
tributed algorithm aims to compute a joint probability
distribution of the form [[;_, p;(x;), where p;(z;) (with
S pi(x) = 1) refers to the pdf representing the agent
estimate of «; in the network. In absence of any loops in the
communication network, BP [22] has been shown to estimate
the correct marginals at each node. BP implements message
generation and pooling steps as follows

i 5131 Zqz z”|m“"n1 pzt -'Bz H Mi—1,kj 331)
kev;\i
i, t—1{L4 -m x
pi,t(ﬂ?i)z Dit 1( z) HkEVz kz( l)

> i1 Pia—1(a) ey, mu ()

BP incurs into a significantly larger number of messages
passed between agents as compared to the method presented
here.

A Gaussian BP algorithm is described in [4] for agents
with observation model z; = H[a:Z :cj] + €, ~

N(0gx1,9Q7), with H = [—1 1] ®14, where ® is a kronecker
product. The update rule for each agent is given as

—1
Qjje = E Qije—1; tige = Q5 E Qije—1pbije—1 | »
i€V i€V

which depends on the messages sent to j from ¢ € V;:

Qii, - Q'i, -1 0 z
Dije = [ ! 0 et O] + HQ?H;,
o TP
Mg = QZ_Jlt ({EkE{Vi\J} Om’t Hit 1} JrHiTszz'j,t) .

3) Algorithm comparison: We compare our algorithm for
Gaussian estimates with the previous ones. Figure 1 presents
the performance of the three algorithms for a ring network.
As expected, the FS estimation performs better than our
algorithm based on partial updates, which outperforms BP.
In fact BP fails to converge in a reasonable amount of time,
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Fig. 1. (Row 1) Convergence of self-estimates to true agent positions.
(Row 2) Estimate error for each agent’s self estimate across time. (Row
3) Maximum eigenvalue of the self-covariance estimates in BP, full, and
partial state estimation algorithms for a ring network of 10 agents.

TABLE I
COMPARING THE ITERATIONS AND COMMUNICATED NUMBERS FOR
CONVERGENCE TO A FIXED ERROR IN A 25-NODE GRAPH

Iterations Information units
BP FS CS BP FS CS
Line NA 18 1356 NA 2203k 1301k
100 edges 9 2 28 298k 846.6k 291k
287 edges 7 2 15 51k 1856k 2709k

whereas our algorithm does. Based on the log singular value
updates of self-covariance, BP and the proposed algorithm
exhibit more confidence in their estimates compared to the
full-state algorithm. We next compare the amount of shared
information needed to reach the same estimated error level in
Table I over a 25-node network. We define that communicat-
ing d-dimensional Gaussian densities requires sharing d -+ d>
units corresponding to the mean and covariance respectively.
Even though the proposed algorithm requires more iterations
for convergence, fewer information units are shared over the
network than full state iterations in relatively sparse graphs.

Figure 2 presents the results for a large-scale network of
100 nodes and 400 edges, showing convergence in each case.
For dense graphs, we observe that BP converges faster than
our proposed algorithm. We also observe that the log singular
value of the covariance matrix converges faster for BP than
for other methods. This confidence does not coincide with the
quality observed in the full-state updates. The computation
complexity of our algorithm is contingent upon the number
of matrix inverses. We observe that computational time
progresses from BP, full-state estimation and our algorithm.

To further contrast our algorithm and BP, we simulated
several 10 node networks with increasing number of edges
in {9,...,45}. In all cases, we observed that the full-
state algorithm outperformed the other two algorithms wrt
final error estimates. An interesting pattern was observed
between BP and proposed algorithm. The latter outperformed

Belief propagation Full state updates

Conditional updates

14+ 7 | oe 4 14}
12 4 12f 4 12+
10 10 10
8 81 8 1
6 6 6
4 4t 4
2 2 2 1
0 0 0

0 100200 300 400500600700 0 100 200 300 400500 600 700

o ; Y i
-3 |
-4 -4

0 50 100150200250300350400

0 100200 300 400 500 600 700

0 50 100150200 250300350400 0 50 100150200 250 300 350 400

Fig. 2. (Row 1) Self position estimates among agents and (Row 2) Max-
imum eigenvalue of the self-covariance estimates in a 100-node, 400-edge
connected network via BP, full, and partial state estimation algorithms.
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Fig. 3. Error in self position estimates via BP, full and partial state
estimation algorithms. (a) With increasing graph diameter after 500 steps.
(b) With increasing connectivity captured by Fiedler Eigenvalue.

BP accuracy for lower connectivity networks with fewer
edges. Figure 3 shows how lower connectivity measured by
Fiedler eigenvalue implies that BP performs worse than our
algorithm, while being comparable in denser graphs.

VII. CONCLUSIONS

This paper presents a distributed and scalable estimation
algorithm to solve cooperative localization problem. We pose
this problem as a joint optimization in space of pdfs, as a pdf
formulation allows for characterizing higher order moments
of the estimated positions. The optimization is subject to
constraints over estimated pdf’s marginals to ensure estima-
tion consistency. The proposed algorithm employs a novel
edge averaging estimation step that follows likelihood update
in SMD optimization. We then specialize this algorithm
to Gaussian estimates and compare its performance with
well established Belief propagation and full state estimation
distributed algorithms. Simulations show that our algorithm
converges on sparse networks, where Belief propagation
fails, and remains competitive w.r.t. other cases.
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APPENDIX
PROOF OF PROPOSITION 3

Let X;, X5 be random vectors with a joint Gaussian
distribution. Assume that X; conditioned on X5 = x5 is
distributed as N (p1 — Q7 Qua(z2 — [1,2) Q7" and that the
marginal distribution of X is N (fiz, Q55 ).

Using the reparametrization trick, X1|Xs = x5 can be
expressed as the sum of a deterministic “mean” component
and a zero-mean random variable Y ~ N(0, Q)

X1 = Q1_11912332 + p1 + 91_11912ﬂ2 +Y

Let us now compute the product of the condi-

tional py (x1|x2) with the marginal po(x2),

E[z ] 2,
E[z1] = Eg,

/ P2
T2

= Q11 Do (po — fiz) + pa-

We can now compute the covariance matrix of the new
distribution. We know that E[(zo — fio)(x2 — i2) '] = 2_21

The random variable Y is independent of X» by definition,
thus we get,

E[(z1 — Ela1]) (@1 — E[z1]) ']

= Q' QE[(22 — fi2) (2 — fi2) 125025 +E[gn’]

= O3 Q205 QL + Q1

E[(@1 — E[1]) (2 — Efza]) ']

=E[(@1 — (Q0y' Qa(p2 — x2) + 1)) (z2 — f2) ']

=E[—(z1 — pa) (@2 — fiz) | — Q' Qua(x2 — p2) (@2 — fiz) ']
=0 — 27 Q2

E[(5 — E[zs]) (@1 — E[z1]) '] = — Q2 015017,

E[(a5 — E[zs]) (w2 — E[z2]) '] = Qo'

[Elz1|xo]]

Qn Quo(p2 — x2) + p1) das

Using the following block matrix inversion formula on the
covariance matrix blocks,

A B]I7' [af 91292;9 QH + o7}
¢ p| =~

—05;05L,07)

Qn Q12922 } o
0z

we can obtain the updated normal distribution as
N ([9111912(#2 — [i2) + ul} 7 {QH Q12

-1
ﬁ? QIQ 5222 + Q;FQQ;llng:l )



