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Abstract—RRT™ is one of the most widely used sampling-
based algorithms for asymptotically-optimal motion planning.
RRT”* laid the foundations for optimality in motion planning
as a whole, and inspired the development of numerous new
algorithms in the field, many of which build upon RRT" itself.
In this paper, we first identify a logical gap in the optimality
proof of RRT™, which was developed by Karaman and Frazzoli
(2011). Then, we present an alternative and mathematically-
rigorous proof for asymptotic optimality. Our proof suggests
that the connection radius used by RRT* should be increased

from ~ (bﬁn)l/d to v’ (k’%)l/(d+1) in order to account
for the additional dimension of time that dictates the samples’
ordering. Here ~,~’ are constants, and n,d are the number

of samples and the dimension of the problem, respectively.

I. INTRODUCTION

For many robot motion-planning applications, feasibility
is not enough—we further desire path plans that are of high
quality, reflecting a need for robots that can achieve their
goals with efficiency, alacrity, and economy of motion. To
this end we seek planning algorithms that can be trusted,
whatever obstacle environment a robot faces, to produce
optimal or near-optimal plans with minimal scenario-specific
tuning. The advent of the asymptotically-optimal rapidly-
exploring random tree (RRT*) algorithm [1] has ushered in a
decade of theoretical and practical successes in the develop-
ment of optimal sampling-based motion-planning algorithms.

Although proposed in its initial form for the case of
minimum-length path planning for robots without dynamic
constraints, RRT* has been extended to handle kinodynamic
planning problems [2] including robotic systems governed
by non-holonomic constraints [3], more expressive costs
accounting for robot energy expenditure [4], [5], and even to
plan paths that minimize violation of safety rules [6] or that
otherwise balance performance considerations with safety
constraints [7]. Heuristic modifications to the core algorithm
have also been demonstrated that improve practical RRT*
implementations [8], [9].

Each of these extensions leverages the simple yet powerful
iterative local graph-rewiring technique introduced by RRT*
to enable convergence to the optimal solution (as computa-
tion budget increases), provided an appropriate choice for the
scaling of the rewiring radius as a function of sample count.
Moreover, each of these extensions draws upon the original
analysis presented in [1] for the fundamental asymptotic
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scaling of this algorithm parameter; this analysis is therefore
core to each of their optimality guarantees.

Contribution. The primary contribution of this paper is an
in-depth study of the theoretical analysis underpinning the
asymptotic-optimality criterion for the RRT* algorithm. In
revisiting this analysis, we identify a logical gap in the orig-
inal proof and provide an amended proof suggesting a larger
radius scaling exponent to ensure asymptotic optimality. The
impact of this paper is potentially far-reaching in the large
number of works that currently appeal to RRT* optimality
to make their theoretical guarantees.

The paper is organized as follows. Section II provides
preliminaries and a description of RRT*. In Section III we
review the original optimality proof of RRT* and identify a
logical gap within it. In Section IV we provide the main
contribution of this paper, which is an alternative proof
that circumvents this logical gap. We conclude the paper in
Section V.

II. PRELIMINARIES

We provide several basic definitions that will be used
throughout the paper. Given two points z,y € R?, denote
by ||z — y|| the standard Euclidean distance. Denote by
B, (z) the d-dimensional ball of radius > 0 centered at
z € R% Define B,(T') := U,cp Br(z) for any T' C R<.
Similarly, given a curve o : [0,1] — R%, define B,.(0) =
U.cjo.1) Br(e(7)). For a subset D C R?, |D| denotes its
Lebesgue measure. All logarithms used herein are to base e.

A. Motion planning

Denote by C the robot’s configuration space, and by F C C
the free space, i.e., the set of all collision free configurations.
We assume that C is a subset of the Euclidean space. For
simplicity, let C = [0, 1]¢ C R? for some fixed d > 2. Given
start and target configurations s, ¢t € F, the motion-planning
problem consists of finding a continuous path (curve) o :
[0,1] — F such that o(0) = s and o(1) = t. That is,
the robot starts its motion along o at s, and ends at ¢, while
avoiding collisions. An instance of the problem is defined by
(F,s,t). We consider the standard path length as a measure
of quality:

Definition 1. Given a path o, its length (cost), which
corresponds to its Hausdorff measure, is represented by

c(o) =

sup S o) - o(misi)ll.
neN; ,0=1<..<mn=15"3
We proceed to describe the notion of robustness, which is
essential when discussing theoretical properties of sampling-
based planners. Given a subset I' C C and two configurations



z,y € I', denote by Eg’y the set of all continuous paths,
whose image is in I', that start in = and end in y, i.e., if
o€ XL, then o : [0,1] — T and 0(0) = z,0(1) = y.
We mention that the following definition is slightly different
than the one used in [1], [10].

Definition 2. Let (F,s,t) be a motion-planning problem.
A path o € X7, is robust if there exists 6 > 0 such that
Bs(o) C F. We also say that (F, s, t) is robustly feasible if
there exists such a robust path.

Definition 3. The robust optimum is defined as
¢ =inf {c(o)|o € Eit is robust} .
B. Algorithms

While our main focus in this paper is the RRT* algorithm,
we also rely on the properties of the RRT algorithm, which is
described first. The following description of the (geometric)
RRT algorithm is based on [11] and [1].

Algorithm 1 RRT (Zinit = S, Tgoa1 1= t,1,7)
IV = {m}
2: for j =1tondo
: Zrand < SAMPLE-FREE( )

3
4 Znear & NEAREST(Zpand, V)

5: Tnew < STEER(xneary Lrand, 77)

6:  if COLLISION-FREE(Znear, Tnew) then

7 V = V U {:Cnew}; E=F U {(xneanxnew)}
8: return G = (V, E)

The input for RRT (Algorithm 1) is an initial and goal
configurations Tinit, Tgoal, NUmMber of iterations n, and a
steering parameter 7 > 0. RRT constructs a tree G = (V, E)
by performing n iterations. In each iteration, a new sample
Trand 18 returned from F uniformly at random by calling
SAMPLE-FREE. Then, the vertex ..., € V that is nearest
(according to || - ||) t0 &yana is found using NEAREST. A new
configuration z,ey € A& is then returned by STEER, such that
Tnew 18 ON the line segment between Tjear and Xang, and the
distance ||Tpear — Tnewl|| is at most 7). Finally, COLLISION-
FREE(Zpear, Tnew) checks whether the straight-line path from
Tpear 10 Tpew 18 collision free. If so, zpew 1s added as a vertex
to G and is connected by an edge from ;.

We proceed to describe RRT* [1] in Algorithm 2. Ev-
ery RRT* iteration begins with an RRT-style extension.
The difference lies in the subsequent lines. First, RRT*
attempts to connect the tree to Zney from all its neigh-
bors in V' within a min{r(|V|),n} vicinity (lines 7-15).
Notice that the expression 7(|V|) determines the radius
based on the current number of vertices in V. (The op-
eration NEAR(Zpew, V, min{r(|V]),n}) returns the subset
V'O Buingr(1v]),n} (Tnew), i.€., the vertices that are within
a distance of min{r(|V]),n} from z,ey.) However, it only
adds a single edge to xpey from the neighbor xpmi, € Xyear
such that COST(Zpew) is minimized (line 16). In the next
step, RRT" attempts to perform rewires (lines 17-21): with
the addition of x..y, it may be beneficial to reroute the
existing path of Zpey to use Tpew. RRT* checks whether

changing the parent of Zyeyr t0 be Tnew reduces COST(Zpear)-
(PARENT(Zpeyr) Teturns the immediate predecessor of Xpeqr in
G. cosT(x) for x € V returns the cost of the path leading
from zj,; to x in G.)

Algorithm 2 RRT* (Zinit := 8, Zgoa1 :=,N,7,7)
1: V = {ini}
2: for j =1ton do

3 Zrand — SAMPLE-FREE( )

4:  Zpear ¢ NEAREST(Zpand, V')

S: Tnew STEER(mnean Lrand 7])

6.

7

8

if COLLISION-FREE(Znear, Tnew) then
Xhear = NEAR(xneW7 v, min{"“("/‘), 77})

V =V U{Znew}

9: Lmin = Lnear

10: Cmin = COST(xnear) + Hxnew - mnear“

11: for znear € Xnear do

12: if COLLISION-FREE(Znear; Tnew) then

13: if COST(Znear) + || Tnew — Tnear|| < Cmin then
14: Lmin = TLnear

15: Cmin = COST(xnear) + Hxnew - xnear“

16: E = EU{(Zmin, Tnew) }

17: for xnear € Xpear do

18: if COLLISION-FREE(Znew, Tnear) then

19: if COST(Znew) + ||Tnear — Znew|| < COST(Znear) then
20: Zparent = PARENT(Znear)
21: E=FU {(l'new, CL'near)} \ {(fﬂparem, xnear)}

22: return G = (V, E)

Remark 1. As mentioned above, RRT* performs extensions
of the tree in a manner similar to RRT. That is, STEER
generates Tnew, Which lies on the straight line connecting
Znear, Trand>» SUCh that ||Zpew — Znear|| < 7. Note that initially
Tnew 7 Trand, DUt once the space is sufficiently covered by
G, ie., when F C |J,cy By(v), then in all the following
iterations it will hold that Z,ew = Zrang. This property will
be important in the analysis of RRT*, as it indicates that
Tnew 18 uniformly sampled from JF. This notion will be
formalized below. For now, it is useful to note that given
the same sequence of samples, RRT and RRT* will generate
two (possibly distinct) graphs that have a common vertex set.

III. ORIGINAL OPTIMALITY PROOF

In this section we review the original proof [1] for
asymptotic optimality of RRT*, and point out a logical gap.
Specifically, Theorem 38 in [1] states that if the connection
radius used by RRT* is of the form

1/d
TKF(n) — KF (k)gn) : (1)

n

where n € N, and for some constant v*F > 0, the cost
of the solution obtained by RRT* converges to the robust
optimum c* as n — oo, almost surely.

A. Review of previous proof

We provide a sketch of the original proof and identify a
logical gap. We mention that our definitions of robustness
(Definition 2) and robust optimum (Definition 3) are simpli-
fied versions of the ones used originally in [1], where the



Fig. 1.
Bni,..

Illustration of the components in the original proof [1]. (a) The robustly-optimal path o is drawn as a black curve. (b) Discs represent the balls
.» B, » whose centers are denoted as red bullets along o-. The path o, connecting samples between adjacent balls in an increasing order is

illustrated as a blue curve. (c) A problematic scenario (Section III-B), where the RRT* tree GG yields a suboptimal solution, is depicted in green.

latter are slightly less convenient to work with (especially in
correction of the proof which we give in Section IV). We
thus adapt the original proof details presented in this section
to our setting. We emphasize that the logical gap is unrelated
to those definitions, and our argument presented below can
be easily remapped to the original formulation.

Recall that the sample set of RRT* consists of n time-
labeled configurations. Denote by {X,..., X, } the sample
set, where indices denote the order in which the samples
are drawn. Fix ¢ > 0 and let o. be a robust solution
path such that c¢(o.) < (1 4 ¢)c*. The proof constructs a
sequence of M,, < n identical balls B,, 1,..., B, u, that
are centered on some equally-spaced points along o.. The
size and spacing of balls is set so that (a) o, is completely
covered by them, (b) Ui\il B,; € F, and (c) for every
1<i< M,z € B, € Byt it holds that ||z — || <
rXE(n) < rXF(|V|). Furthermore, it is shown in [1] that given
x; € B, ; for every 1 < ¢ < M,, the length of the path o
connecting each x; to the point in the next ball with a straight
line converges (as n — 00) to the length of o, (see Figure 1).

The proof establishes that if for every 1 < ¢ < M,, there
exist Xj,, X;, ., such that () X;, € By, Xj,., € Bnit1
and (ii) j; < jiy1, then RRT* is asymptotically optimal (see
Section G.3 in [1]). The rationale behind these conditions
is as follows. Condition (i) makes sure that the optimal
path is approximated by samples drawn by RRT*, i.e., for
every point along o, there is a sample point in its vicinity.
Condition (ii) ensures that RRT* will have the opportunity to
add a directed edge from X, to X, : as X, is sampled
after X;, then RRT* would consider drawing a directed
edge from the latter to the former, considering the fact that
X, € NEAR(X, ,,V,min{r(n),n}) (this is formalized in
Claim 1 below). Observe that (n) is used as a conservative
lower-bound for (|V]) throughout [1], as we do too.

Consequently, the proof deduces that if these conditions
are met RRT™ is guaranteed to find a solution with cost at
most ¢*(1 + €) with probability that converges to 1 as n —
oo. In particular, denote by Xj,,..., X, ~the sequence of
samples satisfying the conditions above, and let o,, be a path
that is induced by those M,, samples in the prescribed order.
Then the claim is that the solution returned by RRT* is of

length ¢(oy,), if not shorter.

B. A logical gap

We identify an issue with the proof technique described
above, and in particular with the conditions (i) and (ii).
We assert that the line of reasoning mentioned above
overlooks the fact that the existence of pairwise sequential
samples does not directly imply the existence of a whole
chain of samples with a proper ordering such that a path
in G traces through all the balls in sequence. That is, the
fact that for every 1 < i < M, (i) there exist X;,, Xj, |
such that Xj;, € By, Xj,., € By and (1) 75 < Jiy1,
does not necessarily mean that (iii) there exists a sequence
Jj1 < j2 < ... < jum, such that X;, € B, ; for every
1 <4 < M,,; (iii) is a sufficient (but not necessary) condition
for recovering a path that is at least as good as o,,.

Consider for instance the case where X, € B, ;, X;,., €
Bniv1, X5, € Bniy1,Xj,, € Bpiy2 and ji <
Jit1sJip1 < Jipo» DUt ji o < j;, where there are two points
X, Xj;+1 that fall into the same ball B, ;41 (se¢ Figure 1
(). Define X{" ' = {Xy,..., X;,_1}, B ' = U, B
and let X = X{"~' 0 BI™ 0 B,j,yx(X},). Namely, X7
contains all the sampled points that were drawn before X;,,
which lie in previous balls along 0., and whose distance
from X, is at most r(j;)¥F.

Now assume that XZ = (). We can choose the current
structure of GG and the locations of Xj,, X;, = such that
the only directed edge that is added in iteration j; is
(Xj:,,,Xj,), ie., from X;;  to X, (rather than the other
way around). Note that in iteration j;y; the addition of
sample X, ., would not resolve this problematic wiring
since the latter sample will be connected by a directed edge
either from X, or Xj£+1. Moreover, we can repeat this
argument for preceding balls to yield a long chain of samples
that are connected in the opposite direction.

In this discussion it is important to keep in mind that
RRT* performs rewiring (i.e., changing the predecessor of
a given vertex) only locally (lines 17-21 of Algorithm 2).
That is, in order to force a rewiring of a given vertex X
RRT* must sample a vertex Tpey in the vicinity of X, and
this rewiring would not cause a chain of rewires for X;s
predecessors or successors in (. Consequently, in order to
reverse the direction of the aforementioned chain from X e
RRT* would need to sample new vertices along the chain



in the correct order. For a more detailed example see the
appendix.

As we show in our proof in the next section, condition
(iii) is in fact sufficient to guarantee asymptotic optimality,
and we prove that it indeed holds with high probability when
we slightly increase the connection radius from Equation (1),
and modify the constant yXF

IV. ALTERNATIVE PROOF

In order to account for the additional dimension of tirpe,

. . Eass
we set the connection radius to be r(n) = v (log" o,

where 7 is a constant that will be determined below. We
state our main theorem and provide an overview of the proof.
The full proof is presented later on. Note that our result
suggests that the exponent should be decreased from 1/d
to 1/(d 4+ 1), which yields a larger radius overall. Denote
by o, the path connecting s to ¢ returned by RRT* after n
iterations. Recall that ¢(o,,) denotes its length (in case that
no solution is found, the length of o,, is assumed to be co).
Our main theorem, which appears below, states that if  is
set correctly, then the cost of the solution returned by RRT*
is upper-bounded asymptotically by (1 + &)c*, where ¢* is
the robust optimum, and ¢ is a tuning parameter. Additional
tuning parameters that appear in the theorem are as follows:
7 is the steering size of RRT* (Algorithm 2, line 5), while
w1 and 6 are constants whose purpose will become clear in
the proof of the theorem.

Theorem 1. Suppose that (F,s,t) is robustly feasible and
fixn >0 e€(0,1)," 0 € (0,1/4), and p € (0,1). Define
the radius of RRT* to be

Mmzv(mm)ﬂﬂ @

n

such that

(1+e/4)c |f0 e

> (2460 <
N CER i R
where (g is the volume of a unit d-dimensional hypersphere.
Then

lim Prle(o

Jim. n) < (1+e)c] =1

Our proof of Theorem | proceeds similarly to the proof
of the asymptotic optimality of FMT* [10] (which is in turn
based on [1]), but with additional complications due to the
time dimension and the coupling with the RRT algorithm.
We proceed to describe the main ingredients of the proof.

Fix the parameters € € (0,1),0 € (0,1/4),u € (0,1),n >
0. Due to the fact that (F,s,t) is robustly feasible, there
exists a robust path 0. € X7, and 6 > 0 such that ¢(0.) <
(1+&/4)c* and Bs(o.) C F. We will show that the RRT*
graph G contains a path that is in the vicinity of 0., which
implies that the solution returned by RRT™ is of cost at most
(1 + e)c* (which is slightly larger than (1 + ¢/4)c* due to
the fact that this is still an approximation of the path o.).

'For simplicity, we upper-bound € with 1 although the proof can be
adapted to accommodate larger stretch factors.

The first part of the proof deals with the technicality
involved with the samples produced by the algorithm. Denote
by V = {X;i...,X,} the sequence of vertices produced
by RRT*, where X; is equal to Zy., generated in iteration
7. Due to the fact that RRT* (and RRT) perform steering
(line 5), samples are not distributed in a uniform manner,
as Trang 18 Not necessarily identical to ey (see Remark 1).
However, we do show that most of the vertices in V' that
are in the vicinity of o, are distributed uniformly at random,
with probability approaching 1 (see Lemma 1). This event
is denoted by &! (see Definition 4).

Next, we proceed in a manner similar to other proofs of
asymptotic optimality (see, [1], [10], [13]), by defining a
sequence of points z1, ...,z s, along the path o, and spec-
ifying a sequence of balls B,, 1, ..., B, s, that are centered
on those points respectively, and whose radius is proportional

-1
to r(n). More formally, define M,, = ’VC(Ua) . (g(fe)) —‘7

and let z1,...,2, be a sequence of points along 0. such
that ||z; — z;_1| < 9;4(_7;), 1 = s,xp, = t. For every

1 <i < M, define B, ; = B,m (z4)-

As suggested in Section III, ‘We need to reason both about
the existence of samples inside those balls, and the order
of those samples. We assign to every ball B, ; a specific
time window 7;, corresponding to allowed timestamps of
samples, and partition the sample set V = {X1,..., X}
into the subsets V5, V1, ..., Var,, where X; € Vi if j € T;. In
particular, Ty consists of the first n’ indices, where n’ = un,
and every T;, where ¢ > 1 consists of (n — n')/M,, indices,

and 1 € (0,1) is a constant:
Ti¢0={n/+(l—1) { +ZVA7J}

We show that the event &2 (Definition 5) indicating that
every B, ; contains a vertex from V; occurs with probability
approaching 1 as well (Lemma 2). The motivation for this
event is the following claim, which indicates that edges
between points in consecutive balls are added if deemed
beneficial.

J+1

Claim 1. There exists n € N, large enough such that
the following holds with respect to G, = (Vj, .., Ej.,,):
Suppose that there exist X;, € V; N By, X, € Vig1 N

By it1 and denote by G, the RRT" graph at the end of

iteration ji1. Then in G,y it follows that COST(Xj,, ) <
COST(Xj,) + |1 X, — Xy i [l
Proof. Recall that B, ;, = B%(xl) and ||z; — z41]] <
%. For any = € B, ;,2’ € B;)Hl it follows that

e —o'll < 555 + 55 + 53 =r(n).
This implies that X;, € Xpear = NEAR(Xj,, ,Vj,,r(n)),

which  will cause the execution of the test
COLLISION-FREE(X,, Xj,,,) (line 12 of RRT*). The
latter will be evaluated to be true since Bs(o.) C F and

r(n) < § (for n large enough). Thus, in line 13 the edge

(Xj,, Xj,,,) will be added to the graph, unless there is a
lower-cost alternative for connection. O



Thus, 2 guarantees that the RRT* tree G' contains a path
o), connecting s to t that follows o. closely. In order to
ensure that ¢(o),) < (14 ¢)c* we need one more step, since
o) could stay close to o, but zig-zag around it, resulting in
a high-cost solution.

Define the constants a € (0,0¢/16),8 € (0,0¢/16).
Additionally, define for every 1 < ¢ < M, the ball Bm. =
BBJT@;) (x;). The event €3 (Definition 6) indicates that a

fraction of at most « of the smaller balls Bf,i does not
contain samples from V;. We show that & occurs with
probability approaching 1 (Lemma 3). We then proceed
to show that if &2, &3 occur simultaneously then RRT* is
guaranteed to return a solution with cost at most (1 + ¢)c*
(Lemma 4).

A. Proof of Theorem 1

We start with a formal definition of &1:

Definition 4. For every 1 < j < n denote by xfand, Thew the
random and new samples of RRT™ in iteration j (line 3 and
line 5 in Algorithm 2, respectively). Define n’ := un and

@;::{v1<z‘<Mn,n’§j§n;

if 2’

. Jo_ g
rand € Bnﬂ then Liand = xnew}'

That is, €}, is the event that all xﬁand € B,,; for j between
n’ and n satisfy =7, = afew.

Remark 2. We wish to stress that the following lemma,
which lower bounds the probability of €}, is a key ingredient
in our proof. As we shall see below, this would allow us
to treat some of the vertices added by RRT* as uniformly
sampled, which is not true for all samples, as some are
perturbed by the STEER operation. We mention that this
issue was not addressed in the original proof in [1], where
the RRT* nodes were assumed (incorrectly) to be uniformly
distributed. Furthermore, setting the steering step 1 = oo
does not resolve this issue.

Lemma 1. There exist two constants a,b > 0 such that
Prj¢l]>1—a- e

Proof. A similar proof appears in [13, Claim 6], albeit for a
different type of sampling scheme and in the context of an
RRG analysis. The main challenge here is to show that while
it is not true that all the new samples x.y are distributed
uniformly randomly (due to lines 4,5 in Algorithm 2), most
of them are. Define x := min{n,d}/10 and set z1,..., 2
to be a sequence of points placed along o., such that £ =
c(o:)/k, and ||z — zk11]| < K. Observe that for n large
enough it holds that Uf\i’”l B, C Ui:l B (z).

Denote by VERT the vertex set of RRT after n’ iterations.
Theorem 1 in [14] states that there exist constants a,c > 0
such that the probability that for every 1 < k < / it holds
that VRRT N B, (z;) # 0 is at least a-e~“" = a-e~"", where
b := cu. Notice that this theorem requires 7 to be fixed (i.e.,
independent of n) and strictly p0s1t1ve

Denote the latter event to be L‘E’
¢’} implies €!. First, observe that VTERT =

Next, we show that
Vf,RT , Where

the latter is the vertex set of RRT* after n’ iterations, and
assume that @) holds . Fix an iteration n’ < j < n and
some 1 < k < £. Due to the fact that » > 0 is fixed, by the
proof of Lemma 1 in [14] it follows that if zl o € Bi(z))
then xlear € B5K(zj), and consequently

—zjtz— mgear”

rand — L Ijllear | | | | {,C rand

= ||xrand ZJ” + HZJ -

[E%

This implies that xnew = xrand Additionally, observe that
due to the fact that the straight-line path from zje, to ‘Tmnd
is contained in B, (z;), where k < ¢/5, it is also collision
free. Thus, at the end of iteration j, Tiang Will be added to
the RRT™* graph as a vertex. O

We will prove that the following event &2 holds with
probability approaching 1 by conditioning on &!.

Definition 5. €2 represents the event that every B,,; con-
tains at least one vertex from V;. That is,

€2 = {V1<i<M,,V;NB,;#0}.

Lemma 2. lim,, ., Pr[¢2] = 1.
Proof. Observe that
Pr[¢?] = Pr[¢?|¢l] - Pr
> Pr[€}| €] - Pr

€] + Pr[e;|e]] - Pr[e]]
(€],

We shall lower-bound the expression Pr[¢2|¢l]. By defini-
tlon of &L, for every n < ] < n, and ¢ such that j € T;, if

x! 4 € Bp, then afey = 7, is a valid vertex of the RRT*

graph. Thus by conditioning on €} we can treat V' \ Vj as
uniform random samples from F. This will come in handy
in bounding the probability of ¢?:

Pr[@%\@n] =

M, My, |B | |T5]
gZPr[van,i:w]:Z(lf ﬁ) )

=1 =1

o (n=n) /My
<M, (1 <d<z<+3>d>

Pr [31 S ) S Mny‘/i N Bn,i = @]

7]

cumf G ) o

e {70(05?55(-11- ;)5+)1|f| ‘- r(n)d+1}

— M, exp{ tn. 7d+110gn} .
(r(") —‘exp f’Yd-Hlogn}

— [een
< (c(ag) (“’”) + 1) exp{—ﬁfyd+llogn}

)L/ (D 1/ (@) ey

c(og) (246
— cloe)(240) gSY*)(logn

+ exp {757‘”1 log n} , @)

where (4) is due to the union bound and the fact that V;
is uniformly sampled at random from F, (5) is due to the



inequality 1 — z < e~* for € (0,1) which applies here

for n large enough, and (6) defines ¢ := %. It

(d+ 1)t — &y4+1 <0 then the final expression tends to 0.
Indeed,

1 0Ca(l — ) A+l
d+1  clon)2+o)iF T

<0 <=

1 1
clolFl T ¢ (te/a)F] | T
(2+6) (<d+1>e<d<1—u>) <(2+90) (<d+1>9<d(1—u>> <7

It remains to show that lim,, ., Pr[¢2|¢L] - Pr[¢l] = 1:
Pr[€}| €] - Pr(€,] = (1 - Pr[€3]€,])(1 - Pr[€]])
=1+ Pr[e|e,] - Pr[e]] - Pr[€Z|¢,] - Pr[¢]]
> 1 - Pr[€3]e,] - Pr[€]],

where the final expression converges to 1, according to
Equation 7 and Lemma 1. O

Next we consider the existence of samples in a collection
of smaller balls.

Definition 6. Let K} := |{i € {1,...,Mn}: B ,nV; = 0}].
QEEL = {Kff < aM,} is the event that at most oM, of the
smaller balls Bﬁﬁi do not contain any samples from V;.

Lemma 3. lim,, ., Pr[¢}] = 1.

Proof. Similarly to Lemma 2, it is sufficient to show that
lim,, oo Pr[€3|€1] = 0. We shall upper bound the prob-
ability that K > aM,, assuming that . holds. To this
end, we compute the expectation of K and apply Markov’s
inequality.

For every 1 < i < M, denote by I; the indicator variable
for the event that nyiﬂVi = (). Observe that K = Zf\i’i I.
For n large enough we have that

E|L]=Pr[l; =1] = (1 3 'Bf,i)m'

|7
n(l—p)/Mnp
8 (559)"
< (1 s
doc,(1— d+1
< eXP{—aa‘f)(z‘cﬁ‘é)dﬁ)\f\ () }
B¢ (1— d+1
S exp {70(05)(2-1%«2)’1‘:?\]:\ e . logn}

_ exp{—%logn} N LyICasy

Thus, E[K2] = .M E[I;] < M,n=8"/(¢+) By Markov’s
inequality, it follows that

E[KP] <Mw—ﬁd/<d+1> n—B/(d+1)

Pr(K}; > aM,] < =5 G = (8

As « is fixed, the last expression tends to 0 as n tends to
oo. While the upper bound obtained in (8) is sufficient for
our purpose, we mention that a tighter bound can be derived
by using a slightly more complex Poissonization argument
similar to that used in [10]. O

Next, we show that if &2 &3 occur simultaneously, then
the cost of ¢(oy,) is bounded by (1 + ¢)c*.

Lemma 4. For n large enough, if the events €2, &3 occur,
then c¢(oy,) < (1 +¢)c*.

Proof. As €2 A €3 we may define the sequence of vertices
Xjysooos Xjy, €V, such that X, = s, X, =t and for
every 1 < i< M,, X;, € ;N B, if ;N B), #0, and
X, € V;N By ; otherwise. /

Denote by o/, the path induced by concatenating those
points, and notice that it is collision free by definition of
B,,; and o.. Next, we claim that the cost of the path o,
obtained by RRT* is upper-bounded by the cost of ¢/,, which
is equal to Z?iz Xj, — Xj,_,|l. Consider iteration j; of
RRT*, for 1 < 7 < M,, and observe that (i) xﬁéw = X,.,
(i) Xj, , € X By Claim 1, it follows that COST(X,) <
> ko 1Xjk) — Xjk—1)|, as desired. Thus, ¢(0,,) < ¢(07,).

We proceed to bound c¢(o7,). Observe that for any 1 < i <

n

M,, it holds that || X;, — X, | is at most

or(n) | Br(n) , Pr(n) 8 5
S 5 + 20 if X, , € B, | AND X;, € BY,
r) 20 ) if X, , € B, XOR X, € B, .
i) 43 1y otherwise

Thus,
M,

C(U;) < Z HXz — X5 H
=2

S (Mn _ 1) Or(n)

A+ (1 — a) (M, — 1)] 25200

2+0
1)r(n) 0428+ 2a

+la(M, - 1)) 20 < (M, — —
<@g

246
)2 +0) s

0+ 28+ 2

- Or(n) 240
L0+ 28 4 20

0

:(1+§+%)c*<(1+g+f—6)c*<(1+a)c*. O

0+ 28 + 2a
0

2

<(1+%e¢ =(1+%)¢c

It remains to show that €2 A & occurs with probability
approaching 1:
lim Pr[¢? A @3] =1~ lim Pr[€2V ¢3]

n— oo n—oo

>1- lim (Pr[€?] + Pr(e]) = 1.

V. CONCLUSION

In this paper we revisited the original asymptotic-
optimality proof of RRT* in [1], and discussed an apparent
logical gap within it. We then introduced an alternative proof
that amends this logical gap. Our new proof suggests that
the connection radius of RRT* should be slightly larger than
the original bound on the radius that was developed in [1].
We leave the question of whether our bound is tight, i.e.,
whether the exponent of 1/(d 4+ 1) in Equation (2) can be
lowered to 1/d, to future research. The practical successes
of the algorithm and its extensions, using the exponent 1/d,
provide some evidence that this might be the case.
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APPENDIX

We provide a detailed counter example (Figures 2-12)
illustrating our argument that the fact that for every 1 <7 <

M,

(i) there exist Xj,, X

Ji+1

such that X;, € B, ;, X;

Ji+1 €

B, i+1 and (i) j; < ji4+1, does not necessarily mean that
(iii) there exists a sequence j; < jo < ... < jpz, such that

Xsi
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€ By, for every 1 < ¢ < M, (see Section III-B).
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Fig. 2. The input scenario for the counter example. The goal is to find a path from configuration s on the left to ¢ on the right, while avoiding the two
gray obstacles. The path o is drawn as a black curve.

Fig. 3. The first three samples X1, X2, X3 are drawn by the algorithm, where X3 = ¢. The edge (s, X1) is added first through line 5 of Algorithm 2.
The edges (X1, X2),(X2,X3) are added in a similar fashion. We assume that no rewiring occurs in those steps due to the smaller magnitude of 71
in comparison to || X1 — X3||. We also mention that the length of the new path to ¢ just discovered can be made arbitrarily long with respect to o by
moving X1, Xo further away from s and ¢ respectively, and setting the steering parameter 7 to be large enough to support such long connections.
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Fig. 4. We construct a sequence of My, balls By 1,..., By, , Which we denote for simplicity by by, ..., by, , and we fix n = 23. For simplicity,

we set M, = 12 in the illustration, to avoid unnecessarily complicating the visualization. Below we also assume that the connection radius r23 used by
RRT* is equal to the diameter of any ball b;, although a similar out come will follow when r23 is much larger (as long as ra23 < || X2 — X3|)).
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Fig. 5. Next, we generate the sample X4 € by1, which introduces the edge (X3, X4) and does not result in rewiring. As we mentioned earlier, we
assume that r,, < || X2 — X3||, which implies that the edge (X2, X4) will not be considered.
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Fig. 6. Next, we generate the sample X5 € bj2, which introduces the edge (X4, X5), since the cost-to-come via X3 is smaller than through a
connection from X4. Clearly, the edge (X5, X4) cannot improve the cost-to-come of X4, and it is therefore not added in the rewiring stage. Observe that
X4 € b11, X5 € by2, and X4 was sampled before X5, which implies that conditions (i), (ii) are satisfied locally for b11,b12.
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Fig. 7. Similarly to X4, the sample X¢ is produced in b1g, which yields the edge (X4, X¢), and introduces no rewiring.
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Fig. 8. Similarly to X35, the sample X7 is produced in b11, and the edge (X4, X¢) is left intact.
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Fig. 9. In a similar manner, we introduce incrementally the samples Xg € bg, X9 € b1g. Notice that a path from ¢ in the opposite direction of the balls

towards s (currently till Xg) is beginning to form.
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Fig. 10. This sample scheme can be repeated until the sample X22 € b2 is produced, which is within 723 distance from s. This introduces the edge

(8, X22), which minimizes the cost-to-come to X22.

by

ba

b3

Xy

t= X3 b

Fig. 11. The introduction of X2 forces a rewire of X209 and X1g within the same iteration: the edges (X22, X20), (X22, X18) are added, whereas
(X18, X20) and (X16, X18) are removed. It is important to note that by definition of RRT*, this rewire does not promote further rewiring to the

predecessors of X1g, X20 in G.



bg by b1o b11

Fig. 12. Finally, the sample X23 € b3 is drawn, and the edge (s, X23) is added. This will promote additional rewires to X16, X19, X18, X21,in the
vicinity of Xo3, although as earlier those rewires will not propagate to other vertices of G. It is clear that at this point for every 1 < ¢ < M, it holds
that there exist (i) X, € b;, X, 1 € b;+1 and (ii) j; < js+1. Unfortunately, the graph G does not contain a path starting at s and going sequentially
through the balls by, ...,b12 until ¢ is reached. To conclude, even though conditions (i), (ii) hold, RRT* will return the path consisting of the vertices
s, X1, X2,t, which is substantially longer than o..
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