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Abstract: This paper presents the design of a multimodal chatbot for use in an interactive theater
performance. This chatbot has an architecture consisting of vision and natural language processing
capabilities, as well as embodiment in a non-anthropomorphic movable LED array set in a stage.
Designed for interaction with up to five users at a time, the system can perform tasks including
face detection and emotion classification, tracking of crowd movement through mobile phones,
and real-time conversation to guide users through a nonlinear story and interactive games. The final
prototype, named ODO, is a tangible embodiment of a distributed multimedia system that solves
several technical challenges to provide users with a unique experience through novel interaction.

Keywords: chatbots; digital theater; media arts; performing arts

1. Introduction

With the advances in artificial intelligence, especially in computer vision and natural language
processing, machine agents serving as natural language user interfaces (chatbots) have become
highly sophisticated. These chatbots have seen widespread use in client communication, industry
development, and communication interfaces. While some of the traditional criticism of these chatbots
include their limitations of connecting with human beings and expressing emotions, there has also been
work to try and improve the affective computing underlying chatbots [1,2]. This has allowed them
to be deployed in diverse forward-facing settings including psychological counseling and therapy
services [3].

However, there has been a dearth of research on enabling chatbots for artistic installations,
particularly chatbots that can interface with existing media systems such as distributed audio,
video, and illumination, among others. This is primarily due to two main challenges: (1) existing
chatbots can rarely integrate multimodal sensory inputs such as combined audio and video to
perform their functions, and (2) existing experiential media systems typically feature primitive
or non-intelligent signal processing or algorithmic controllers, which rarely can adapt to users in
semantically meaningful ways.

Further, there is interest in making these systems energy-efficient to reduce the carbon footprint
and enable new use cases for the technology. Edge computing devices have recently gained
sophistication in their capability to handle complex workloads including that of image and audio
processing necessary for embedded machine learning. This is an emerging paradigm that can be
leveraged by experiential multimedia systems for maximum impact.

Multimodal Technol. Interact. 2020, 4, 68; d0i:10.3390/mti4040068 www.mdpi.com/journal/mti


http://www.mdpi.com/journal/mti
http://www.mdpi.com
http://www.mdpi.com/2414-4088/4/4/68?type=check_update&version=1
http://dx.doi.org/10.3390/mti4040068
http://www.mdpi.com/journal/mti

Multimodal Technol. Interact. 2020, 4, 68 2of 16

1.1. Contributions

Inspired by these challenges, we have endeavored to create a novel, multimodal chatbot that can
successfully integrate with an experiential media system. The goal of this system is to provide a new,
interactive experience for multiple users, and designed for digital and interactive theater. Our chatbot
is able to perform crucial vision and natural language processing to communicate with end users,
while still communicating and actuating a distributed media system to change the environment and
ambiance settings.

A key challenge for realizing this chatbot was integrating the different media components,
including the capabilities for distributed computing and the system challenges at both a software and
hardware level. In this paper, we explicate the design of our chatbot and its interface with the larger
system, and discuss the key insights into artistic deployment of such chatbots. In particular, we focus
on the implementation details of the multimodal system and how the engineering was accomplished
to create the theatrical character.

Our specific contributions include the following:

e Design of a conversational interface that facilitates storytelling and interaction through a deep
learning-based universal encoder [4] and utterance-intent modeling.

e A vision system consisting of face detection as well as emotion classification [5]
using neural networks.

e  Custom user position tracking via mobile devices to enable crowd index and other aggregate
motion information for the system.

e A communication protocol via Open Sound Control (OSC) [6] and Transmission Control Protocol
(TCP) to embedded computing platforms.

In this paper, we highlight the implementation details for this multimodal system and leave a
more formal evaluation of the human—computer interaction and user study to future work when the
system is deployed in a theatrical production.

1.2. ODO Character and Story

“No Body lives here (ODO)” is a digital theater production with a chatbot, replacing a human
actor on stage with an Al agent, as shown in the conceptual diagram in Figure 1. ODO is both the name
of the production and the main theatrical character: a multimodal chatbot who conducts conversations,
generates poetry on the fly, and plays interactive games with the audience. The chatbot “senses” people
clusters and estimates a separation index, measuring the behavior of the “audience body” during the
performance. Various multimodal sensing environments along with deep learning, computer vision,
and natural language processing (NLP) come together in a soft real-time system, communicating with
an audience on several levels.

ODO is a physical system, which uses sensor data of users to interact in real physical environments,
generating an immersive physical interface for multimodal communication via text, image, sound and
physical motion. The chatbot ODO’s “gestalt” is an architecture of kinetic LED lights, hung in a matrix
of 26 lights. The performance is programmed to communicate with five members of the audience at the
same time through users” mobile phones with a voice-to-text app. In addition to voice and language
data, the chatbot also receives gestural and position data of the audience members through the API of
the mobile phones. At the same time, two 160 degree cameras in the center of the stage are tracking
faces of the audience, analyzing and collecting emotional data through facial expressions. All of this
sensory and user data is fed to a series of four connected computers and one central computer host
that is the brain of ODO. ODO is envisioned as an immersive communication system using theater
technologies and chatbot conversation techniques for the 21st century.

ODQO's story is based on Plato’s allegory of the cave: ODO desires to escape its cave to see the blue
sky for the first time. The audience is in the room with ODO to help it achieve its goal. The interactive
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performance is a post dramatic performance system [7], multimodal, and is both a radio play and an
immersive installation.

Figure 1. “No Body lives here (ODO)” is a digital theater production featuring a chatbot as a central
character on stage. An experiential media system consisting of a motorized LED stage, edge computing
hardware, and mobile apps is built to engage users in the performance while they interact with ODO.

1.3. Related Work and Context

Our work draws upon a vast literature in the areas of intelligent personal assistants,
experiential media systems, and the deployment of computer characters/actors in theater productions.
Comparing similarities and differences, we situate our work with ODO at the intersection of these
three areas.

Intelligent personal assistants. There have been several recent developments in the area of intelligent
personal assistants (IPAs) [8] include the creation of Amazon Alexa and Google Assistant. In this paper,
we will refer to these IPAs as chatbots for ease of use. There exist many currently available frameworks
for chatbots including OpenDialog [9], Google Dialogflow [10], IBM Watson [11], and Microsoft
Bot Framework (MBF) [12]. While all of these options feature advanced functionality especially in
their NLP capabilities, we decided to implement our own chatbot with its own custom dialogue
management system in the Python programming language. Our reason for doing so is maintaining
an easy-to-use, simple code interface that could interact with our multimodal stage. Our chatbot was
heavily modeled after the Amazon Lex framework [13], but we needed to bypass the Amazon Web
Services (AWS) database in order to do custom TCP/IP communications for our system. Recently,
the use of deep learning and neural networks within these chatbots has led to improvements in
state-of-the-art performance [14-17]. We also augment our chatbot with deep learning networks,
particularly in computing word similarity for improved NLP performance, but also adding vision
capabilities including facial detection/recognition and emotion classification.

The advances in chatbot technology has, in turn, spurred a renaissance of research on the
topic [18], including human—computer interaction [19-21]. Many studies have focused on the
affective components of interacting with chatbots [2,22] and how humans language use changes
when interacting with them [23]. In our paper, we are focused on the implementation details of our
chatbot. A full HCI study analyzing the efficacy of our system for user engagement is the subject of
future work.

Experiential media systems. We follow the framework introduced by [24] of experiential media
systems. Such systems build on the foundation of experiential computing [25,26], and typically
feature sensing, computation, and multimodal feedback to the users in the system. Experiential media
systems have been built for purposes such as biofeedback for stroke rehabilitation [27] and studying
coordinated group activity [28]. One potentially similar experiential media system is the “Sound and
Light” festival held on the Island of Rhodes, where multimodal interaction uses stereophonic light and
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sound to tell the medieval history of Rhodes without actors. Our system differs from this particular
example as we involve human audience participants to interact with an Al chatbot as part of the
performance. ODO is an experiential media system that utilizes a physically-instantiated matrix of 26
LED lights that can move up/down on the stage coupled with displays and speakers to give users an
interactive theater experience. In particular, the feedback given to the user is driven by the chatbot,
thus yielding a level of personalized feedback that is rare among typical experiential media systems.

Autonomous computer characters in theater. There has been an active thread of research using
autonomous computer characters in theater productions. In [29], the first computer character was
introduced to interact with a human actor on stage. In this work, the computer uses gesture recognition
to analyze a human actor’s movements, and then digitally projected a virtual character onto a screen
to advance the story. Following this line of work, there have been several more uses of robots in
theater [30-32] including exploring improvisation and non-scripted behavior [33]. All these examples
were designed to give the automated character presence on the stage, helping to draw the audience’s
attention and engage them.

In contrast to these previous works, in our production, ODO is an invisble character that is not
represented by any one device, but which manifests itself only through voice and ephemeral events.
Twenty-six lights moving in space form a cloud, which triggers visual associations utilizing a LED
stage. Since the resolution of 26 lights is not high enough to generate a display system, the imagination
of the audience is requested to fill in the gaps. Rather than a limitation of the system, this is an
intentional benefit to trigger associations for the audience and also to avoid representational issues
with giving the chatbot a type of distributed embodiment rather than a single body/terminal, which
limits user interaction. One of the main aims of post-dramatic theater is to question the central role of
the text or script in a performance. Rather, other elements of theater include movement, image and
sound, and the new post dramatic theater dramaturgy puts all media elements of the stage on the
same equitable level with no hierarchy. With this, ODO can be described as a post-dramatic digital
character, using all media elements on stage including the underlying chatbot to realize its presence.

2. System Overview

Our system consists of several key components including the chatbot itself, its computer vision
sub-system for face detection/recognition and emotion classification, and the crowd tracking through
mobile phones. All of this is wrapped together through a communication protocol designed for
real-time responsivity and feedback with the users. A full diagram of the system architecture can
be seen in Figure 2b. In the following subsections, we describe the design choices for each of the
sub-systems that make up the entire architecture.
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Figure 2. System architecture for ODO including the high level block diagram in (a) and the hardware
components and connectivity in (b).
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2.1. Chatbot

Designs of chatbots can range from the conventional, knowledge-based architectures to more
free-ranging, open models. In our case, the design requirements of the chatbot include: (1) the ability to
interpret user behavior and inputs to provide appropriate responses, and (2) a “character” or dramatic
identity to aid the theater performance. Thus we built our own chatbot from scratch, inspired by the
design of the Amazon Lex chatbot.

In particular, we leverage the idea of giving the chatbot a character concretely in the form of
stories, similar to a script one gives an actor on stage. This script is not necessarily prescriptive or
governs all responses of the chatbot deterministically, but rather highlights guideposts and stepping
stones in the story arc that the general narrative should take. Thus, this resulted in two main design
tasks: mapping user utterances to intents that move the story along, and adopting a conversational
style in the gaps or open periods of the performance where the chatbot is left to “improvise” or create
its own narrative possibilities.

Intent modeling for storytelling. Stories are stored as a collection of intents and each intent is a
pair of utterances and responses. Utterances are a set of sentences that a user can probably utter to
the chatbot. These utterances will trigger its associated responses, which are nothing but the story
lines. Depending on the utterance, different story lines are presented to the user. For instance when
the user utters words/sentences like “plane”, “go for plane”, “fix the plane”, it triggers the response,
which is one of the dialogue “let’s fix the plane and then search water”. These both are wrapped in
one collection called intent (in this case intent name is “plane”), which basically checks the intention of
the user behind uttering their words. In this way, a conventional chatbot is converted into a theatrical
story teller.

While simple keywording spotting could give some base functionality for our chatbot,
we implemented a deep learning network for natural language processing to help ensure that the
system could robustly identify synonyms and other utterances that are similar to the desired intents.
To process the words/sentences uttered by the user and map them to the utterances that we have
stored, the chatbot uses a pre-trained Deep Learning model—Universal Sentence Encoder-USE [4].
This takes the user input, performs word embedding (namely word2vec [34,35]), combines the words
using composition function and then finds similarity between the two sentences. The one which
has the highest similarity is chosen. For instance, a sentence like "repair the plane” and “fix the
plane” basically have the same meaning. This similarity is understood by using USE and this way the
user does not have to utter the exact words/sentences, giving them the flexibility to converse with
the chatbot. For out of domain utterances, if the similarity score was below a certain threshold, a
standard response was selected, which reset the conversation or returned back to the previous intent
in the conversation.

Conversational strategies. Conventional chatbots are either convergent or task-based (e.g., Amazon Lex,
query systems) or divergent/theme-based (e.g., Pandorabot’s Mitusku [36]). Both these conversational
strategies do not fit to a conversation in theater, where the main goal is to develop a conversation
based on a given story or dramaturgy.

We tested branching hierarchies and nonlinear storytelling strategies until we found a combined
system of convergent and divergent conversational strategies that managed to both involve an audience
in a conversation and also drive the story. A chatbot uses utterances, intents and entities or slots to
structure a conversation. The utterance is the human to machine conversation to find out an intent of
a conversation, which leads to the entities or slots to set cornerstones of a conversational path. In a
theatrical conversation theses paths have to be both divergent and convergent, but they are set in
specific times, which develops a specific chatbot dramaturgy. It resembles a road map connecting
cities, where a main road branches out into meandering smaller streets entering a city. Inside the city
the map is two dimensional and nonlinear. Leaving the city the streets need to converge back into a
linear system of one main road to connect the next city or hub. We visualize this strategy in Figure 3.
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Figure 3. Conversational Strategies for Chatbots.

For the nonlinear conversation part, the chatbot was given the ability to interact with the audience
through physical games and interaction with the system, or recite haikus to the users. This gave a
whimsical nature to the chatbot that is refreshing and charming, leading the user through the story
without feeling forced or rushed towards the end goal, at least in design.

2.2. Vision Sub-System

The key to ODO’s design is the ability to visually sense the users it is engaging with. We primarily
use two video feeds from 160 degree cameras and design the system to accommodate five users at a
time. We chose five users because this was the maximum number of users that we could accommodate
for our interaction games, which is a main focus of ODO’s performance. Our vision sub-system
consists of the main task of (1) detecting the faces of these five users, and (2) performing emotion
classification to help aid the chatbot in performing affective decision making in its responses to user
utterances.

Reading images coming off a live camera stream, the system first performs face detection
using Haar feature-based cascade classifier [37] built into the OpenCYV library. After face detection,
emotion estimation is performed using a trained deep learning emotion recognition model based on a
convolutional neural network [5]. Every detected emotion is classified in one of angry, disgust, scared,
happy, sad, surprised, and neutral. While we acknowledge such a coarse, discrete categorization is
not indicative of the range of human emotions and subtleties that can occur in a theatric performance,
we found this enabled a tractable computational platform to perform decision making for the chatbot.

The software archives the detected emotion of the audiences and shares this information using
a client/server architecture and Transmission Control Protocol/Internet Protocol (TCP/IP) protocol.
Each of the vision sub-systems is identified by their name and the chatbot can request the emotion of a
particular vision system having a specified field of view or the consolidated emotion estimate of all
the vision sub-systems. Moreover, the chatbot can request the current emotion index or the average
emotion for a specified period. In our current deployment we have two vision sub-systems to capture
and estimate the emotion of the audience.

2.3. Crowd Tracking via Mobile Devices

In addition to visual data collected of the users, the chatbot also collects gestural and movement
data via users’ mobile devices. This yields a lot of opportunities for the chatbot, including the possibility
to play movement games and other embodied practices within the context of the physical system that
the chatbot is embedded in. To do so, we develop the notion of a crowd index system.

The crowd index system communicates with the camera using the OSC protocol. The crowd
index continuously receives the location data captured by the user device, via an intermediating
software known as Max/MSP [38]. The crowd index system uses this data to make an estimate of the
crowd behavior and shares it with the max system whenever it is requested. The system leverages
the density-based clustering (DBSAN) algorithm to estimate the number of clusters formed by the
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audience and to identify the presence of isolated audience members [39]. Moreover, the software
computes the velocity and acceleration on a per audience basis, based on their real-time location data
to get an estimate of the energy and agility among the audience.

2.4. System Communication via Max/MSP

The entire system is necessarily complex and thus needs to be coordinated with a global protocol
and communication scheme to be effective. A key design consideration for us is that we need the
system to be interactive rates (only a few seconds of latency), so that users do not get frustrated when
interacting with the chatbot.

The Max/MSP system is the backbone for communication in ODO. It receives user chat, location
and other sensory information and forwards it to the other destination systems for processing.
The chatbot, along with vision sub-system and crowd index sub-system, processes the Max input and
communicates back to Max with the result metric.

Max/MSP system uses OSC (Open Sound Control) for communication [6]. OSC adds a layer on
top of a UDP (User Datagram Protocol) to standardize information transfer between media systems.
Being a connection-less protocol, it decouples the chatbot from the Max/MSP, making the system
modular. The vision sub-system communicates with the chatbot over TCP/IP (Transmission Control
Protocol/Internet Protocol). This has been done to closely integrate the system with the chatbot, as the
vision sub-system will only start after the chatbot. The crowd index system is loosely coupled with the
chatbot via the OSC interface.

Figure 4 depicts the overall system call flow diagram. Upon starting, the chatbot triggers a
request to the vision system to start the camera and receives an acknowledgement. Next the chatbot
system sends a trigger to the Max system to start the conversation and receives the acknowledgement.
The max system receives the user input over the OSC interface and forwards it to the chatbot to get a
response. The response is then shared with the user. Additionally, the max system and the chatbot can
request the vision system to get the emotion estimate of the audience and receives the response. Finally,
whenever required, the max system requests for the crowd index system for the mobility related metric
and receives a response.

[ User Device } [ Max System } { g;:{:ﬁ: ] [Vision System} [Cr(;v;gtg;gex}
TCP: StrCam
TCP: Ack
OSC: SyConv
OSC: Ack
OSGC: ChtTxt
OS8C: ChiTxt
O5C: ChiRes
OSC: EmoReg
TCP: EmoReqy
TCP: EmoRes
OSC: EmaRes
OSC: CrwdindxReq N
O8C: CrwdindxRes
OSC: CrwdindxReq
Q8¢ CrwdindxRes
TCP Transmission Control Protocol ChtRes Chat Response
osc Open Sound Control EmoReq Request for emotion from the vision system
StrCam Start the Camera EmoRes Response from the vision system
.;\tcrléonv gf;g?r:gefogli‘rgzﬂ;ﬁm CredindReq ﬁggﬂess; sft(:r;:de index metric form the crowd
Chthd Chat Text CredindReq Response from the crowd index system

Figure 4. Call flow among the components of the ODO.



Multimodal Technol. Interact. 2020, 4, 68 8 of 16

3. Implementation

In this section, we discuss the technical implementation of the system and how we achieve the
desired design goals for our chatbot. The overall system performs all of its computing locally on
either the computers or the NVIDIA Jetson Nanos rather than user’s mobile phones. This avoids
the latency due to round trip back and forth from a cloud server due to streaming video, which we
experienced in a previous iteration of the system using the Amazon DeepLens for our vision processing.
Finally, we utilize LAN based communication to set up our own internal network in which to run the
entire system. We now discuss the particulars of our system implementation below.

3.1. Stage Hardware

For the chatbot, we used 4 NVIDIA Jetson Nanos (NVIDIA Jetson Nano Developer Kit [tem Model
Nr 945-13450-0000-000, Arm Cortex A57) along with two 160 degree IR cameras (Waveshare IMX219-160
IR Camera). Each Nano is used to perform a certain task and is distributed to avoid overloading of
computation on devices. The chatbot runs on the master Jetson Nano, which encapsulates the code for
the chatbot, communication code for the 2 cameras, and communication code with the MAX system.
Each of the cameras was connected to a separate Nano, which captures and processes emotions of the
crowd. We also monitored movement of the crowd though a mobile application that communicates
with the 4th Nano. Clustering of the crowd was calculated using their relative positions on the stage.
Both crowd emotions and crowd clustering were then sent to the chatbot, where the chatbot engaged
with the crowd depending on the crowd behavior.

Multimodal stage. The chatbot was embodied physically in a system on a black-box theatrical stage.
The stage size was 8 m x 6 m with a height of 5 m. Motorized lights were hung from a scaffolding
and truss system as shown in Figure 5a. The entire stage was covered with these double sided LED
lights, connected to motors to move the lights vertically, which is shown in Figure 6, which immerses
the audience in light and movement. This stage is similar to the forest3 stage by Ziegler et al. used in
the dance production COSMOS [40]. The lights were controlled with ARTNET, a network protocol
for theatrical control over UDP/IP [41]. The Max/MSP light and motor control software used GPU
accelerated rendering techniques to compute the output animation of the physical LED units with
minimal latency. All of the animations could be mixed before the final ARTNET output to the lighting
network, affording artists a degree of variability in visual design without the need to implement or add
new components to the software. This dedication to efficiency and flexibility enables rapid prototyping
for designers of exhibitions and modalities of interaction.

Computers and cameras were hung from the center of the truss construction. The audience’s
position and movement data were sent to a central host, which relayed the data to the chatbot network.
A network of 4 NVIDIA Jetson Nanos with one Mac computer communicated with Open Sound Control
(OSC) [6] via LAN and WLAN. Five Android phones with a custom app sent text and motion data
from each user to a host computer, which was coordinated through the Max/MSP system, as shown
in Figure 5c. Two camera-based Linux systems fed face tracking data to the chatbot, which sent text
and metadata of the conversation to the central host. An additional external crowd index computer
permanently analyzed motion and position data from the audience and sent movement vectors and
velocity data of each audience member to the host computer. The central computer fed two main
displays on stage with “agility” information and a cluster index of the audience as a crowd with a
cluster and separation index.
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(c) Max software for communicating with mobile app

Figure 5. Stage hardware and software from the prototype system constructed.

Figure 6. Moving LED Stage.

3.2. Algorithm Details

NLP architecture. Stories were divided into a set of different intents, which consists of a pair of
utterances and responses. Utterances are the possible words/sentences that a user can use to converse
with the chatbot, which triggers responses from the chatbot, which are story lines from different
sections of the story. We utilized Google’s Universal Sentence Encoder-USE [4] to understand users
inputs. Universal Sentence Encoder provided the similarity index between the input and utterances.
If a similarity index above the threshold (we have used 70%) is calculated, then the corresponding
response of the matched utterance is triggered, otherwise the chatbot will request for a new input
relevant to the story. This way, conversation is focused on a given topic of story and does not meander
out. Figure 7 shows the correlation between user input text and saved utterances using the network.
The utterance with the highest correlation coefficient is selected and the corresponding story intent
is executed.
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Figure 7. Sentence matching using the universal sentence encoder.

Universal Sentence Encoder uses Deep Averaging Network (DAN) [42] for matching saved
utterances with user chat input. User sentences are converted in to word embeddings (low level
mathematical representation of a word). DAN then combines all the words using composition function
and calculates a vector average of these embeddings. These averages are then passed through one or
more feed forward layers to learn the representation of the sentence and finally vectors are multiplied
to get a similarity score. Figure 8b represents this architecture in detail.
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Figure 8. Vision and Natural Language Processing (NLP) architectures for the chatbot.

Since there can be the same/similar utterances for different intents corresponding to the different
story-lines, it is difficult to identify the right intent as this scenario can trigger multiple intents. To avoid
this, we utilized weighted intents to uniquely identify the correct intent to trigger in the story. As the
story progresses, weights are updated and is tracked, this way the story always proceeds forward and
does not loop back into previous story lines, even utterance matches.

Vision architecture. To detect the emotion we used a trained fully convolutional neural
network-based mini-Xception model [5,43]. The mini-Xception architecture as proposed in [43]
comprises of a fully convolutional neural network that comprises 4 residual depth-wise separable
convolutions [44] with batch normalization [45], ReLU activations, and a last layer of global average
pooling and a soft-max activation function to get the prediction of the emotion. Owing to elimination
of the fully connected layers and use of depth-wise separable convolutions, the mini-Xception model
has low latency in detecting the emotion, which is paramount in detecting emotion in a live video feed,
and hence we use it for our vision sub-system. The architecture has approximately 60,000 parameters,
which is much less compared to other architectures and henceforth makes it lightweight and fast in
the prediction. The model was trained on the FER 2013 data set [46] and the accuracy was reported
to be 66 percent. We found this accuracy to be suitable for our purposes as emotion data would only
be periodically queried by the chatbot in the performance, and thus any mistakes in classifications
were sparse in the actual performance. Future work could try to improve the emotion recognition
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by finetuning the network on captured data from the system if absolute accuracy was desired from
the performance.

Once the software detects the emotions for a frame it is archived along with the current timestamp.
This archived information is used to make a response to the request for an emotion metric. To facilitate
this, the vision sub-system software hosts a TCP/IP server and makes a response to the client by using
the request-response messaging pattern. When the server receives a request from the chatbot, it shares
the emotion metric with the chatbot.

Crowd index system. As depicted in Figure 4, the crowd index system has software running on
an Nvidia Jetson Nano. It receives the real-time sensor information captured by the User Device.
The received data comprises of the audience’s real-time location. The crowd index receives this
captured location of the audiences in real time. To compute the crowd index, we used the DBSCAN
(Density-Based Spatial Clustering of Applications with Noise) [39] clustering algorithm, which is
characterized by two parameters: € and MinPoints. € defines what point should be considered as
within a proximity and MinPoints defines the minimum numbers of points required to form a cluster.
We chose the distance metric as the Euclidian distance and the value of the € is based on the dimension
of the stage and a reasonable definition of proximity distance. The MinPoints were chosen as 2 and
thus a cluster could be formed by two or more people. The noise points are used to identify an isolated
audience member. In addition, we also calculated the velocity and acceleration of each user from their
phone, which was also forwarded to the main system via OSC.

There may be some error introduced into the location estimation algorithms based on noise in
the smartphone sensing. However, since our crowd index measure uses density-based clustering, the
overall algorithm is resilient to individual errors in the localization, and the chatbot further only uses
the crowd index to help guide the audience towards completing the interaction games at a coarse
location granularity (meter scale in our implementation). Thus we did not find that noise significantly
affects the system performance.

4. System Performance

4.1. Interaction and Games

One of the main user interactions that ODO performs is playing games with the audience members.
Three-dimensional games usually are programmed for user interfaces, performing in virtual space.
Using the LED lights described in the implementation section, the following games are implemented
in the system using position and motion data from five users. Each of these games are triggered
periodically in the story based on the playwright’s script, as ODO is led out of the cave with the help
of the audience.

e POINT Game: One user controls the z/height of one light by using position and z/height
information via magnetic/pressure sensor information.

o LINE Game: Two users generate a line of lights between them controls the z/height of both ends
of the line.

o  WAVES game: The acceleration (x,y,z) information of all users is averaged and mapped to the
speed of a Perlin noise generator controling motion movement of all 26 lights.

e PLANE game: Three users control the 3D orientation of a flat plane of lights. The host receives the
x and y position of each user and z/height information via magnetic/pressure sensor information.

o LANDSCAPE game: Up to five users can move into the center field of stage between the 26 lights
and build valleys and mountains using a terrain builder algorithm, which uses the user’s x and y
position and z/height information via magnetic/pressure sensor information in the APP to shape
a 3D landscape terrain model.
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4.2. ODO Conversation

ODO uses its multiple sensing modalities synergistically to interact with up to five given audience
members at a time. A text-based conversation is limited like every other natural conversation to one
partner, but in games and physical interactions the chatbot can interact with up to five users at the same
time. At the start of the conversation, ODO asks each audience member for their names. ODO leads
the conversation dialog. The audience members use either a text-based or voice-to-text application on
their mobile phones to send the system input. These are stored in the order in which they are sent,
and are responded to in turn by the system. Since ODO has multiple responses for any particular
intent, there is a very low probability of repeated responses from ODO due to multiple similar inputs.
However, having ODO respond to each participant in turn does limit the ability of the system to have
long, extended conversations with each user. At the same time as the conversation, the apps also
send movement and position sensor information continuously. Most of the script for ODO tends to
encourage somatic and physical games for the audience leading through a story of a journey, while the
chatbot cannot leave the stage physically. The play is based on the premise that ODO is aware of
being stuck on stage. The chatbot needs to communicate and to play with the audience to grow as
a character. At the end of the performance ODO thanks the audience for sharing time and space to
“create a world together”.

The vision cameras track up to five faces and perform emotion recognition on these faces.
Typically the five emotion values are combined together via majority vote so that a single emotion
value is held for a particular time period, which the system uses to inform its responses as a particular
intent. The audience is perceived as one audience body. At the same time, the crowd index system
delivers an estimate of the crowd activity, which is periodically sent every minute to the chatbot
that will trigger unique responses in the output during the performance. Thus the chatbot alternates
between responding to user input, emotions received from each vision system, and the crowd index
with a combination of asynchronous (as they arrive) as well as synchronous (periodic emotion queries,
etc.) behavior in the order in which these intents are triggered. In Figure 9, we show an example of
the output of the system for a sample conversation of ODO. We can see ODO exhibiting several of
the conversational strategies described earlier, including working with the emotion data to inform its
responses at the end.

from ¢ /chat Monotony Kills. Sometimes it takes a little color in life, - - - a few flowers,
- - - love, - - - lights, - - - one magic moment - - - Hey, what about some
holidays ? Sue, - - - lets say, | give you one week of vacation, - - - where
would you go ?

APP » Bahamas

from ¢ /chat You like it warm. - - - | see, you like culture, - - - the sea - - - Do you like
good food too ?

APP ¢ yes

from ¢ /chat Me too, - - - | am very interested in - - - what humans do. - - - I'll keep

that in mind, - - - thank you. - - - Are you a happy person, Sue ? - - - are you
?

APP ° yes

from ¢ /chat | am sure, - - - you are. Then you might be interested to hear about all
other people in this room: - - - | see you all are 83.00 % Happy 0.000 %
Surprised 3.450 % Neutral 13.00 % Sad 0.550 % Angry 0.000 % Disgust
0.000 % Scared

from ¢ /stop END

X © A

Figure 9. Example of the conversations.
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4.3. Latency

We did experiments to quantify the latency of the system. We have used iPerf [47] to calculate
the available bandwidth among the components of the overall system. We observed the available
bandwidth to be 930 & 5 Mbps among all the system components that need to communicate in the
ODO’s intranet. Since all the computing happens on the edge, we do not need internet communication.
The latency including the request and response time is computed and is depicted in Table 1. As we
show, the latency of most of the sub-systems are at interactive frame rates, and thus are not significantly
noticeable for the human users. While it is difficult to compare these numbers to any benchmarks or
baseline numbers, we note that milliseconds are well within the expectation for an interactive system,
and the crowd-index, the only operation that is longer than a second, is only periodically queried
every minute in the background by the system.

Table 1. Latency of different sub-systems in the chatbot. * includes sleep time of 1000 ms.

Average Latency and Bandwidth of the System
Max-Chatbot 10 ms

Max-Sentence Matching 02 ms

Max-Haiku Poem 60 ms
Max-Emotions 42 ms
Max-Crowd Index 1470 ms *

5. Discussion

ODO is a theater production with a multimodal stage, which challenges the audience to play an
active role as listeners and participants. In this production the audience plays a similar role compared
to the chorus of ancient greek theater. The chorus is positioned in the “orchestra”, which is the
stage area between the audience and the center of the stage. The chorus of the ancient theater is the
“translator” from the imagined world on stage to the world of the audience.

Our multimedia system has a lot of design implications for future work. We note that the primary
novelty of this paper is not the individual components, as we use off-the-shelf vision, NLP, and mobile
applications to build the system. However, the culmination of the components, implemented in the
system, realizes a full interactive experience for users, with sensory input and feedback in terms of
motion and lighting. The design of the chatbot and its conversational strategies forms an intermediate
between convergent/task-based and divergent/open-ended designs, which can help inform the next
generation of chatbots. The resulting system design has been achieved on low-cost edge computing
hardware (NVIDIA Jetson Nanos) with minimal latency, and the actual physical mechanisms of the
LED stage with trusses is portable and mobile, able to be installed in multiple venues with little effort.
We believe this system can serve as an inspiration for artistic installations that leverage state-of-the-art
Al and physical interaction into the system.

As we stated earlier, the contributions of this paper are to outline the design and implementation
of ODO. Future work is needed to fully evaluate the efficacy of ODO as an experiential media system,
and how it engages users who participate in the production. Putting the audience into an active
role is a difficult task, because the audience expects an experience, watching a performance from a
distance. To offer the reader some sense of the feedback given by the audience, we did informally
ask their opinions after interacting with the system. The audience gave a mixed feedback on their
experience, mentioning that doing active tasks during the performance also makes it difficult to enjoy
the “linear” parts of the story. The experience, playing an active role was new to them. Some of
them responded to have enjoyed a new role in this performance. They saw it as a new and different
experience compared to a traditional theater watching experience. Both groups felt better prepared
experiencing other interactive productions. This is good feedback as we go through the iterative design
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process for this theatrical performance in the future, and work to evaluate the system from an HCI
perspective. The theater installation “No Body lives here (ODO)” premiered July 2020 in Munich and
also will be presented on the “Artificial Empathy” exhibition at the Center for Art and Media ZKM
Karlsruhe, Germany in Fall 2020.
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