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Abstract—Multi-Party Computation (MPC) is an important
technique used to enable computation over confidential data
from several sources. The public cloud provides a unique op-
portunity to enable MPC in a low latency environment. Field
Programmable Gate Array (FPGA) hardware adoption allows
for both MPC acceleration and utilization of low latency, high
bandwidth communication networks that substantially improve
the performance of MPC applications. In this work, we show
how designing arithmetic and Boolean Multi-Party Computation
gates for FPGAs in a cloud provide improvements to current
MPC offerings and ease their use in applications such as machine
learning. We focus on the usage of Secret Sharing MPC first
designed by Araki et al [1] to design our FPGA MPC while also
providing a comparison with those utilizing Garbled Circuits for
MPC. We show that Secret Sharing MPC provides a better usage
of cloud resources, specifically FPGA acceleration, than Garbled
Circuits and is able to use at least a 10x less computer resources
as compared to the original design using CPUs.

Index Terms—Multiparty Computation, Secret Sharing, Secure
Computation, FPGA, Data Center, Cloud Service, Machine
Learning, Matrix Multiplication

I. INTRODUCTION

Confidential data is everywhere around us, personal, financial,
medical, and government. We hear about data leaks regularly
and lack trust in others when it comes to maintaining privacy
and security in our own data. The problem, however, is that
we may greatly benefit from sharing data and performing joint
computations, but are unable to do so easily with confidential
data. Multi-party computation (MPC) allows parties to securely
share confidential data and compute collective information
without ever releasing one’s own personal data. Cloud systems
for confidential data have been limited to privately owned
systems and are less widely utilized by those requiring more
computation power at any given moment. Thus, the public cloud
is rarely considered by those interacting with confidential data.

MPC has been an active area of research for the last 40
years [2]-[5], and it has been deployed to protect data in the
healthcare [6], [7], education [8], [9], finance [10]-[12], and
technology [13], [14]. In addition, the use of MPC for machine
learning applications is actively being researched [15]. Existing
work shows that general-purpose MPC can be used in viable
systems [16].

MPC currently focuses on two main approaches. Secret
Sharing allows for a balanced arithmetic intensity between
compute and network bandwidth, but it relies on a low latency
environment to achieve high performance results. In contrast,

Garbled Circuits typically perform better in higher latency
situations, due to fewer communication rounds, but require
high bandwidth to support large circuits. Because Garbled
Circuit approaches are typically compute-bound, they appear
more amenable to hardware acceleration, and as such have
been the subject of significant prior research with FPGAs
[17]-[27]. The evolving data center has seen a considerable
rise in accelerators to further improve both computation and
communication. This change suggests the current approach to
MPC on FPGAs may need to be reconsidered to better utilize
a growing and adaptive cloud environment.

Prior work [28] shows the first findings about the perfor-
mance of Boolean only Secret Sharing on an FPGA. We
build upon this work by extending the protocol to include
arithmetic Secret Sharing and by providing a roofline plot to
justify the advantage of Secret Sharing in the data center. The
roofline model analysis of MPC using CPUs and FPGAs finds
a compelling argument for hardware acceleration of MPC via
Secret Sharing vs Garbled Circuits when deployed in a data
center. Using a low latency and high bandwidth environment,
powered with high performance transceivers, we show an
effective MPC implementation with FPGA accelerators in a
cloud data center performing more multi-party computations
than alternatives providing a compelling argument for the usage
of MPC in high performance applications such as machine
learning.

In this paper, we examine the trade-offs between Garbled
Circuits and Secret Sharing in cloud data centers using a
roofline model, implement both arithmetic and Boolean Secret
Sharing in hardware, test this hardware design, and assess its
scalability for machine learning applications by analyzing its
usage in matrix multiply. We conclude by proposing directions
for future work towards a complete Secret Sharing MPC
machine learning application using FPGAs running in a cloud.

We summarize the contributions in this work:

o We extend Secret Sharing MPC on FPGA hardware to
include both arithmetic and Boolean protocols.

« We develop a roofline model to show the effectiveness of
Secret Sharing utilizing FPGAs in a data center.

e Using 5.5% of FPGA fabric in a consumer cloud environ-
ment, we match the throughput of an optimized 20-core
CPU implementation saturating a typical 10Gbps network
connection. This result scales with available bandwidth
allowing for a single FPGA to saturate a 200Gbs link.



II. BACKGROUND
A. Data Center Model

The target data center model used here is the adoption of a
MPC-as-a-service which can utilize the various configurations
of accelerators found in different cloud and cluster setups. The
MPC use case requires multiple computing and communicating
parties for security and low latency networking for performance.
Thus we consider scenarios where data center processing
hardware is owned by different parties and co-located within
a single physical location. This helps to limit the additional
bottlenecks found when traversing physical distances to perform
low-latency operations.

FPGA hardware acceleration has seen increasing adoption in
data centers due to their very high bandwidth and low-latency
communication used by means of high speed transceivers. As
described in Section II-B, FPGA hardware properties, especially
co-location of compute and communication logic on the same
device, yield high throughput for MPC protocols based on
Secret Sharing, which makes the most effective use of available
bandwidth.

Current and projected offerings in commercial cloud systems
include FPGAs as co-accelerators (connected only to the CPU),
FPGAs connected to CPU but interconnected with each other
through their own dedicated secondary network [29]-[32], or as
network attached devices in various configurations. In this last
configuration, the FPGA is connected directly to the network,
either as a stand-alone leaf node [33], on a network interface
card (NIC) [34], or as an inline accelerator (Bump-in-the-Wire)
between the NIC and the network [35]-[37].

The interconnected cluster and network-attached configura-
tions provide low-latency network connected systems which
helps to benefit MPC secret sharing computation. The former
co-accelerator model can be utilized with parties co-located
on a single FPGA. We utilize this model as our experiment
platform as it is readily available on current commercial cloud
offerings. We plan to investigate an FPGA network model in
our future work as it will help to address some security and
confidentiality concerns when co-locating parties on a single
hardware resource. Maximizing throughput is a focus for this
work as this metric determines how efficiently multiple client
tasks can be completed.

B. MPC Paradigms

In general, MPC protocols allow an arbitrary number of
compute parties [N to perform a joint computation while
resisting a subset of 7' ‘bad’ parties who wish to breach
the confidentiality of other people’s data or tamper with the
integrity of the calculation. In this work, we examine a 3-party
protocol which tolerates 1 adversarial party who “semi-honestly”
follows the protocol and only tries to break confidentiality. This
matches a scenario in which a small number of FPGAs owned
by different parties are co-located within a data center.

General-purpose MPC designs often represent the agreed-
upon computation as an arithmetic or Boolean circuit, and
follow the Garbled Circuit or Secret Sharing approaches.

Garbled Circuits rely on one compute party generating a (large)
encoded version of the entire circuit, which it then transmits
to a second party who can evaluate the encoded circuit on
encoded inputs in order to obtain the answer. On the other
hand, Secret Sharing-based MPC systems have the compute
parties evaluate each gate of the circuit in parallel on their own
pieces or shares of the data, with a small amount of network
communication required for each multiplication or AND gate
(none is required for addition or XOR gates).

The computation and communication overhead of MPC
manifests itself differently for Garbled Circuits and Secret
Sharing. Even with optimizations [38]-[42], Garbled Circuits
have a small number of communication rounds but a large
communication size (80-128 x the size of the original data), ren-
dering them beneficial in high-latency scenarios but detrimental
when processing large datasets. Conversely, Secret Sharing
approaches require a low-latency environment because they
involve many rounds of communication, however they consume
substantially less bandwidth per computational step.

To date, most MPC implementations are in software, and thus
rely on general-purpose processing hardware and commodity
networking equipment. In this scenario, Secret Sharing tends
to be network latency-bound whereas Garbled Circuits are
often compute-bound. Consequently, most of the prior focus
in hardware acceleration has been directed toward Garbled
Circuits. Our work specifically considers MPC implementa-
tions in the data center, where Secret Sharing systems offer
higher maximum throughput and the network latency can be
low enough to realize meaningful performance benefits by
optimizing the computation with FPGAs.

C. Selected MPC Protocol

The original Secret Sharing implementation [1], [43] dif-
ferentiates between arithmetic and Boolean operations. The
design by Araki et al. requires that 3 parties agree to perform a
computation, however it only requires each party to communi-
cation with one other party at a time (aside from initial secret
sharing and revealing the final result). This means for most
actions 1 adversarial party is tolerated, but breaks the trust in
the system when employed in higher application scenarios.

We focus on the implementation of both types of Secret
Sharing circuits, Boolean and arithmetic. The main difference
between these two categories is based around the use of a
ring modulo 2". For all n > 1 operations are categorized into
arithmetic gates either addition or multiplication. We opted to
use n = 128 for our arithmetic implementation. For the special
case n == 1, addition is the same as XOR and multiplication
is the same as AND.

The process of MPC secret sharing involves 3 phases. First,
confidential data is securely split into three shares and given
to each party member. Each party’s share does not contain
enough information to deduce the original confidential data.
The protocol dictates that only 2 parties’ shares are necessary
to reconstruct the final result. Computation is performed using
either the Boolean XOR and AND gates or arithmetic addition,
and multiplication gates. The decision to use either form of
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Fig. 1: Initial construction of three party secret shares

Secret Sharing is made as a group between all parties either
before the share splitting phase occurs or after a transformation
is done between secret sharing protocols. Reconstruction of
the final value is done with the help of another party member’s
final share information. We explore the details of each step
below for the protocol implemented.

1) Data Split - Share construction: Each share consists of
two pieces: one uniformly random value, and one value based
on data passed from another party. We denote each share as a
pair (z;,a;) and v as our confidential data being shared among
the party. Shares are generated and distributed based on the
computation being performed, either arithmetic or Boolean
logic. Shares are generated using uniformly random values
x1,x2,x3 which follow the rule stated in Eq. 1. Based on the
protocol form of Secret Sharing, values for (z;, a;) are created
using either Eq. 2 or Eq. 3, where if 4 = 1 then ¢ — 1 = 3. The
process of generating three unique shares for the confidential
value v is visualized in Figure 1.

T1,To,x3 € Zgn (D
Arithmetic:
1+ 20+ 23 =0thena; =x,_1 —v )
Boolean:
T1ProPrxr3=0then a; =x;,_1 Do 3)

2) Gate operations - Computation phase: To perform any
operation two shares are passed to each party, one for each
data value ‘vi,vs’. We denote an input pair for v; as (x,a),
v as (y,b) and the output of the operation as (z, ¢).

e XOR: Each party can compute the XOR of their individual
shares simply by performing a local xor of the individual
parts in the pair.

z=z@yandc=a®db 4)
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Fig. 2: Local computation of XOR, addition gate

e Addition: Similar to XOR, individual parties can perform
a simple addition of arithmetic shares using their local
information without the need for communication.

z=x+yandc=a+1b ®))

e AND: Performing an AND operation requires parties to
communicate with one another and thus is more complex.
First, each party ¢ produces a correlated random value
a; € {0,1} which follows Eq. 6. From here we calculate
r; using Eq. 7. Lastly, each party passes their r; value to
one other party member and finally calculates the output

share (z, ¢).
041@042@0[3:0 (6)
r=x&y @ a&b® « 7
z=r;®r;—1 and c =1y ()

o Multiply: Much of the computation for multiply is similar
to the AND gate previously described. Parties select
correlated random values that hold «; € Zon, following
Eq. 9. Calculation of each r; is done using Eq. 10. Due to
the unique nature of the shares and their set associativity,
we take advantage of the modular multiplicative inverse
for our g value. Similar to the communication necessary
in the AND gate, each party passes their generated r; and
calculates their individual shares (z, c¢).

041+042+Oé3:() (9)
(mod 2™) (10)
1D

3) Final results - Data reconstruction: Finally once all
computation is performed on the party shares, each member
can reconstruct the final value by requesting information from
one other party member.

Arithmetic:

r=(a-b—xz-y+a)-q where g-3 =1

z=r;—1—1;and c = —2r;,_1 —r;

12)

/
V' =Zi-1 G

Boolean:

v = Zi—1 D ;. (13)
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We focus on the Araki et al. Secret Sharing using 3 parties
as our starting point. Extensions of this protocol can provide
more security over malicious individuals or allow for more
party members [44]-[46]. Our goal is to provide evidence
toward the benefits of accelerating MPC in the data center
while leaving room to adapt the protocol for future use cases.

III. DESIGN & IMPLEMENTATION
A. FPGA Implementation

Our designs for the arithmetic and Boolean versions of
Secret Sharing contain many common details and features.
This provides the opportunity to customize the allocation and
utilization of gates in the design at a higher level without the
need to reconfigure the hardware. We will discuss in depth the
process involved when utilizing AND and multiply gates as

those require different calculation and communication actions.

XOR and addition gates are done locally and do not require
much additional design choices as seen in Figure 2.

We rely on OpenCores projects [47], [48] for our design
when generating pseudo-random numbers. This design choice
was made out of convenience to eaily adapt the design to any
hardware provided. Our future plans are to utilize vendor
specific Random Number Generator (RNG) hard cores or
reference designs created by FPGA vendors to provide a
better optimized version for targeted hardware. Security of the
OpenCores RNG module was not considered for this application
but will be examined in the future when making a selection
between different vendor specific tools and designs. We use the
selected random number during initial key generation, share
splitting phase, and the correlated random requirements in both
AND and multiply gates.

The usage of a correlated random number between each of
the three parties is important to both following the protocol
listed in Section II-C2 as well as providing a method for all
parties to obtain random values without the need for additional
communication. Figure 3a shows the process we developed
for our protocol. Prior to performing any MPC computations
each party generates an initial key through the use of the
RNG block and maintains a copy of the key value and shares

this same value with one other party member in round robin
fashion. These keys are then used to generate a pseudo-random
value of 128-bits using both keys in possession. The function
f(K;, K;41) is pre-determined when the party selects to use
Boolean or arithmetic operations.

Arithmetic:

a1 +ags+ a3 =0and o; = PRF(K;) — PRF(K;y1) (14)
Boolean:
a1 PasPaz=0and o; = PRF(Kz) S5 PRF(KH_l) (15)

Calculation of o must be performed for each use of an AND
or multiply gate to provide additional security to the protocol
and prevent replay attacks on the system.

B. Analysis of FPGA Implementation

The FPGA implementation uses Amazon Web Services
(AWS) FPGAs available through its Elastic Compute Cloud
(Amazon EC2). Specifically, Xilinx Virtex UltraScale+ VU9P
FPGAs are accessible via a virtual machine in EC2 F1 instances.
Amazon includes a hardware shell for software/hardware co-
design between the node CPU (Intel Xeon E5-2686 v4) and
FPGA. Software control for F1 instances rely on provided
DMA functions and PCle function templates which commu-
nicate directly with the hardware shell [49]. This furnishes
the mechanism for loading data, controlling operations, and
retrieving results.

The PCle packets are translated through the Amazon shell
and utilize multiple AXI bus configurations to send and receive
data with the software system. We use the general purpose
AXI bus supporting a 512 bit data packet to provide a single
message containing two secret share vectors (4 x 128-bits) prior
to starting the hardware operations. The HDL design takes
each AXI bus message, parses the information, and relays data
to the desired module.

Since all gates are routed individually, connecting gates
to form a specific circuit or equation can be done either
through the software host process or with an agreed upon
hardware change between all party members. This provides us



the opportunity to route multiply and addition gates to function
together for matrix multiply as individual connections or as a
joint multiply accumulate (MAC) module. Previous work done
with matrix multiply shows efficient methods of using Garbled
Circuits to accelerate the generation of MPC circuitry before
passing the garble tables over to the participating party member
[21], [26], [27]. Our approach to matrix multiply using secret
sharing performs all computation jointly during run-time. We
discuss later in Section IV-B how our FPGA implementation
can fully utilize the network bandwidth found in the data center
for larger applications such as machine learning.

IV. RESULTS
A. Testing and Data

MPC Secret Sharing modules are assessed in terms of total
FPGA resource utilization and total throughput with all gates
running in parallel.

Our final implementation requires only a single cycle to
perform either an XOR or addition gate and a total of 4 cycles
to calculate an AND or multiply gate. This is obtainable after
an initial 21 cycles of pre-computation of party keys and initial
correlated random values. The computation for each additional
correlated random value is performed during the utilization of
the current peusdo-random value during AND or multiply gate
evaluation.

At the time of this publication, Amazon F1 does not currently
offer their “FPGA-Link” and thus only provides FPGA to
FPGA connections through PCle or over their 25GbE network
through a host NIC. Our current design focuses on obtaining
the most utilization on a single FPGA and thus is not limited
based on network speed. For verification and to fully utilize
our design without network bottlenecks, we designed a test
environment allowing for 3 parties on a single FPGA. This is
a possible use case in a real world environment through the
use of a trusted third party to perform calculations on behalf
of all three party members. This design included the necessary
routing and control logic which enabled the system to perform
calculations between all parties from start to end without the
need of software intervention. The test environment allocates 3
AND or multiply gates, one for each party member, then each
group is duplicated to fully utilize the FPGA; summarized in
Table 1.

We include the number of bits in Table I as a measure of
the amount of data communicated during the exchange part of
each computation cycle.

Amazon F1 instances provide a few choices in clock speed
when synthesizing FPGA designs. As a conservative estimate
the default choice of 125Mhz is selected as we are not
currently limited by a computation bottleneck. We determine
that the current design utilizing 4 cycles per AND operation
and running at 125Mhz has the potential to perform 160
Gbps of computations when being fully utilized with only
20% utilization exceeding the current Amazon F1 network
bandwidth.

Comparing with the Araki et al. design running on 20 Xeon
E5-2686 v4 cores, their theoretical MPC op./sec can reach a

TABLE I: AWS Implementation Result Analysis

[[ AND Cores  Bits  MPC (billions op.)/sec ]|
1 128 2.67
3 384 8.00
12 1536 32.0
24 3072 64.0
48 6144 128
60 7680 160
101 - :
: Araki et al. Limit !
***** AWS FPGA Limit
131 10GbE 4
10 PCle 5.0 64GbE
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Fig. 4: Roofline model comparing Secret Sharing performance
against data center bandwidth. We denote limitations in the
Araki et al. design and our FPGA Secret Sharing implementa-
tion, and FPGA implementations based on Garbled Circuits.

total of 10 billion operations, while our fully utilized FPGA
design surpasses it by over 10x.

B. Analysis

Based on the minimal data dependencies and flow in Figure
3, in principle all MPC Secret Sharing gates can execute one
operation per clock cycle. This can be done by utilizing a fully
pipelined implementation of the AND and multiply gate. Such
a design would saturate a 10Gbps network connection when
operated at 78.13 MHz. Operating at the higher frequencies
used commonly by FPGAs would require higher bandwidth.

Our tests and analysis of different quantities of MPC blocks
on Amazon AWS provide sufficient data points to establish that
Secret Sharing MPC can be competitive when implemented
on FPGA hardware in the data center.

The original work utilized a software implementation of
the protocol executed on general purpose processors [1], [43].
Specifically, each party used varying numbers of cores from
one or two Xeon processors. The authors were able to nearly
saturate their 10Gbps link (7.38Gbps) between parties when



using all cores in each node. While the authors were limited
by multiple cores causing queuing congestion at the Network
Interface Card (NIC) the use of a CPU appears to have more
limited scaling potential. Using the reported number of AES/sec
and network communication for 1 core, scaling from 73.3%
CPU usage to 100% would appear to show 1 core being capable
of saturating a ~0.780Gbps connection. Multiplying for 20
cores that would indicate a peak of ~15.6Gbps.

In comparison, the FPGA block we tested for performing
Secret Sharing only requires 3 AND cores to exceed the
7.38Gbps reached with 20 CPU cores, reaching a full 8.00Gbps.
This uses ~5% of the fabric available on the FPGA targeted, a
10x improvement vs the CPU utilization. Attempting to fully
employ the available fabric it is possible to implement 60 AND
cores based on our design which would permit saturation of a
160Gbps link.

We demonstrate the peak performance obtainable using
the roofline model in Figure 4. Figure 4 shows the limiting
factors and constraints of Secret Sharing designs: compute
bandwidth (horizontal lines) and network bandwidth (diagonal
lines). We first show that the peak performance is demonstrated
in number of MPC operations per second (MOPs), while
arithmetic intensity (Al) is designated as MOPs/bit of data
transferred over the network. We utilize the AND gate as our
common Secret Sharing gate and assume a pipelined design
of one MOP per cycle. Each Secret Sharing gate requires
exactly one bit of communication thus an arithmetic intensity
of 1 is achievable. Therefore the Araki et al. design has the
potential to hit a peak performance of 10'°© MOPs if they
did not encounter any drawback due to network congestion.
Comparatively we show that a fully utilized FPGA running all
AND gates can outperform by ~2 orders of magnitude. This
analysis shows that the Araki et al system provides an almost
perfect balance between network and MOPs when utilizing their
10Gbps interface. However, if a larger bandwidth network is
available, such as 40 GbE, then their application will be limited
by computational performance and thus will not effectively
utilize the bandwidth available.

By contrast, using a fully pipelined version of our design, we
show a theoretical peak performance of the FPGA accelerated
Secret Sharing design able to achieve 10'2 MOPs. This
indicates that the design of Secret Sharing on FPGAs remains
limited by the current bandwidth offered in the data center.
This limitation allows for the extra FPGA resources to be
distributed for other tasks such as more local computations of
XOR and addition gates or control logic for high performance
applications. We compare this against the arithmetic intensity
of Garbled Circuits with the assumption that each garbling table
can be created each clock cycle. Traditionally each MPC gate
contains a table of 4 SHA hashes. We consider the arithmetic
intensity (AI) of Garbled Circuits to be 1/(4 x 128) = 0.002,
which when translated to the roofline model shows that Garbled
Circuits are heavily network limited due to the low arithmetic
intensity and high bandwidth requirements.

These results demonstrate preferable scaling properties sup-
porting the selection of FPGAs for acceleration. Based on the

results, targeting the anticipated 200Gbps links in the Amazon
F1 would require less than 25% fabric utilization to reach full
saturation utilizing the pipeline improvement described earlier.
With a frequency improvement, adjustable through AWS, even
less fabric would be required. The remaining available fabric is
beneficial as it allows for work distribution, additional secure
computations, and higher application control logic such as
matrix multiply.

V. RELATED WORK

There exists earlier research exploring hardware accelerated
MPC, but the efforts have focused on Garbled Circuits rather
than Secret Sharing. The hardware considered has included
GPUs [19], [50]-[52]; most efforts, however, employ FPGAs.
The earliest of these efforts dates to 2010 [17], [18], with more
work recently [23]-[25], and some considering Amazon AWS
[21], [25], [27]. Other work explored garbling entire processors
[20], [22] and specialized problem acceleration [21].

The usage of MPC in data centers [24], [26] matches our
decisions. Their architecture and usage of individual blocks for
AND and XOR operations guided our choice to allow greater
software control of the FPGA without the hardware needing
to be recreated for each use.

VI. CONCLUSION

In this paper, we describe one approach to implementing
all MPC gates described by Araki et al. [44] in hardware. We
demonstrate the viability of Secret Sharing MPC in a low
latency environment and test the design on an FPGA in the
cloud highlighting greater potential scalability of the design
compared to alternatives. With these insights, we plan to pursue
improvements to this design to increase the performance further
and to implement the higher level controls both in software and
hardware to use the Secret Sharing building block in a complete
MPC cloud service for higher applications and specifically for
machine learning.

Some future work includes HDL implementation optimiza-
tions allowing for a fully pipelined scheme, FPGA to FPGA
communication using future AWS offering or with an in-house
design, and implementation of share conversion between both
forms of Secret Sharing. Additional research directions include
different viable MPC security models and hardware security
considerations on FPGAs including but not limited to the usage
of vendor specific random number generation, secure data at
rest on FPGAs, and applying secure multi-party computation
for machine learning applications.
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