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Abstract—Distributed optimization, where the computations
are performed in a localized and coordinated manner using mul-
tiple agents, is a promising approach for solving large-scale opti-
mization problems, e.g., those arising in model predictive control
(MPC) of large-scale plants. However, a distributed optimization
algorithm that is computationally efficient, globally convergent,
amenable to nonconvex constraints and general inter-subsystem
interactions remains an open problem. In this paper, we com-
bine three important modifications to the classical alternating
direction method of multipliers (ADMM) for distributed opti-
mization. Specifically, (i) an extra-layer architecture is adopted
to accommodate nonconvexity and handle inequality constraints,
(ii) equality-constrained nonlinear programming (NLP) problems
are allowed to be solved approximately, and (iii) a modified
Anderson acceleration is employed for reducing the number of
iterations. Theoretical convergence towards stationary solutions
and computational complexity of the proposed algorithm, named
ELLADA, is established. Its application to distributed nonlinear
MPC is also described and illustrated through a benchmark
process system.

Index Terms—Distributed optimization, nonconvex optimiza-
tion, model predictive control, acceleration

I. INTRODUCTION

ISTRIBUTED optimization [1]-[3] refers to methods of

performing optimization using a distributed architecture
— multiple networked agents are used for subsystems and
necessary information among the agents is communicated to
coordinate the distributed computation. An important desirable
application of distributed optimization is in model predictive
control (MPC), where control decisions are made through solv-
ing an optimal control problem minimizing the cost associated
with the predicted trajectory in a future horizon subject to the
system dynamics and operational constraints [4]. For large-
scale systems, it is desirable to seek a decomposition (e.g.,
using community detection or network block structures [5]-
[7]) and deploy distributed MPC strategies [8]-[10], which
allows better performance than fully decentralized MPC by
enabling coordination, while avoiding assembling and com-
puting on a monolithic model in centralized MPC.

Despite efficient algorithms for solving monolithic nonlinear
programming (NLP) problems in centralized MPC (e.g., [11]-
[13]), extending them into distributed algorithms is nontrivial.
A typical approach of distributed MPC is to iterate the control
inputs among the subsystems (in sequence or in parallel)
[14]-[16]. The input iteration routine is typically either semi-
decentralized by implicitly assuming that the subsystems
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Fig. 1. Primal-dual distributed optimization.

interact only through inputs and considering state coupling
as disturbances, or semi-centralized by using moving-horizon
predictions based on the entire system, which, however, con-
tradicts the fact that the subsystem models should be usually
packaged inside the local agents rather than shared over the
entire system. Distributed MPC under truly localized model
information is typically restricted to linear systems [17]-[19].
We note that in general, distributed nonlinear MPC with
subsystem interactions should be considered as a distributed
optimization problem under nonconvex constraints. To solve
such problems using distributed agents with local model
knowledge, Lagrangian decomposition using dual relaxation
of complicating interactions [20, Section 9] and the alternating
direction method of multipliers (ADMM) algorithm using
augmented Lagrangian [21], [22] were proposed as general
frameworks. These are primal-dual iterative algorithms. As
illustrated in Fig. 1, in each iteration, the distributed agents
receive the dual information from the coordinator and execute
subroutines to solve their own subproblems, and a coordinator
collects information of their solutions to update the duals.
Convergence is the most basic requirement but also a
major challenge in distributed optimization under nonconvex
constraints. Although distributed optimization with nonconvex
objective functions has been well discussed [23]-[26], the
nonconvex constraints appear much more difficult to handle.
To guarantee convergence, [27] suggested dualizing and penal-
izing all nonconvex constraints, making them undifferentiated
and tractable by ADMM; however, this alteration of the
problem structure eliminates the option for distributed agents
to use any subroutine other than the method of multipliers
(MM). [28] used a quadratic programming problem to decide
the dual variables in the augmented Lagrangian as well as
an extrapolation of primal updates; this algorithm, however,
involves a central agent that extracts Hessian and gradient in-
formation of the subsystem models from the distributed agents



in every iteration, and is thus essentially semi-centralized.
[29] adopted feasibility-preserving convex approximations to
approach the solution, which is applicable to problems without
nonconvex equality constraints. We note that several recent
papers (e.g., [30]-[32]) proposed the idea of placing slack
variables corresponding to the inter-subsystem constraints and
forcing the decay to zero by tightening the penalty parameters
of slack variables. This modification to the ADMM with slack
variables and their penalties leads to a globally convergent
extra-layer augmented Lagrangian-based algorithm with pre-
served agent-coordinator problem architecture.

Computational efficiency is also of critical importance for
distributed optimization, especially in MPC. The slothfulness
of primal-dual algorithms typically arises from two issues.
First, the subgradient (first-order) update of dual variables
restricts the number of iterations to be of linear complexity
[33]-[35]. For convex problems, momentum methods [36],
[37] can be adopted to obtain second-order dual updates.
Such momentum acceleration can not be directly extended to
nonconvex problems without a positive definite curvature, al-
though our previous numerical study showed that a discounted
momentum may allow limited improvement [38]. Another
effort to accelerate dual updates in convex ADMM is based
on Krylov subspace methods [39]. Under nonconvexity, it
was only very recently realized that Anderson acceleration,
a multi-secant technique for fixed-point problems, can be
generally used to accelerate the dual variables [40]-[42].

The second cause for the high computational cost of dis-
tributed optimization is the instruction on the distributed agents
to fully solve their subproblems to high precision in each
iteration. Such exhaustive efforts may be unnecessary since
the dual information to be received from the coordinator
will keep changing. For convex problems, it is possible to
linearize the augmented Lagrangian and replace the distributed
subproblems with Arrow-Hurwicz-Uzawa gradient flows [43].
In the presence of nonconvexity of the objective functions,
a dual perturbation technique to restore the convergence of
the augmented Lagrangian was proposed in [44]. It is yet un-
known how to accommodate such gradient flows to nonconvex
constraints. A different approach is to allow inexact solution
of the subproblems with adaptively tightening tolerances [45].
Such an approximate ADMM algorithm allows a better balance
between the primal and dual updates, and avoids wasteful
computational steps inside the subroutines.

The purpose of this work is to develop a convergent and
computationally efficient algorithm for distributed optimiza-
tion under nonconvex constraints. Although the algorithm is
in principle not restricted to any specific problem, we consider
the implementation of distributed nonlinear MPC as an impor-
tant application. Based on the above discussion, we identify
the following modifications to the classical ADMM algorithm
as the key to mitigating the challenges in convergence and
computational complexity: (i) additional slack variables are
placed on the constraints relating the distributed agents and
the coordinator, (ii) approximate optimization is performed
in the distributed agents, and (iii) the Anderson acceleration
technique is adopted by the coordinator. We therefore com-
bine and extend as appropriate these techniques into a new

algorithm with a two-layer augmented Lagrangian-based ar-
chitecture, in which the outer layer handles the slack variables
as well as inequality constraints by using a barrier technique,
and the inner layer performs approximate ADMM under an
acceleration scheme. With guaranteed stability and elevated
speed, fo the best knowledge of the authors, the proposed
algorithm is the first practical and generic algorithm of its
kind for distributed nonlinear MPC with truly localized model
information. We name this algorithm as ELLADA (stand-
ing for extra-layer augmented Lagrangian-based accelerated
distributed approximate optimization).

The paper discusses the movitation, develops the ELLADA
algorithm and establishes its theoretical properties. An ap-
plication to a benchmark quadruple tank process is also
presented. The remainder of this paper is organized as follows.
In Section II, we first review the classical ADMM and its
modified versions. Then we derive our ELLADA algorithm
in Section III with a trilogy pattern. First, a basic two-layer
augmented Lagrangian-based algorithm (ELL) is introduced
and its convergence is discussed. Then the approximate solu-
tion of equality-constrained NLP problems and the Anderson
acceleration scheme are incorporated to form the ELLA and
ELLADA algorithms. The implementation of the ELLADA
algorithm on the distributed optimization problem involved in
distributed nonlinear MPC is shown in Section IV, and the case
study is examined in Section V. Conclusions and discussions
are given in Section VL.

II. ADMM AND ITS MODIFICATIONS
A. ADMM

The alterating direction method of multipliers is the most
commonly used algorithm for distributed optimization under
linear equality constraints [1]. Specifically, consider the fol-
lowing problem

min f(x)+g(@) st. Az+ Bz =0 )

with two blocks of variables x and z, where f and ¢ are
usually assumed to be convex. (The symbols in (1) are not
related to the ones in Section IV.) The augmented Lagrangian
for such a constrained optimization problem is

Lia,&5y) = f(2)+9(2)+y " (Av+Ba)+ 5| Av+Bz|?, )

in which y stands for the vector of dual variables (Lagrangian
multipliers) and p > 0 is called the penalty parameter.
According to the duality theory, the optimal solution should
be determined by a saddle point of the augmented Lagrangian:

supmin L(z,Z;y). 3)

y T
The classical method of multipliers (MM) deals with this
saddle point problem with an iterative procedure, where the
primal variables are optimized first and then the dual variables

are updated with a subgradient ascent [46, Chapter 6]:
(@1, @) = argmin L(z, 7 9"),
x,T (4)

yk+l — yk —‘y—p(AJ?IH—l + Bi‘k+1)7



in which the superscript stands for the count of iterations. In
a distributed context,  and Z usually can not be optimized
simultaneously. ADMM is thus an approximation of MM that
allows the optimization of x and Z to be performed separately,
ie.,

2" = arg min L(z, z" yk)7

x

2" = argmin L(a*, 7;y"), 5)
yk+l _ yk + p(AfL'kJrl + Bﬂ?k+1).

Since the appearance of ADMM in 1970s [47], [48], there
have been many works regarding its theoretical properties,
extensions and applications. As we have mentioned in the
Introduction, ADMM is known to have a linear convergence
rate for convex problems. This does not change when the
variables are constrained in convex sets. For example, if
x € X, it suffices to modify the corresponding term f(x) in
the objective function by adding an indicator function Iy (z)
(equal to 0 if x € X and +oo otherwise), which is still a
convex function.

B. ADMM with approximate updates

Unless the objective terms f(x) and ¢(z) are of simple
forms such as quadratic functions, the optimization of = and
Z in (5) does not have an exact solution. Usually, iterative
algorithms for nonlinear programming need to be called for
the first two lines of (5), and always searching for a highly
accurate solution in each ADMM iteration will result in an
excessive computational cost. It is thus desirable to solve the
optimization subproblems in ADMM inexactly when the dual
variables are yet far from the optimum, i.e., to allow z**! and
7"+1 to be chosen such that

dy*t € . L(x" T 2hy"), At € O L@ T "), (6)

where 0, and Oz represent the subgradients with respect to x
and z, respectively, and d, and dz are not exactly O but only
converging to 0 asymptotically. For example, one can assign
externally a shrinking and summable sequence of absolute
errors [49]:

oo

o0
o]l < €5, lldsll < em, Y en<oo, » € <oo, (7)
k=1

k=1
or a sequence of relative errors to the errors proportional to
other variations in the algorithm [45], [50].

It was shown in [45] that a relative error criterion for
terminating the iterations in subproblems, compared to other
approximation criteria such as a summable absolute error
sequence, better reduces the total number of subroutine it-
erations throughout the ADMM algorithm. Such a relative
error criterion is a constructive one, rendered to guarantee
the decrease of a quadratic distance between the intermediate
solutions (2%, Z% y*) and the optimum (z*,z*,y*). In the
context of distributed optimization problems under nonconvex
constraints, since the convergence proof is established on a
different basis from the quadratic distance, the construction of
such a criterion must be reconsidered. We will address this
issue in Subsection III-B.

C. Anderson acceleration

Linear convergence of the classical ADMM is essentially
the result of subgradient dual update, which uses the informa-
tion of only the first-order derivatives with respect to the dual
variables: 0,L = Az + Bz. The idea of creating a quadrat-
ically convergent algorithm using only first-order derivatives
originates back from Nesterov’s approach of solving convex
optimization problems, which performs iterations based on a
linear extrapolation of the previous two iterations instead of
the current solution alone [51]. Such a momentum method can
be used to accelerate the ADMM algorithm, which can be
seen as iterations over the second block of primal variables x
and the dual variables y [36]. However, such a momentum is
inappropriate for nonconvex problems, since the behavior of
the extrapolated point can not be well controlled by a bound
on the curvature of the objective function.

Therefore, we resort to a different type of technique —
Anderson acceleration, which was proposed in [52] first and
later “rediscovered” in the field of chemical physics [53].
Generally speaking, Anderson acceleration is used to solve
the fixed-point iteration problem

w = ho(w) (8)

for some vector w and non-expansive mapping hq (satisfying
[lho(w) — ho(w")|| < |Jw — w'|| for any w and w’). Different
from the simple Krasnoselskii-Mann iteration w**! = kw" 4
(1 — k)ho(w®) (x € (0,1)), Anderson acceleration takes a
quasi-Newton approach, which aims at a nearly quadratic con-
vergence rate [54]. Specifically', in each iteration k, the results
from the previous m iterations are recalled from memory to
form the matrix of secants in w and h(w) = w — ho(w):

Ay = [ o571,
& = K =k—m,.. . k-1 o
A=l g,
55 = B ) — b)), K =k —m,... k1.
An estimated Jacobian is given by
Hi =1+ (Af = AL)(ALTAL)TIALT,  (10)
or
Hil =T+ (Ag - ADAGTAR)TIAT, (D

which minimizes the Frobenius norm of Bj — I subject to
B AF = AF. Then the quasi-Newton iteration w*+! = wk —
H 'h* leads to a weighted sum of the previous m function

values:

m
whtt = 3" ak g (2t (12)
m’=0
where the weights {04,’31,}2}:0 are specified by
sk, m' =0
oy =8k, —sk, o om/=1,... m—1, (13)
1—sk_ m =m

IThere are two different types of Anderson acceleration. Here we focus on
Type I, which was found to have better performance [54] and was improved
in [40].



with s¥, being the m’-th component s*:

sF = (AFTARTIART P, (14)

Anderson acceleration (12) may not always be convergent,
although local convergence was studied in some special cases
[55]. Recently, a globally convergent modification of Ander-
son acceleration was proposed in [40], where regularization,
restarting, and safeguarding measures are taken to ensure
the well-conditioning of the A’j’u matrix, boundedness of the
inverse Jacobian estimate (11), and acceleration only in a
safety region, respectively.

The relevance of Anderson acceleration to ADMM lies in
that the ADMM algorithm (5) can be seen as fixed-point
iterations (z%,y*) — (¥, k = 0,1,2,... [42],
which is the same idea underlying the ADMM with Nesterov
acceleration. For problems with nonconvex constraints, the it-
eration mapping h is not necessarily non-expansive, and hence
one can not directly establish the convergence of Anderson
acceleration with the original techniques used in [40]. We will
address this issue in Subsection III-C.

D. ADMM under nonconvex constraints

The presence of nonconvexity largely increases the difficulty
of distributed optimization. Most of the work in nonconvex
ADMM considers problems with nonconvex objective function
with bounded Hessian eigenvalues or the Kurdyka-t.ojasiewicz
property assumptions, under which a convergence rate of
O(1/Vk) (slower than that of convex ADMM, O(1/k)) was
established [26], [56], [57]. However, for many distributed
optimization problems, e.g., the distributed MPC of nonlinear
processes, there exist nonconvex constraints on the variables,
which is intrinsically non-equivalent to the problems with
nonconvex objective functions. For our problem of interest,
the relevant works are scarce.

Here we introduce the algorithm of [30] for (1) under
nonconvex constraints x € X and F € X, reformulated with
slack variables z:

min f(z) + ¢(z)

_ (15)
st. A+ Bx+2=0, 2=0, t€ X, T € X.

The augmented Lagrangian is now written as
L(z, 7,2y, A p, B) = f(2) + g(Z) + L (2) + L2 (7)

+y (Az+ B +2) + gHAa:—l— Bi+z|?+ A z+ §||2H2.
(16)
The algorithm is a two-layer one, where each outer iteration
(indexed by k) contains a series of inner iterations (indexed
by r). In the inner iterations, the classical ADMM algorithm
is used to update =, Z, z and y in sequence, while keeping A
and 8 unchanged:

k,r+1 __ . —k,r _k,r,  k,r k k k
T = argmin La, 757, 25755 N8 o, 6°)

k,r 2

Yy
oF

o
= argmin f(z) + =

‘Aw + Bz 4Py

# = argmin Lo, 2,285y AR, pF, B7) (17)

yk,r 2

ok

k
= argmin g(Z) + % HAxk’H'l + Bz + 2" +
zeX

Zk,7'+1 = arg rninL(Ik:,r«l»l’:Ekn'{»l7 2 ykn" >\k7ﬂk7ﬁk)
k k,r
P k,r41 kel | Y 1 k
=——— [ Az™ + Bx™ + —) — A
Pk + B ( P pr+ B

yk,f‘+1 — yk,r +pk(Axk,r+1 +Bi’k7r+1 +Zk,r+1)

Under mild assumptions, in the presence of slack variables
z, it was proved [30] that if one chooses p* = 23%, then
the inner iterations converge to the set of stationary points
(xF, z*, 2% y*) of the relaxed problem

ﬁk

min f(z) +g(@) + A"z + 7I|2H2

T,T,z

st. Av+Bi+2=0, 2€X, T€X.

(18)

Then in the outer iterations, the dual variables A\ are
updated. To enforce the convergence of the slack variables
to zero, the corresponding penalty ¥ is amplified by a ratio
v > 1 if the returned z* from the inner iterations does
not decay enough from the previous outer iteration z*~!
(|2%|| > wl||z¥~|, w € (0,1)). The outer iteration is written

as
N =T, 5 (A + 852Y)

ﬁk+1 _ {75k7 19

1251 > wllz" |

B 2 < wllzt |

in which the projection II onto a predefined compact hy-
percube [\, A] is used to guarantee the boundedness of the
dual variables and hence the augmented Lagrangian L. If the
augmented Lagrangian L remains bounded despite the increase
of the penalty parameters p* and 3*, the algorithm converges
to a stationary point of the original problem (1). The iterative
complexity of such an algorithm to reach an e-approximate
stationary point is O(e~*In(e~1)).

In the next section, building on the algorithm of [30]
that guarantees the convergence of distributed optimization
under nonconvex constraints, we propose a new algorithm
that integrates into it the ideas of approximate ADMM and
Anderson acceleration, aiming at improving the computational
efficiency.

III. PROPOSED ALGORITHM
A. Basic algorithm and its convergence

Consider an optimization problem in the following form:

min f(z) + g()

s.t. Ax+ Bz =0 (20)
z € X ={z|¢(z) <0,¢(x) =0}, T€X
or equivalently with slack variables
min f(z) +¢(7)
s, Az +Bi+2z=0, z2=0, 2n

x e X = {z|p(x) <0,¢(x) =0}, T€X.
We make the following assumptions.

Assumption 1. Assume that f is lower bounded, i.e., there
exists f such that f(x) > f for any x € X.

Assumption 2. Function g is convex and is lower bounded.



1 Set: Bound of dual variables [\, |, shrinking ratio of slack variables
w € [0, 1), amplifying ratio of penalty parameter v > 1, diminishing
outer iteration tolerances {e}f, 612“, elg}?’:l 1 O, terminating tolerances
€1, €2, €3 > 0;

2 Initialization: Starting points x°, z°, 20, dual variable and bounds
AL € [\, N, penalty parameter 8 > 0,

3 outer iteration count k < 0;

4 while stationarity criterion (26) is not met do

s | ph =288

6 inner iteration count 7 <— 0O;

7

Initialization: 2%, z%:0, 250 k.0 sarisfying
)\k + 5kzk,0 + yk,O =0;
8 while stopping criterion (22) is not met do
9 k 41—

2
5

argmingcx f(z) + 5 HASE + Bk 4 2k 4 y
1o zhr+l —

2
argmingc 5 9(T)+ 5 HA:E’c T4 BE 4 2k 4 y
I Skl —

k k,r

_pkigk Amk,r+1 + B.i’k’r+1 + y - pkiﬁk )\k;
12 yk,r+1 — yk,r +pk(Amk,r+1 + Bjk,r-!—l + Zk',r+1);
3 r«r+1;
14 end
Is ( k+1 a—jk-&-l’ Zk+1, yk+1) (‘,L.k,r’a—jk,'r7 Zk,r’ yk,r);
Is 4W+A7H&AQ + gk2k);
7 if |25+ > szkH then
Is | AR« yB*;
19 else
20 | B8R Bk
p1 end
p2 k+—k+1;
p3 end

Algorithm 1: Basic algorithm (ELL).

Our basic algorithm (Algorithm 1) for (21) is slightly
modified from the procedure of [30], which considered the
case where g(z) = 0 and X is a hypercube. The algorithm
uses an inner loop of ADMM iterations and an outer loop of
MM with possibly amplifying penalty parameters. The inner
iterations are terminated when the following criterion is met

ellc Z ellc,r — ||pk’AT(Bjk,r+1 + Zk:,r+1 _ Bi‘k,r _ Zk:,r)”7
& > b= [P BT (A by (22)
61; 2 elg,r = ||Axk,'r+1 + Bi‘k,'r«kl +Zk,r+1H'

The proof uses the augmented Lagrangian (16) as a decreas-
ing Lyapunov function throughout the inner iterations [34],
[57], which gives the convergence of the inner iterations.

Lemma 1 (Descent of the augmented Lagrangian). Suppose
that Assumptions 1 and 2 hold. When p* = 23, it holds that

L(l’k7r+17 i,k,r+17 Zk,r+17 yk,r+l) S L(mk,r7 j:k,r7 Zk,r7 yk,r)
k
_ BkHBfk’r+1 _ Bjk,rHQ _ %||Zk,7"+1 _ Zk,'r‘ |2
(23)

for r = 0,1,2,...%, and hence the augmented Lagrangian
nonincreasingly converges to a limit L.

Corollary 1 (Convergence of inner iterations). Suppose that
Assumptions 1 and 2 hold. As r — oo, Bz*™+1 — Bk — 0,
Zortl _ 2k 50, and Az®" 4+ BEPT 4+ 257 — 0. Hence the

2For simplicity we did not write the last three entries A\F, p¥, 8% that do
not change during inner iterations in the augmented Lagrangian.

inner iterations are terminated at a finite v when (22) is met
and the point (%71 gkr+1 k1) the following conditions

dk Gaf( k,r+1)+N ( k,r+1)+
dg eag( kr+1)+N ( k'r+1)
_ )\ + Bkzk,r+1 +yk,r+1
dl; :Awk’,r-!—l +Ba—:k,r+l +Zk,r+1
for some d¥, d5 and df satisfying ||d¥| < €, ||d5|| < €5 and
|d5 || < €5, respectively. Nx(z) (Nx(Z)) refers to the normal
cone to the set X (X) at point x (Z):

Nx(z)={v|jv" (' —x) <0, Vz' € &}.

ATyk,T+l

BT k,r+1

(24)

(25)

The proofs of the above lemma and corollary are given in
Appendix A and Appendix B, respectively. It is apparent that
if €¥, ek, X are all equal to 0, (24) is the Karush-Kuhn-Tucker
optimality condition of the relaxed problem (18) [58].

We note that although the augmented Lagrangian decreases
throughout the inner iterations, the increase in the penalty pa-
rameters may cause an increase in the augmented Lagrangian
across outer iterations, thus losing the guarantee of overall
convergence. To establish the convergence of outer iterations,
we need to make the following assumption to restrict the upper
level of the augmented Lagrangian.

Assumption 3. The augmented Lagrangians are uniformly
upper bounded at initialization of all inner iterations, i.e.,
there exists L > L(x*:0, zk0 k.0 ok0 Nk ok BK) for all k.

The above assumption is actually a “warm start” require-
ment. Suppose that we have a feasible solution (2°,z°)
to the original problem (20), then we can always choose
k0 = 20, k0 = 70, k0 = 0, y#0 = —\* to guarantee

an L = f(z°) + g(z°).

Lemma 2 (Convergence of outer iterations). Suppose that
Assumptions 1, 2 and 3 hold. Then for any €1, €3, and €3 > 0,
within a finite number of outer iterations k, Algorithm 1 finds
an approximate stationary point (xF+1 ghtl F+l yk+ly of
(20), satisfying
dl eaf( k+1)+NX( k+1)+AT k+1
d2 € 8g(z" 1) + Np (@) + BTy
— AgFT 4 gkt

for some di, do, ds satisfying ||d;|| <e€;, j=1,2,3.

(26)

See Appendix C for a proof. In addition to the convergence,
we can also establish a theoretical complexity. Previously in
[30], it was shown that to reach an e-approximate stationary
point satisfying (26) with €1, €2, €3 = € > 0, the total number
of inner iterations needed is of the order O(e~*In(1/¢)).
Here, we show that by appropriately choosing the way that
the tolerances (¥, ek, k) shrink, the iteration complexity can
be provably reduced anywhere in (O(e~2), O(e~%)], for which
a proof is given in Appendix D.

Lemma 3 (Complexity of the basic algorithm). Suppose that
Assumptions 1, 2 and 3 hold. For some constant ¥ € (0,w],
choose € ~ O%), & ~ OWF*), and & ~ O((9/B)k).
Then each outer iteration k requires R* ~ O((dw)~2¥)



inner iterations. Hence, for the Algorithm 1 to reach an e-
approximate stationary point, the total iterations needed is
R ~ O(e 2049, where ¢ = logyw € (0, 1].

B. Approximate algorithm

We note that the basic algorithm requires complete min-
imization of x and T in each inner iteration (Lines 9-10,
Algorithm 1). However, this is neither desirable due to the
computational cost, nor practical since any nonlinear pro-
gramming (NLP) solver finds only a point that approximately
satisfies the KKT optimality conditions, except for very simple
cases. For simplicity, we assume that such a minimization
oracle®, namely an explicit mapping G depending on matrix
B, Azl 4 gk gogkr ok and p, exists for Z. For
example, if g(z) = 0 and B" B = al for some a > 0, then
G(B,v,p) = —iBTU. For the z-minimization, however,
such an oracle usually does not exist. In this subsection,
we will modify Algorithm 1 so as to allow approximate z-
optimization on Line 9.

Assumption 4. The minimization of the augmented La-
grangian with respect to T (Line 10, Algorithm 1) admits a
unique explicit solution

ol G(B, Agkrtl ke yk’r/ka Pk)~ 27

Let us also assume that the problem has a smoothness
property as follows.

Assumption 5. Functions f, ¢ and 1 are continuously differ-
entiable, and X has a nonempty interior.

Under this smoothness assumption, the KKT condition for
r-minimization is written as the following equalities with
# > 0 and v representing the Lagrangian dual variables
corresponding to the inequalities ¢(x) < 0 and ¥(x) = 0,
respectively

0=Vf(a" ) 4 p" AT (A 4 BEPT 4 2T 4 )

Cg Cy
D Ve + 3 v Vi (2T
c=1 c=1

0= pete(z™™), c=1,...,Cy
0=1(z"" ), e=1,...,Cy.
(28)

Line 9 of Algorithm 1 is thus to solve the above equations
for z®7*1. This can be achieved through an interior point
algorithm, which employs double-layer iterations to find the
solution. In the outer iteration, a barrier technique is used to
convert the inequality constraints into an additional term in
the objective; the optima (or stationary points) of the resulting
barrier problems converge to true optima (stationary points)
as the barrier parameter converges to 0. In the inner iteration,
a proper search method is used to obtain the optimum of the
barrier problem. Since both the interior point algorithm and
the basic ADMM algorithm 1 have a double-layer structure,
we consider matching these two layers.

3We use the word “oracle” with its typical meaning in mathematics and
computer science. An oracle refers to an ad hoc numerical or computational
procedure, regarded as a black box mechanism, to generate the needed results
as its outputs based on some input information.

Specifically, in the k-th outer iteration, the function f(z)
is appended with a barrier term —b% 3¢, In(— ¢ (2)) (b* is
the barrier parameter, converging to 0 as £ — o). Hence a
“barrier augmented Lagrangian™ can be specified as

Co
Ly=L-b>» In(—gc(x)). (29

c=1
Based on the arguments in the previous subsection, if the z-
optimization step returns a z*"+! minimizing L; with respect
to x, then the inner iterations result in the descent of Lk,
which implies the satisfaction of conditions (24), with f
modified by the barrier function. Obviously, if Assumption
3 holds for L, then it also holds for Ly~ when X has a
nonempty interior. It follows that the outer iterations can find
an approximate stationary point of the original problem with
the decay of barrier parameters b*.

However, precisely finding the x that minimizes L,
with respect to x, which is an equality-constrained NLP
problem, still requires an iterative search procedure [59]. By
matching the inner iterations of the interior point algorithm
and the inner iterations of the ADMM, we propose to perform
only a proper amount of searching steps instead of the entire
equality-constrained NLP in each inner iteration, so that the
solution to the equality-constrained NLP problem can be
approached throughout the inner iterations. For this purpose,
we assume that we have at hand a solver that can find any
approximate solution of equality-constrained NLP.

k,r+1

Assumption 6. Assume that for any equality-constrained
smooth NLP problem

mxin x(x) st. Y(x)=0 (30)

a solver that guarantees the convergence to any approximate
stationary point of the above problem with a lower objective
function is available. That is, starting from any initial point
20, for any tolerances €4, €5 > 0, within a finite number of
searches the solver finds a point (x,v) satisfying

Cy

di = Vx(z) + Y veVipe(z)

€2))
d5c = ’l/)c(ﬂ?)7 Cc = 17. . .7Cw.

for some ||d4|| < €4, ||dz|| < €5, and f(x) < f(2°). Such an
approximate solution is denoted as F(x°; x,, €4, €5).

The above approximate NLP solution oracle is realizable
by NLP solvers where the tolerances of the KKT conditions
are allowed to be specified by the user, e.g., the IPOPT solver
[60]. Under Assumption 6, the x-update step on Line 9 of
Algorithm 1 is replaced by an approximate NLP solution

T o :F(LE TvX T7¢764r7657n)7

(32)

where the objective function in the current iteration is the part
of barrier augmented Lagrangian L;x that is related to x with
the indicator function Iy (z) excluded:

e
7 (2) =f(2) = br ) In(—de(2))
* ' ; (33)

o* k k ko k|2
WAn——



1 Set: Bound of dual variables [\, |, shrinking ratio of slack variables
w € [0, 1), amplifying ratio of penalty parameter v > 1, diminishing
outer iteration tolerances {e}f, 612“, eéf, efj, elg, elg}zozl 1 O, diminishing
barrier parameters {bk }130:1 1 0, terminating tolerances €1, €2, €3,
€4, €5, €6 > 0;

2 Initialization: Starting points 20, 79, 20, dual variable and bounds
AL € [\, N, penalty parameter 1 > 0,

3 outer iteration count k <— 0;

4 while eIZ > €4 or e’g > e5 or b¥ > eg or stationarity criterion (26) is
not met do

5 Set: Diminishing tolerances {EZ’T il

6 let p’C = 25’“ H

7 inner iteration count r < O;

8 Initialization: %0, z+:0, 2%:0 k.0 satisfying

)\k_,'_ﬂk kO_,'_ka,O

9 while ek "> e4 or e "> 65 or stopping criterion (22) is not

met do

10 kTl = F(zhr; xkr 4, EZ " elg’r), where x*" is given

by (33);
1 'l = G(B, Ax™t! 2B 4 yFT /pF pF), where G is
given by (27);

2 Zk,'r+1 —

Pk Aghr+l 4§ Bkl L ¥™TY 1 k.
ok pF €z + Bz + L Ergk

3 yk r+1 7ykr+pk(ACCk 7‘+1+sz r+1+zk r+1)

14 r<r+1;

15 end

6 ( k+1 £k+l,zk+l yk+l) — ($k,r75:k,'r72k,r7yk,r);

17 Aetl — =10, /\]()\ + BF2F);

18 if [|2F )] > szkH then

o | BFFL « 8%

PO else

b1 ‘ ,8k+1 «— 6k;

p2 end

p3 k< k+1;

p4 end

Algorithm 2: Approximate algorithm (ELLA).

This approximate algorithm with inexact x-minimization is
summarized as Algorithm 2. The inner iterations are performed
until €/" and e}"" are lower than €% and €f, respectively, and
(22) holds. The outer iterations are terminated when ef,f < €4,
e§ < €5, the barrier parameter is sufficiently small bk < e,
and (26) holds.

Lemma 4 (Convergence of the approximate algorithm). Sup-
pose that Assumptions 1-6 hold. For any outer iteration k,
given any positive tolerances {€¥, ... ek}, within a finite
number of inner iterations r, the obtained solution satisfies

k r+1 k, T+1)

dy +dy =Vf(z

Z k7‘+1v¢

+ZV§,T+1V¢C(IIC,T+1) +ATyk,'r+1

c=1
dgeag( kr+1)+N ( kr+1)+BT k,r+1
O_)\k-f—ﬂk kr+1+yk,r+1
d3 _A.Tik r+l+B—k r+1+zk,r+1
ds =(x lw“)
—b" = pe e, e =1,

(34)

,Co.

for some d¥, ... dE with ||d¥|| < €, ..., ||dE|| < €k. Then,
suppose that the outer iteration tolerances {€¥,... &} and
barrier parameters b* are diminishing with increasing k, given

any terminating tolerances €1, ...,eg > 0, within a finite

number of outer iterations, Algorithm 2 finds a point (x**+1,
ghtl Gkl gkl kL R satisfying
o
di+ds = V(@) + 37 et Ve(a" )
c=1
Cy
i Zyécﬂvwc(xkﬂ) ATy
0 € g0z ”“)+A/(k+w-+BTk*1 (35)
0_/\k+ﬁk k+1+y
ds da = AgFtl +Bi’k+1,
ds = (")
—ds = pe T pe(a), c=1,...,Cs.
for some dy, ... dg with ||d;|| <e€;,j=1,...,5 ds € (0,€).

The proof is self-evident following the techniques in the
Proofs of Lemma 1, Corollary 1 and Lemma 2 given in
Appendix A to Appendix C. The conditions (34) indicate an
(¥, ..., ek)-approximate stationary point to the relaxed barrier
problem

(36)

Cy
min f(x) +g(z) —b* Y In(—¢e ()
’7 c=1

st. Ax+ Bz +2=0, ¥(z)=0, T€ X

and the condition (35) gives an (e1,...,€q
tionary point to the original problem (20).

)-approximate sta-

C. Accelerated algorithm

The key factor restricting the rate of convergence is the y-
update, which is not a full or approximate maximization but
only one step of subgradient ascent. As was proved in Lemma
3, such a subgradient ascent approach for nonconvex problems
leads to a number of inner iterations proportional to the inverse
squared error. Here, by modifying the Anderson acceleration
scheme in [40], we propose an accelerated algorithm. Let
us make the following assumption regarding our choice of
tolerances €' and e"

Assumption 7. Suppose that we choose a continuous and
strictly monotonically increasing function m : [0, 00) — [0, 00)
with (0) = 0 such that e&" = (%), and choose X" pro-
portional to ||pF AT (BzF 1 — Bghr 4 2kt 2R || ywhen
such a value is strictly smaller than the previous tolerance

" but not smaller the ultimate one €.

The choice of function 7 to relate the stationarity tolerance
and equality tolerance in NLP subroutine is aimed at balancing
the effort to reduce both errors. The choice of ek "1 s based
on the following rationale. After the r-th inner iteration, the
obtained solution x*"*! satisfies the approximate stationarity
condition

d{z,'r+1 _ V k 71 + Z Mk 7‘+1V¢C k,r+1 + Z Vk r+1

c=1

Vwc(xk,rﬂ) +pkAT (Amk,rﬂ 4+ BzPT 4 T +yk,r/pk>
(37)



di7r+1 kr+1

for some with a modulus not exceeding ei”, 1
satisfying pf 1. (xFr 1) = —b*, c = 1,..., Cy. Using the
formula for y-update (Line 13, Algorithm 2), we rearrange the
above equation to obtain

din'{»l + pkAT(Ba—:k,'r'+1 _ Bi’kﬂ' + Zk,'r'+1 _ Zk,7') — Vf(mk,'r'+1)

Cy Cy
+ Zﬂlz,r+1v¢c(xk,r+l) + Z Vic,r+1vwc(xk,r+1) + ATyk,r+1
c=1 c=1

(38)
Hence after the update of Z, z and y variables, the vio-
lation of the stationarity condition is bounded by ei’r +
|pF AT (Bzk 1 — Bgkr 4 Zhrtl _ 2kr)||| Therefore, e
should be balanced with the second term, which, however, is
realizable only after the Z- and z-updates after the x-update
and hence assigned to eZ’TH.
We note from Algorithm 2 that under Assumption 7,

each inner iteration 7 is a mapping from (z*7, zP", P+l
) k _ k41
yk,7+1, 6477“) to (xk,r+1’ xk,r+1’ Zk,r+1, yk,r-t,-l’ 64,7+ ) In

fact, despite the dependence of the latter variables on z*"

and ei’r, such dependence can be ignored in the sense that
the descent of the barrier augmented Lagrangian L;. will
always guide the sequence of intermediate solutions towards
the set of ef-approximate stationary points of the relaxed
barrier problem (36). Using Lemma 1 with the augmented
Lagrangian substituted by the barrier augmented Lagrangian,
it immediately follows that under the approximate algorithm,
the sequence {(z%", 2%7)}22, will converge to a fixed point,
and the convergence of {y*"} accompanies the convergence
of {z%7} due to (77). It is thus clear that we may resort
to Anderson acceleration introduced in Subsection II-C by
denoting w = (Z,z), the iteration as a mapping hg, and
h(w) = w — ho(w), and collecting at the r-th inner iteration
the following multi-secant information about the previous m
inner iterations:

AGT =TT e, AT =TT L T,
/ ,(39)
r—m’ kor—m'4+1 _ , kr—m/ r—m
Wheie 75 o = uIJC o ) w and 0
h(w™r="+) — h(w =™ ), m'=m —1,...,0.

However, the possibility that A* may not be of full rank
and Hj may be singular requires certain modifications to the
original accelration scheme. The following technique was used
in [40]. First, it can be shown that the matrix H defined in
(10) can be constructed in an inductive way, starting from
Hy . = I, by rank-one updates

k,r—m+m’ m’ ck,r—m4m’\/Sk,r—m4+m/\T
Hm,+1 _ H]'::n, + (6h - Hk«,’f‘(sw )(6’UJ )
k,r - T

(5Z,r7m+m’)'r65,r7m+m’

(40)
for m" = 0,...,m — 1 with H”, = Hy,, where
Skr=m_ . 0kr=1 are obtained from &&r—m ... gkl
through Gram-Schmidt orthogonalization. To ensure the in-
vertibility of Hj, ., the §;, vector in (40) is perturbed to

S = (1= gEa T gl @D
where the perturbation magnitude 0}?; is determined by

em/ B (5Z,r7m+m')T(Hér};)flé}l:,rfm+m’
k,r — Sk,r7m+m’ 2
[[0w |

;770> .42

with regularization hyperparameter 79 € (0,1). The function
©(0; ) is defined by

o(0:m) = {(nsign9 —0)/(1=0) 101 <7

0 0 >n" “43)

Using the Sherman-Morrison formula for inverting the rank-
one update, H; i can be induced from (H,g)r)*1 = [ accord-
ing to
()™ = (HT)
(6k,r’7m+m/ _ (len/)—lgk,rfm+m’) (Sk,r,nL+m')T(H£n’)—1
w ,T h w 5T

(Sﬁj,r—m—km’)T(H;y’,,;)_lgfkl:,r—m-km’

(44)

To avoid the rank deficiency A,,, a restart checking strategy

is used, where the memory is cleared when the Gram-Schmidt

orthogonalization becomes ill conditioned ([|6%7 || < 1|65 ]|

for some 7, € (0,1)) or the memory exceeds a maximum M

otherwise the memory is allowed to grow. Hence the Anderson
acceleration is well-conditioned.

Lemma 5 (Well-conditioning of Anderson acceleration, [40]).
Using the regularization and restart checking techniques, it is
guaranteed that

N-—1
M <07 [30+0+m0)"ma" —2] " <+oo (45)

where M is the maximum number of steps in the memory and
N is the dimension of w.

A well-conditioned Anderson acceleration is not yet suf-
ficient to guarantee the convergence. Hence we employ a
safeguarding technique modified from [40] which aims at
suppressing a too large increase in the barrier augmented
Lagrangian by rejecting such acceleration steps. When An-
derson acceleration suggests an update from w = (Z,z) to
w = (Z,Z) under the current value of Az, the resulting
Lagrangian increase is calculated as

k
LM (w,w; Az) =g(%) — g(7) + AT (2 — 2) + %(HZ\IZ —|I21I*)
+7 (Az+BZ+ %) —y (Az+ Bz + z)

k
+ 2% (lAz+ B + 2| - || Az + Bz + 2)
(46)
where y and y are calculated by

y=-A'=p"% §=-2"-p"% (47)

which results from Line 12—13 of Algorithm 2. We require that
such a change, if positive, must not exceed an upper bound:

LF(w, w; Ax) = Long (Ry + 1)~ 0+ (48)

where Lo is the expected Lagrangian decrease after the
first non-accelerated iteration after initialization according to
Lemma 1, used as a scale for the change in the barrier
augmented Lagrangian:

k
LO — ﬁkHBZEkl o Bjk,OHZ + B7|‘Zk,1 o Zk,0‘|2, (49)

2

where 1y, 0 > 0 are hyperparameters, and R, is the number
of already accepted acceleration steps. With safeguarding,



it can be guaranteed that the barrier augmented Lagrangian
always stays bounded, since Z?;r:o(RJr +1)"049) < 4o,
We also require that the acceleration should not lead to a
drastic change in w:

L _
b w|?< 22T 50
o —wl” < 5 = (50)

where 7 > 0 is a hyperparameter. 1/,/1 + R reflects
an expected change according to the plain ADMM iteration,
which is used to suppress disproportionate large deviations due
to Anderson acceleration.

Finally, the accelerated algorithm using the Anderson ac-
celeration technique for fixed-point iteration of (Z, z) is sum-
marized as Algorithm 3. This is our final ELLADA algorithm,
whose distributed implementation will be briefly discussed in
the next subsection. With well-conditioned H, ! matrix and
a bounded barrier augmented Lagrangian, its cofwergence can
now be guaranteed by the following lemma, the proof of which
is given in Appendix E.

Lemma 6 (Convergence under Anderson acceleration). Sup-
pose that Assumptions 1-7 hold. Under regulated and safe-
guarded Anderson acceleration, Algorithm 3 finds within a
finite number of inner iterations r a point satisfying (34). The
convergence of outer iterations to an approximate stationary
point satisfying (35) hence follows.

Summarizing the conclusions of all the previous lemmas in
this section, we have arrived at the following theorem.

Theorem 1. Suppose that the following assumptions hold:

1) Function f is lower bounded on X;

2) Function g is convex and lower bounded on X;

3) Initialization of outer iterations allows a uniform upper
bound of the augmented Lagrangian, e.g., a feasible
solution is known a priori;

4) Minimization of g(Z) + 5||BZ + v||? with respect to T
allows an oracle G(B,v, p) returning a unique solution
for any v of appropriate dimension and p > 0;

5) Functions f, ¢, and i are continuously differentiable,
and the constraints (¢,) are strictly feasible;

6) There exists a solver for equality-constrained NLP to
any specified tolerances of KKT conditions.

Then given any tolerances €1,...,eg > 0, the ELLADA
algorithm (Algorithm 3) gives an (e1,...,€g)-approximate
KKT point satisfying the conditions (35).

If the problem itself has intrinsically better properties to
guarantee that each KKT point is a local minimum, e.g.,
the second-order sufficient condition [46, §4.3.2], then the
algorithm converges to a local minimum. Of course, it is well
known that certifying a local minimum is itself a difficult
problem.

IV. IMPLEMENTATION ON DISTRIBUTED NONLINEAR MPC
Consider a nonlinear discrete-time dynamical system
z(t +1) = f(x(t), u(t)) Q)]

where z(t) € R™ and u(t) € R™ are the vectors of states
and inputs, respectively, for t = 0,1,2,..., and f : R™ X

R™ — R™. Suppose that at time ¢ we have the current states
x = x(t), then in MPC, the control inputs are determined by
the following optimal control problem:

min J = Z 0 (r),a(r)) + £ (@t + 1))

st. Z(t+1) = f(&(r),a(r)), T=¢t,...,t+T—1 (52)
p(&(T),a(r),7) <0, T=t,...,t+T—1
q(@(r),a(r),7) =0, T=t,...,t+T—1
(t) ==

In the above formulation, the optimization variables & (7) and
4(7) represent the predicted states and inputs in a future
horizon {t,t+1,...,t+T} with length T € N. The predicted
trajectory is constrained by the dynamics (51) as well as some
additional path constraints p, ¢ such as the bounds on the
inputs and states or Lyapunov descent to enforce stability.
Functions ¢ and ¢! are called the stage cost and terminal cost,
respectively. By solving (52), one executes u(t) = u(t). For
simplicity it is assumed here that the states are observable;
otherwise, the states can be estimated using an optimization
formulation such as moving horizon estimation (MHE). For
continuous-time systems, collocation techniques can be used
to discretize the resulting optimal control problem into a finite-
dimensional one.

Now suppose that the system (51) is large-scale with its
states and outputs decomposed into n subsystems: r =
(], 29 ,...,2} T, u=[u],ug,...,u ]T, and that the op-
timal control problem should be solved by the corresponding
n agents, each containing the model of its own subsystem:

(T + 1) = fi(xi(7), ui(7), {zji(T)vuji(T>}jEP(i))- (53)

where {x;;,u;;} stands for the states and inputs in subsystem
J (.e., components of z; and u;) that appear in the arguments
of f;, which comprise of the components of f corresponding
to the i-th subsystem. P; is the collection of subsystems j
that has some inputs and outputs influencing subsystem i. We
assume that the cost functions and the path constraints are
separable:

(o) = 3 i), @) =3 ),
=1 =1 (54)

7ﬁ7T) = [pl(i‘17a177—)—r7 s 7p"(jn7ﬂn77— T}T

ISH

(

q(j?,ﬁ,T) = [ql(il,ﬂl,r)T, .

)
7qn(§jn:an77)—r}T'

A. Formulation on directed and bipartite graphs

To better visualize the problem structure and systemati-
cally reformulate the optimal control problem (52) into the
distributed optimization problem in the form of (21) for the
implementation of the ELLADA algorithm, we introduce some
graph-theoretic descriptions of optimization problems [7]. For
problem (52), we first define a directed graph (digraph), which
is a straightforward characterization of the relation of mutual
impact among the subsystem models.

Definition 1 (Digraph). The digraph of system (51) un-
der the decomposition x = [v],xq,...,x})]" and u =

[ ug,...,ut]" is Gi = {Vi,E} with nodes V; =

n



1 Set: Dual bounds [, X}, outer iteration parameters w € [0,1), v > 1, {elf, 612“, eé, efj, elg}gozl 10, {bk}z‘;l 10, final tolerances €1, €3, €3, €4,
e > 0, function m, acceleration parameters 6 € (0,1), 0 >0, ne >0, nw € (0,1), n, >0, ng >0, M € N. Let e5 = w(ea);
2 Initialization: Starting points z°, z°, 20, Al € [A, N], penalty parameter B1 > 0, €2 = m(€9);
3 Outer iteration count k <+ 0;
4 while 64 > €4 or 65 > e5 or bF > €g or statzonarzty crtterton (26) is not met do
5 Set: Initial tolerances ei 0, lg 0 7T(€4 ) penalty p = QBk, Jacobian estimate H,;(l) =1
6 Inner iteration count r < 0, count of accelerated steps R¥ = 0, memory length m « 0;
7 Initialization: z*-0, 7%, zk’o, yk’O satisfying pLE Bkzkvo + yk’0 =0;
8 while EZ’T > ek or elg " > €& or stopping criterion (22) is not met do
9 gkt = F(ghr kb g e BT where x’” is given by (33);
10 zhrt1l = G(B, Ax”Ll + zk” + yk T/pF, p ) where G is given by (27);
ok
k, 1 _ k 1 k, 1 1 k.
31 2R+l = "+Bk Azkr+l 4 Bz ’"++y )—7pk+3k)\,
2 yk,r+1 _ yk T +p (Al‘k’T+1 +B$k’T+1 +Zk,r+l);
13 y’k,r — _)\k: Bk sk, T
14 Fhrtl = F(ahr; gk T,w, ki ey, with x in (33) with Z, z, y replaced by Z, 2, §;
Is :%k’T+1:G(B A:E"H—O—zkr—l-yk’“/p P )
k k', g
sk,r+1 _ P k,r+1 k,r+1 _ 1 k.
16 z pF+BF <Ax +BERTT 4 8 oF ) FEE
17 if » = 0 then
18 Wkl < (%1 2F1), and calculate Lo by (49);
19 else
bo 55}77*1 — gk — wk,rfl, 5:77” — @k — kit _ k=1 + ,wlv,'r7 mem+1;
Lo -~ Skor—m/ T skor—1 ./
b1 Sprt=gprtosm, Gu T Su A,m.f)m, - ST
) 104 I
; 88 I Gk,r—1 k,r—1
p2 1fm:M+1orm<nwthenm<—0,6w’ < Oy andeT1<—I;
w
i shor—\T =1 shkr—1
b3 Compute 6Z’T ! by (41) with m’ = m — 1 and Orr—1=1¢ L H)tSk vk—;H; b ;9)2
P - §hor—1y5k.r—1\T g
-1 -1 G5 —H ST THEETT D TH ki1 K 1, k k1.
p4 Update Hle Hk,r71+ (6"T 1)TH Tk , and suggest Wk L = k" ,H,w,(w L A
LF(whr akrtt agkm) k1 2 Long . Eordl kol
bs . : d <1 and ||k 7+t — wk7||2 < —=2010% __ then accept the acceleration w® ™1 « %7 +1 and let
Lonp (Ry+1)~0+o) = I I 5’%/@ P
yk,r+1 «— 7)\1@ _ Bkék,r«‘fl;
p6 end
by GIZ’T+1 _ ||pkAT(B.'Ek’T+1 — Bk 4 gkl Zk’r)”, 61;,7'+1 _ ﬂ_(ei,r-+1);
S rr4+1;
9 end
0 (Ik+1,.’ik+1, Zk+1 yk+1) ( k, 7‘ k: T k T yk,'r).
1 Update \ft+1 = H[ ]()\k + Bk k) and Bk'H according to (19);
2 k< k+1;
3 end

Algorithm 3: Accelerated algorithm (ELLADA).

{1,2,...,n} and edges & = {(j,i)|7 € P())}. If (i,]) € &1,
i.e, j € P(i), we say that j is a parent of i and i is a child
of j (denoted as i € C(j)).

Then under the decomposition, (52) can be written as

t+T—1
min Yy Ji=) > () + G (&:(t + 1))
%1 i€y 1=t
st &i(1 + 1) = fi(@i(7), @i(7), {25i(7), 45i(T) }iep (i),
pi(&i(7),0:(7),7) <0, T=t,... . t+T =1, i€
qi(Z:(7), (1), 7) =0, r:t,...,t+T—1, i€V
Zi(t) = x4y 1 €W,
(55)
We denote the variables of the i-th agent as
=2 o), . @ +T—-1)" a;@t+T—-1)"
Ei(t+ 1) {a560) " a5 (t) Hers (56)

At +T =1 i (t+T = 1) Yyep]

in which the variables related to the j-th subsystem are denoted
as &;;. Since &;; is a part of the predicted states and inputs
from subsystem j, i.e., some components of ;, the interactions

between the parent j and the child ¢ be captured by a matrix
ji with exactly one unit entry (“1”) on every row: §;; =
ji€;, where the right arrow represents the impact of the
parent subsystem j on the child subsystem ¢. By denoting the
model and path constraints in agent ¢ as &; € =;, the optimal
control problem (51) is expressed in a compact way as follows:

min Z Ji(&)

IS %1

s.t. & €8, 1€V, &= Bji§j7 (4, 1) € &1

(57)

This is an optimization problem defined on a directed
graph. An illustration for a simple case when & =
{(1,2),(2,3),(3,1)} is shown in Fig. 2(a).

Although it is natural to represent the interactions among the
subsystems in a digraph, performing distributed optimization
on digraphs where the agents communicate among themselves
without a coordinator can be challenging. For example, it
is known that the ADMM algorithm, which behaves well
for distributed optimization with 2 blocks of variables, can
become divergent when directly extended to multi-block prob-



Fig. 2. Graphical illustrations of the problem structure of distributed MPC.

lems [61]. Hence we construct such a 2-block architecture by
using a bipartite graph.

Definition 2 (Bipartite graph). The bipartite graph of system
(51) Go is constructed from the digraph Gy by taking both
the nodes and edges as the new nodes, and adding an edge
between i € V1 and e € &1 if i is the head or tail of e in the
digraph, i.e., Go = (Va, &) with Vo = VIUEY, €2 = {(i,e)|i €
Vi,e € &1,e=(1,5),5 €C() ore=(4,1),7 € P(i)}.

Such a graph is bipartite since any edge is between a node
of V; and a node of &;.

We note that the last line of (57) corresponds to the digraph
edges &;. In the bipartite graph, these edges should become
nodes and hence new groups of variables should be associated
with them. For this purpose, we simply need to pull out &;; as
overlapping variables E_ﬂ and add the constraint that Ejl- are
some selected components of &;: &;; = Bji@:

min Z Ji (fl)

i€V

s.t. & €2, 1€V, f_ji = Bjifj = 3ji’fjv (4,%) € &1

(58)

In (58), variables & (i € Vi) and &; ((§,i) € &) are
defined on the nodes of the bipartite graph, and the constraints
captured by the matrices D;; and D ; correspond to the

bipartite edges (4, (4,4)) and (i, (4,1)), respectively. We may
also write the last line of (58) as

e = Dicki, (ive) € &.
Therefore (58) is an optimization problem on the bipartite
graph. An illustration is given in Fig. 2(b). Under this re-
formulation, the problem structure becomes a 2-block one —
distributed agents 7 = 1, ..., N manage the decision variables
&, V1 in parallel without interference, and the coordinator
regulates the agents by using overlapping variables &, e € &;.

(59)

B. Reformulation with slack variables

It is known that a key condition for distributed optimization
in the context of the ADMM algorithm to converge is that one
block of variables can always be made feasible given the other
block [26]. Unfortunately this condition is not always met by
the problem (58). For example, given &; and &5, there may
not be a 5_12 satisfying both 5_12 = D12&; and 5_12 = D12&.
To deal with this issue, it was proposed to associate with each
linear constraint in (58), namely each edge in the bipartite
graph, a slack variable (;. (e.g., [30]):

i€V

s.t. fz €=, 1€V
Dicéi — &e + Cie =0, (i,€) € &
Cie =0, (i,e) € &s.

(60)

Simi(lﬁr to the notation for D, we write (. as E)ij ife = (i,5)
and ¢ ;; if e = (4,¢). Such a problem structure is graphically
illustrated in Fig. 2(c).

Finally, we stack all the subscripted variables into &, 5, ¢
in a proper ordering of i € V;, e € &1, and (i,¢) € E. The
matrices D,. are stacked in a block diagonal pattern in the
same ordering of (i,e) € & into A. The appearance of £, in
the equality constraints is represented by a matrix B (satis-
fying BT B = 2I). We write the objective function as J (&),
and the set constraints =; are lumped into a Cartesian product
2 = Xjep, =;. Finally, we reach a compact formulation for
(60):

min J(§)
st. E€E, AE+BE+(=0, (=0

Such an architecture is shown in Figs. 2(d) and 2(e). The
variables ¢ and ¢ belong to the coordinator (marked in red),
and ¢ is in the distributed agents.

(61)

C. Implementation of ELLADA

Clearly, the optimal control problem formulated as (60) is
a special form of (21) with &, € and ¢ rewritten as x, Z and
z, respectively, and g(7) = 0, X’ equal to the entire Euclidean
space. As long as the cost function J is lower bounded (e.g.,
a quadratic cost), Algorithm 3 is applicable to (60), where
the operations on Z, z, y are performed by the coordinator,
and the operations on z is handled by the distributed agents.
Specifically,
e The update steps of z,z,y (Lines 10-13, 15, 16) and
the entire Anderson acceleration (Lines 17-26) belong



to the coordinator. The updates of penalty parameters
and outer-layer dual variables A (Lines 31) should also
be performed by the coordinator. The conditions for
b, b e’§ and €1, €9, €3 are checked by the coordinator.

o The distributed agents are responsible for carrying out a
trial z-update step for the Anderson acceleration (Line 9)
as well as the plain x-update (Line 14). The conditions
and updates for €5, el", ¢k ¢k and ey, €5, €6 are checked
by the agents.

When executing the updates, the agents need the values of
Bz+z+y/p to add to Az, and the coordinator needs the value
of Ax from the agents. When the variables x are distributed
into agents x1,...,x,, and the equality constraints between
the agents and the coordinator is expressed on a bipartite
graph:

Djex; —

Te + Zie = 07 (Zv 6) € 527 (62)

the communication of Az and BZ + z + y/p takes place
in a distributed and parallel way, i.e., the ¢-th agent obtains
the information of —Z. + z;e + y;/p for all e such that
(i,e) € & from the coordinator. The coordinator, based on
inter-subsystem edges e in the digraph, obtains the information
of D;.x; for all related agents . When the objective function
and X are separable f(z) = >0 | fi(z;), X = Xy x -+ X Xy,
based on such distributed and parallel communication, the
optimization problem

2

Cy
min f(x) —b;ln(—qbe(:r))—l-g HAI—&-Ba‘:—i-z-&-% (63)

s.t. Y(xz) =0
in an z-update step can be solved in a distributed and parallel
manner:
Coi

min f;(z;) — b Z In(—¢e,:(2:))

zq

2 f y
P ~ Yie /] for i.
+§ Z ‘Diexi — Te + Zie + P
{el(i,e)€€2}

Similarly, the Z-update with the G-mapping is in parallel for
its components e, if X is separable, i.e., if X is a closed
hypercube (whether bounded or unbounded), and if g is also
separable. That is, Z-update can be expressed as

2

Diexi —Ze + Zie + Yie

min g¢;(%;) + g E
z;
{il(i,e)€E2}

s.t. T; € .;?2
(65)
The z and y updates are in parallel for the edges (i, e) on the
bipartite graph.

In Algorithm 3, the procedures are written such that in
each iteration, the update steps are carried out in sequence.
This requires a synchronization of all the agents ¢ and the
coordinating elements e and (i,e). For example, for the x-
update, every distributed agent needs to create a “finish” signal
after solving x; in (64) and send it to the coordinator. Only
after the coordinator receives the “finish” signals from all
the distributed agents can the Z-update be carried out. Due

/] for e.

TABLE I

PARAMETERS AND NOMINAL STEADY STATE
Parameter ~ Value | Parameter  Value
Aq, A3 28 ai, as 3.145
Aoz, Ay 32 a2, a4 2.525
1 0.43 k1 3.14
Y2 0.34 ko 3.29
Input Value Input Value
V1 3.15 V2 3.15
State Value State Value
h1 12.44 ho 13.17
hs 4.73 ha 4.99

to the possible computational imbalance among the agents
and the coordinator, such synchronization implies that faster
updates must idle for some time to wait for slower ones. In
fact, the convergence properties of the ELLADA algorithm
do not rely on the synchronization. Even when the inner
iterations are asynchronous, the update steps still contribute
to the convergence of the barrier augmented Lagrangian and
hence result in convergence to KKT conditions. The only
exception is that under Anderson acceleration, the steps for
generating the candidate of accelerated updates are allocated to
another coordinator and another set of distributed agents, and
they should communicate to make the decision on executing
the accelerations.

V. APPLICATION TO A QUADRUPLE TANK PROCESS

The quadruple tank process is a simple benchmark process
for distributed model predictive control [62] with 4 states
(water heights in the 4 tanks) and 2 inputs (flow rates from
the reservoir). The dynamic model is written as follows:

. k
hlz—aflvh1+ﬂvh3+vl 1U1
Ay Ax 1

A
. k
ho = —ai\/E—Fai\/E-ﬁ- i 21}2
As Ao As (66)
;a3 (1 —72)k2
hs = AS\/}TS—|- A, v2
(1 =)k

h4:—a74\/h4+ V1.
Ay

Ag
Other parameter values and the nominal steady state are given
in Table I. The process is considered to have 2 subsystems,
one containing tanks 1 and 4 and the other containing tanks
2 and 3. Each subsystem has 2 states, 1 input and 1 up-
stream state. We first design a centralized MPC with quadratic
objective function for each tank, and bounds on the inputs
2.5 < wvy,v9 < 3.5. We first decide through the simulation of
centralized MPC that a receding horizon of T' = 400 with
sampling time §t = 10 is appropriate. (The computations
are performed using the Python module pyomo.dae with
an IPOPT solver [63].)

The closed-loop trajectories under the traditional MPC
controllers, including a centralized MPC (black), a semi-
centralized MPC where the inputs are iteratively updated based
on predictions over the entire process (green), a decentralized
MPC (blue), and a distributed MPC with only state feedfor-
warding among the agents (purple), are shown in Fig. 3. It
was observed that a semi-centralized MPC based on system-
wide prediction maintains the control performance, yielding
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Fig. 3. Closed-loop trajectories under traditional MPC controllers.

trajectories overlapping with those of the centralized MPC.
However, the state-feedforward distributed MPC without suf-
ficient coordination accounting for the state interactions results
in unsatisfactory control performance, whose ultimate devia-
tion from the steady state is even larger than the decentralized
MPC without any communication between the controllers.

Next we use the proposed ELLADA algorithm for dis-
tributed nonlinear MPC of the process. We first examine the
basic ELL algorithm (Algorithm 1) by solving the correspond-
ing distributed MPC problem at a state with hy = 12.6,
ho =12.4, hg = 5.0, hy = 4.5, where we setw = 0.75, v = 2,
b = b =1072/2F 1, e’§ =1071/2k1 ¢ = e = 1074,
ez = 1073 and A = —)\ = 10 (in an element-wise sense)
through empirical tuning. The solution results in terms of the
variation of the augmented Lagrangian L*7, the violations
to the KKT conditions e’f:;g, and penalty parameters p*
throughout the inner and outer iterations are presented in Fig.
4, where the rainbow colormap from blue to red colors stand
for increasing outer iteration number. In accordance to the
conclusion of Lemma 1, the augmented Lagrangian is mono-
tonically decreasing in each outer iterations and remains upper
bounded, which guarantees the convergence of the algorithm.
Using the ELL algorithm for the afore-mentioned closed-loop
MPC simulation, the resulting trajectories are found identical
to those of the centralized control, which corroborates the
theoretical property of the algorithm of converging to the set
of stationary solutions.

With the preserved control performance of the ELL algo-
rithm, we seek to improve its computational efficiency with
the ELLA and ELLADA algorithms (Algorithms 2 and 3). In
ELLA, the tolerances for approximate NLP solution are set
as € = €3 = ¢4 = 1033 = 1, f = & = 103} = & =
100/251, 87 = 103¢5™ = max(el, 40(¢¥")2). The barrier
constants are updated throughout outer iterations according
to ||z|| according to b**! = min(10~1, max (1074, 25(¢k)?)).
Compared to ELL, the accumulated number of iterations and
computational time of ELLA are reduced by over an order of
magnitude. To seek for better computational performance, we

T T T T T T T T T T
300 400 500 600 0 100 200 300 400 500 600
t t

apply the ELLADA algorithm, where we set M = 10, 0 =1,
N = Nw = 0.01, ny = 0.5, n,, = 0.05. This further reduces
the number of iterations and computational time. These results
are shown in Fig. 5.

Compared to the basic ELL algorithm, ELLADA achieves
acceleration by approximately 18 times in terms of iterations
and 19 times in computational time for the entire simulation
time span. These improvements are more significant when
the states are far from the target steady state (43 and 45
times, respectively, for the first 1/6 of the simulation). We
note that the improvement from ELLA to ELLADA by using
the Anderson scheme is not an order-of-magnitude one mainly
because each outer iteration needs only a few number of inner
iterations, leaving little space for further acceleration (e.g., for
the first sampling time, 12 outer iterations including only 102
inner iterations are needed in ELLA, and in ELLADA, 61
inner iterations are needed). Under the accelerations, ELLADA
returns the identical solution to the centralized optimization,
thus preserving the control performance of the centralized
MPC.

VI. CONCLUSIONS AND DISCUSSIONS

We have proposed a new algorithm for distributed optimiza-
tion allowing nonconvex constraints, which simultaneously
guarantees convergence under mild assumptions and achieves
fast computation. Specifically, convergence is established by
adopting a two-layer architecture. In the outer layer, the slack
variables are tightened using the method of multipliers, and the
inequalities are handled using a barrier technique. In the inner
layer, ADMM iterations are performed in a distributed and
coordinated manner. Approximate NLP solution and Anderson
acceleration techniques are integrated into inner iterations for
computational acceleration.

Such an algorithm is generically suitable for distributed
nonlinear MPC. The advantages include:

o Arbitrary input and state couplings among subsystems are
allowed. No specific pattern is required a priori.
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o The convergence property of the algorithm towards a
stationary point is theoretically guaranteed, and its per-
formance can be monitored throughout iterations.

o Equality-constrained NLP solvers can be used only as a
subroutine. No internal modification of solvers is needed,
and the choice of any appropriate solver is flexible.

« Asynchronous updates are allowed without affecting the
convergence properties.

o Although motivated with a nominal optimal control prob-
lem, the algorithm could be suitable for more intricate
MPC formulations such as stochastic/robust MPC or
sensitivity-based advance-step MPC.

The application of the ELLADA algorithm on the dis-

tributed nonlinear MPC of a quadruple tank process has
already shown its improved computational performance com-
pared to the basic convergent Algorithms 1 and 2, and im-
proved control performance compared to the decentralized
MPC and distributed MPC without accounting for state in-
teractions. Of course, due to the small size of the specific
benchmark process, the control can be realized easily with a
centralized MPC. A truly large-scale control problem is more
suitable to demonstrate the effectiveness of our algorithm, and
this shall be presented in an upcoming separate paper.

APPENDIX A
PROOF OF LEMMA 1

First, since z®7t! is chosen as the minimizer of the

augmented Lagrangian with respect to x (Line 9, Algorithm
1), the update of x leads to a decrease in L:

L(:Ek,'r+1 ’ jk,'r’ Zk,r7 yk,r) < L(xk,'r’ i'k,ry Zk,'r’ yk,'r).

(67)

Second, we consider the decrease resulted from Z-update:

k,r+1 -k,r+1 _k,r k,r+1 —k,r _k,r
L(‘T y & s R 'Y _L(‘T y L, R 'Y

_ g(i’k’r+l) _ g(i‘k,r) + yk,TT(Bi‘k,'r+1 _ Bi‘k,r)

k:,T') k,T')

k

+ %”Amk,r+l +Bik,rﬂ +Zk,rH2
k

_ %”A.’Ek’r+l +Bi.k,'r +Zk,r||2

k
—k,r —k,r P —k,r —k,r
= 9@ ) = g@*) - Bt — Bt

ok
(68)
The minimization of Z (Line 10, Algorithm 1) should satisfy
the optimality condition

k,r
_ pk(i‘k,r _ jk,r+1)TBT (Aa:k,r+l + Bik,m-l + Zk,r + Y > )

k,r

0c kpT (Axk,r+1 + Bi‘k,r+1 + Zk,r + ) )
P oF (69)

+ag(i‘k’,r+l) +N;§'(i‘k’r+l),



i.e., there exist vectors v; € dg(Z" 1) and vy € Ng(zF7T1)

with

yk,r
ok
Since vy € Ag(z%"*1) and g is convex, v{ (
g(@*Fm)—g(Z* ). And vy € Ng(zF7+1) implies vy (257 —
zFr+1) < 0. Hence

pkBT <A1¢k ,r+1 + B—k r+1 +Zk,r + > = —v1 — va. (70)

i.kn _ l‘k 7+1) <

k,r
pk(‘fk,r _ jk,r—o—l)TBT (Amk,r+1 + Bkt + ST + ) . >
p
= —v, ( k,r 7k,'r+1) _ ’U;(i’k,r _ i‘.If,7‘+1)
k, k,r
—(g(@"") = g(z"").

(71)
Substituting the above inequality in (68), we obtain

kyrdl —krdl ke k, kyrdl k,
Lzt gortl 2or ooy < D 20T 2

)

k,r7yk,'r)

(72)

k
_%HBi‘k,r#»l _ Bi‘km“?

Third, we consider the decrease resulted from z- and y-
updates:

k,r+1 —k,r+1 _k,r+1 k,r+1 k,r
L(l’ » L )y % Y ) -

k,r+1 —k,r+1
L("Ij , L 2 Y

k,r)

_ )\kT(Zk,r+1

k,r ﬁk k,r+1)2 k,r 2
= 20) A+ = = 1=

k 1T k 1 —k 1 k, 1
+y Tt (Ax T+ 4 Bz ;r+ Ny T+ )

_ yk,rT(Axk,r+1 + Bl‘k ,r+1 + Zk,'r)

k
+ %HAxk,rJrl +Ba_ck,r+1 +Zk,'r+1H2

k
_ %HACC’CYT*}I +Bjk,7'+l -‘er’THZ.
(73)
Since v(z; A, B) = ATz + §||Z||2 is a convex function, whose
gradient is Vu(z; A\, §) = A+ Bz,

v(TTNT B8 — w7, BY) 24
()\k +Bk k7‘+1) ( k,r+1 7216,7“)7 ( )

From Line 11 of Algorithm 1 it can be obtained
Ak + sz,'r+1 _ 7yk,7‘+1. (75)

Substituting into (73), we obtain

L(xk,r+1’jk,r+17Zk,r+l7yk,'r+1) _ L( k,'r-‘,-17jk,'r-‘,-17 Zk,'r7yk,'r)
S (yk,r+l _ yk,r)T(Amk,r-QJ + B:r:k ,r+1 + Zk,r)

%HACEk ,r+1 -‘rBfk ,r+1 +Zk 'r+1H

%HAwk ,r+1 + Bi’k r+1 + Zk ’I‘H (76)

_ lL( k,r+1 + Bik,rﬂ +2k,r+1)T(Amk,T+1 + Bjk,r+1 + zk
2

+ %HAxk,rﬂ +Bjk,v~+l +Zk,r+1H2

7T)

k
- %HAwk,r-H +B:Ek,r-‘-l +Zk,er
k
7_&”21@,7”4—1_ er Tp ”Axkr+1+B kr+1+ kr+1H2
From (75),

i(yk,’r«kl
Pk

A k,r+1 + Bl’k , 741 + Zk,r+1 _ k,'r)

-y
(77)

_ Zk,'r).

Then (76) becomes

L(ij’r-'—l, j:k,r+l7 Zk,?"-‘,—l7 yk,r+1) _ L(mk,r-&-l , jk,r-&-l’ Zk,r7 yk,r)
k k\2 k
< _ <% _ (ﬁ k) ) ||Zk,'r+1 _ Zk,r |2 _ _%sz,r+l _ Zk,r||2.
P

(78)

Summing up the inequalities (67), (72) and (78), we have

proved the inequality (23). Next, we show that the augmented

Lagrangian is lower bounded, and hence is convergent towards

some L* € R. We note that v(z; A, B) is a convex function of
modulus 3, it can be easily verified that

v BY) + (A 4 5 T - )
+Z11 = 2P 2 054", ) ™
for any 2/, i.e.,
U(zk,r; AF, Bk) + yk,'rT(zk,'r — )
(80)

k
P .k
3 ||z" — 2

> (2 A", %) — il

Let 2/ = —(A2z*" + Bz"") and remove the last term on the
right-hand side. Then

,U(Zk,r; )\k7ﬁk) + yk,TT(A:Bk T + Bfk s + Zk:,'r) (81)
> v(—(Az™" + Bz""); A8, ).

Hence

L(xk,r’jk,'r+1’zk,7‘ k,r)

= f@®7) + g(@7) + 0" A, BY)
k
+yk,rT(Axk,r +Bjk,r + Zk,r) + %||Axk,r +Bjk,r + Zk,er
> f(@™7) + g(@"7) + v(—(Az"" + BEHT); A8, BY).
(32)

Since v(z) = ATz + gHzH2 > —|IAI?/(28), A is bounded
in [\ A, gk > B, and f and g are bounded below, L has a
lower bound. Lemma 1 is proved.

)

APPENDIX B
PROOF OF COROLLARY 1

Taking the limit 7 — oo on the both sides of inequality (23),
it becomes obvious that Bz®"+1 — Bz#7" and zFm+1 — 2k
converge to 0. Due to (77), we have Az +Bzk" 4257 — 0.
Hence there must exist a  such that (22) is met. At this time,
the optimality conditions for 2%+ is written as

0 Gaf(mk,r'+1) _"_N (:I/_k:,r'+1) ATyk:,'r'

83
+ pkAT(AIk:,T+1 + Bjk s + Zk,r)' ( )

According to the update rule of y*, the above expression is
equivalent to

0eaf(mk,7'+1)+NX(mk,7'+1)+ATyk,r+l

T — —
_ pkA (Bxk,r+1 + Zk,r+1 _ Bxk,'r _ Zk,r)’

(84)

i.e.,
T
ﬂkA (Bl'k’ 1 + Zk’ ! — B.:L‘k7 — Zk’ )

c af(xk,r+1)+NX(xk,r+1)+ATyk,r+1.

According to the first inequality of (22), the norm of the left
hand side above is not larger than ¢, which directly implies
the first condition in (24). In a similar manner, the second
condition in (24) can be established. The third one follows
from (75) and the fourth condition is obvious.

(85)



APPENDIX C
PROOF OF LEMMA 2

We first consider the situation when 8* is unbounded. From
(82), we have

L2f@@") +g(")

_ AkT(A.’L'k+1 + Bjk+1) (86)

k
+ %”Amk+1 +Bifk+1||2.
Since f and ¢ are both lower bounded, as Bk — 00, we have
Azk*1 4+ Bzt — 0. Combined with the first two conditions
of (24) in the limit of €¥, €5, & | 0, we have reached (26).

Then we suppose that 3% is bounded, i.e., the amplification
step f¥*T1 = 43" is executed for only a finite number of outer
iterations. According to Lines 17-21 of Algorithm 1, expect
for some finite choices of k, ||z¥*1|| < w]||z¥|| always hold.
Therefore z*+1 — 0. Apparently, (26) follows from the limit
of (24).

APPENDIX D
PROOF OF LEMMA 3

From Lemma 1 one knows that within R inner iterations

k R
L L >Z(‘|Bjkr+l —k:r” 4= H—k:r+1 k',r”2)‘
87
Then
L N s PNICICVVAR DR )

For the k-th outer iteration, its inner iterations are terminated
when (22) is met, which is translated into the following
relations:

O(p" /\/B*RF) < € ~ O,

oFJBFRF) < & ~ 0"), (89)
1/v/BERF) < ek ~ O(9%/8Y).

where the last relation uses (77) with p* = 2*. Therefore

R* ~ 08" /9*"). (90)

At the end of the k-th iteration, suppose that Lines 19-20
and Lines 17-18 of Algorithm 1 have been executed for k; and
ko times, respectively (k1 + k2 = k). Then the obtained z**1
satisfies [|2F1|| ~ O(wk1), and [|Az**! + Bzk+1 4- 2641 <
ek ~ O(¥%/p*), which imply

|Az*t + Bz < 0(9F/8%) + O(w™). 1)
From (86),
B[ Az 4+ BZMYP ~ BRO(0" /") + O 1)) ~ O(1).
92)
Substituting (92) into (90), we obtain
k 1 1
#~0 (g o rey) O

When ¢ < w, 9% < wk < w’“'y’”, and hence 'yk219k < wh
i.e., w*' dominates over 19’“//3”“, leading to

RY ~ 0197 w* 1) ~ O(1/9%Fw*"). (94)

For K outer iterations, the total number of inner iterations
is
K K 1 1
k
R:ZR NO(Z ﬂ?kw2k> NO(gm{sz)- 95)
k=1 k=1
The number of outer iterations needed to reach an e-

approximate stationary point is obviously K ~ O(logy e€).
Then

R~ O 2(F9)), (96)

APPENDIX E
PROOF OF LEMMA 6

Through the inner iterations, only Anderson acceleration
might lead to an increase in the barrier augmented Lagrangian.
Combining Assumption 3, Assumption 5, and the safeguarding
criterion (48), we obtain

Lbk (:rlc,'m}—l7 jk,r+1’ Zlc,'r-‘,—l7 yk,r+1)
- =1 97)
+ L077L Z m < +o00,

r=0

<L

Together with Assumptions 1 and 2, L, is also bounded
below. Therefore L,~ is bounded in a closed interval and
must have converging subsequences. Therefore we can choose
a subsequence converging to the lower limit L. For any
€ > 0 there exists an index R of inner iteration in this
subsequence, such that Loy, S pr~H9) < £/2 and
Ly (zhr+l ghrtl phrtl gkrtly < [+ ¢/2 for any r > R
on this subsequence. It then follows that for any » > R,
whether on the subsequence or not, it holds that

Lye (a1, ghrH1 ol gty op (98)
Hence the upper limit is not larger than L + €. Due to the
arbitrariness of € > 0, the lower limit coincides with the upper
limit, and hence the sequence of barrier augmented Lagrangian
is convergent.

The convergence of the barrier augmented Lagrangian im-
plies that as © — oo, Ly (xfrTl ghrtl hrtl ghrdly
Ly (2P, ko 2kr k) — 0. Suppose that r is not an
accelerated iteration, then since this quantity does not exceed
—BF||BzFr+t — Bzhr |2 — (B /2)||2F T — 2 , we must
have BzF 1 — Bzkr — 0 and P71 — ZBr 0.
Otherwise if inner iteration r is accelerated, the convergence
of Bzt — BzF" and 2F7t! — M7 are automatically
guaranteed by the second criterion (50) of accepting Ander-
son acceleration. The convergence properties of these two
sequences naturally fall into the paradigm of Lemma 1 for
establishing the convergence to approximate KKT conditions
of the relaxed problem.
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