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Abstract

This paper studies distributed estimation and support recovery for high-dimensional
linear regression model with heavy-tailed noise. To deal with heavy-tailed noise whose
variance can be infinite, we adopt the quantile regression loss function instead of the com-
monly used squared loss. However, the non-smooth quantile loss poses new challenges
to high-dimensional distributed estimation in both computation and theoretical develop-
ment. To address the challenge, we transform the response variable and establish a new
connection between quantile regression and ordinary linear regression. Then, we provide a
distributed estimator that is both computationally and communicationally efficient, where
only the gradient information is communicated at each iteration. Theoretically, we show
that, after a constant number of iterations, the proposed estimator achieves a near-oracle
convergence rate without any restriction on the number of machines. Moreover, we estab-
lish the theoretical guarantee for the support recovery. The simulation analysis is provided
to demonstrate the effectiveness of our method.

Keywords: Distributed estimation, high-dimensional linear model, quantile loss, robust
estimator, support recovery

1. Introduction

The development of internet technology has led to the generation of modern data that
exhibits several challenges in statistical estimation:

1. The first challenge comes from the scalability of the data. In particular, modern
large-scale data usually cannot be fit into memory or are collected in a distributed
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environment. For example, a personal computer usually has a limited memory size in
GBs; while the data stored on a hard disk could have a size in TBs. In addition, sensor
network data are naturally collected by many sensors. For these types of large-scale
data, traditional methods, which load all the data into memory and run a certain
optimization procedure (e.g., Lasso), are no longer applicable due to both storage and
computation issues.

2. The second challenge comes from the dimensionality of data. High-dimensional data
analysis has been an important research area in statistics over the past decade. A
sparse model is commonly adopted in high-dimensional literature and support recovery
is an important task for high-dimensional analysis (see, e.g., Zhao and Yu (2006);
Wainwright (2009); Bithlmann and Van De Geer (2011); Tibshirani et al. (2015)).
There are some recent work on statistical estimation for high-dimensional distributed
data (see, e.g., Zhao et al. (2014), Lee et al. (2017), Battey et al. (2018)). However,
these work usually adopt a de-biased approach, which leads to a dense estimated
coefficient vector. Moreover, the support recovery problem in a distributed setting
still largely remains open.

3. The third challenge comes from heavy-tailed noise, which is prevalent in practice (see,
e.g., Hsu and Sabato (2016); Fan et al. (2017); Chen et al. (2018); Sun et al. (2020);
Zhou et al. (2018)). When the finite variance assumption for the noise does not exist,
most existing theories based on least squares or Huber loss in robust statistics will no
longer be applicable.

The main purpose of the paper is to provide a new estimation approach for high-
dimensional linear regression in a distributed environment and establish the theoretical
results on both estimation and support recovery. More specifically, we consider the follow-

ing linear model,
Y =X"8"+e, (1)

where X = (1, X1, ... ,Xp)T is a (p + 1)-dimensional vector, 3* = (5§, 57, . .. ,ﬂ;)T is the
true regression coefficient, with §; being the intercept, and e is the noise. We only assume
that e is independent of the covariate vector (Xi,...,X,)T and the density function of e
exists. It is worthwhile noting that the independence assumption has been adopted in
estimating robust linear models when using a quantile loss function (see, e.g., Zou and
Yuan (2008); Fan et al. (2014)). In Remark 7, we will briefly comment on how to extend
our method to the case when the noise is not independent with covariates. Furthermore,
we allow the dimension p to be much larger than the sample size n (e.g., p = o(n”) for some
v > 0). We assume that B* is a sparse vector with s non-zero elements.

In this paper, we allow a very heavy-tailed noise e, whose variance can be infinite (e.g.,
Cauchy distribution). For such a heavy-tailed noise, the squared-loss based Lasso approach
is no longer applicable. To address this challenge, we can assume without loss of generality
that P(e < 0) = 7 for a specified quantile level 7 € (0,1) (otherwise, we can shift the first
component to be 3 — ¢, so that this assumption holds, where ¢, is the 7-th quantile of e).
Then, it is easy to see that

B* = argminEp (Y — X' 3),
ﬁeRP+1
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where p;(z) = (7 —I[z < 0]) (see, e.g., Koenker (2005)) is known as the quantile regression
(QR) loss function. Given n i.i.d. samples (X;,Y;) for 1 <1i <n, the high-dimensional QR
estimator takes the following form,

ﬁzargmiHEZpT(Yi—XiTB)Jr/\n!ﬁ!h (2)

n
BeRp+1 i—1

where |3|; the ¢;-regularization of 3, and A, is the regularization parameter.

It is worthwhile noting that in robust statistical literature, the MOM (median of means)
has been adopted to corrupted data in high-dimensional settings (Hsu and Sabato, 2014;
Lugosi and Mendelson, 2016; Lecué et al., 2020; Lugosi et al., 2019; Lecué and Lerasle,
2019). However, the MOM is a multi-stage method that requires data splitting. Moreover,
when true regression coefficients are sparse, support recovery guarantee is not available in
existing MOM literature. Moreover, the quantile loss has been a useful approach to deal
with heavy-tailed noise, see, e.g., Fan et al. (2014) for single quantile level and Zou and
Yuan (2008) for multiple quantile levels. However, the existing literature does not address
the challenging issue on efficient distributed implementation, which is the main focus of this
paper.

Although the adoption of QR loss provides robustness to heavy-tailed noises, it also
poses new challenges due to limited computation power and memory to store data especially
when the sample size and dimension are both large. Therefore, distributed estimation
procedure becomes increasingly important. The main purpose of the paper is to develop a
new estimation approach for high-dimensional QR and establish the theoretical results on
both estimation and support recovery. In fact, as we will survey in the next paragraph, the
support recovery problem in a high-dimensional distributed setting still largely remains as
an open problem.

In a distributed setting, let us assume n samples are stored in L local machines. In
particular, we split the data index set {1,2,...,n} into Hi,...,Hr, where Hj denotes
the set of indices on the k-th machine. For the ease of illustration, we assume that the
data are evenly distributed (n/L is an integer) and each local machine has the sample size
|Hi| = m = n/L (see Remark 6 at the end of Section 3 for the discussion on general data
partitions). On each machine, one can construct a local estimator ,@k by solving

Br = argmin— 5 p,(Yi — XTB) + AnlBh. (3)

1 m
BERPT i€EH

Then the final estimator of 8* can be naturally taken as the averaging estimator ,@avg =
% Zﬁ:l 3k This method is usually known as averaging divide-and-conquer approach (see,
e.g., Li et al. (2013); Zhao et al. (2016); Fan et al. (2019b); Shi et al. (2018); Banerjee
et al. (2019)). Although this method enjoys low communication cost (i.e., one-shot commu-
nication), the obtained estimator is usually no longer sparse. Instead of constructing the
local estimator in its original form as in (3), there are a number of works that construct a
de-biased estimator as the local estimator, and then take the average (see, e.g., Zhao et al.
(2014); Lee et al. (2017); Battey et al. (2018)). The de-biased estimator has been popular
in high-dimensional statistics (see, e.g., Belloni et al. (2013); Van de Geer et al. (2014);
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Zhang and Zhang (2014); Javanmard and Montanari (2014) and references therein). Zhao
et al. (2014) studied the averaging divide-and-conquer approach for high-dimensional QR
based on de-biased estimator. There are several issues of the averaging de-biased estimator
for high-dimensional distributed estimation. First, due to de-biasing, the local estimator on
each machine is no longer sparse and thus the final averaging estimator cannot be used for
support recovery. Second, the de-biased approach needs to estimate a p X p precision matrix
3!, which requires each machine to solve p optimization problems (see, e.g., Eq. (3.17) in
Zhao et al. (2014)), while each optimization problem involves computing a variant of the
CLIME estimator (Cai et al., 2011). In other words, instead of solving one p-dimensional
optimization as in (3), the de-biased estimator requires to solve (p 4+ 1) optimization prob-
lems. This would be computationally very expensive especially when p is large. Finally,
the theoretical result of the averaging estimator requires that the number of machines L is
not too large. For example, in high-dimensional QR, the theoretical development in Zhao
et al. (2014) requires L = o(n'/3/(slog®?(max(p,n)))), where s is the number of non-zero
elements in B*. It would be an interesting theoretical question on how to remove such a
constraint on L. In Wang et al. (2017), Jordan et al. (2019) and Fan et al. (2019a), they
develop iterative methods with multiple rounds of aggregations (instead of one-shot aver-
aging), which relax the condition on the number of machines. However, their methods and
theory require the loss function to be second-order differentiable and thus cannot be applied
to the non-smooth QR loss. We also note that Chen et al. (2019) studied distributed QR
problem in a low dimensional setting, where 3* is dense and p grows much more slowly
than n.

In this paper, we propose a new distributed estimator for estimating high-dimensional
linear model with heavy-tailed noise. We first show that the estimation of regression coeffi-
cient 3* can be resorted to a penalized least squares optimization problem with a pseudo-
response Y; instead of Y;. This leads to a pooled estimator, which essentially solves a Lasso
problem with the squared loss based on ﬁ, without requiring any moment condition on
the noise term. This pooled estimator is computationally much more efficient than solving
high-dimensional QR (2) in a single machine setting.

Moreover, our result establishes an interesting connection between the QR estimation
and the ordinary linear regression. This connection translates a non-smooth objective
function to a smooth one, which greatly facilitates computation in a distributed setting.
Given the transformed penalized least squares formulation, we further provide a communi-
cation efficient distributed algorithm, which runs iteratively and only communicates (p+1)-
dimensional gradient information at each iteration (instead of the (p + 1) X (p + 1) matrix
information). Our distributed algorithm is essentially an approximate Newton method (see,
e.g., Shamir et al. (2014)), which uses gradient information to approximate Hessian infor-
mation and thus allows efficient communication. In this paper, we provide a more intuitive
derivation of the method simply based on the standard Lasso theory.

Then we establish the theoretical properties of the proposed distributed estimator. We
first establish the convergence rate in f3-norm for one iteration (Theorem 2). Based on
this result, we further characterize the convergence rate for multiple iterations. We show
that, after a constant number of iterations, our method achieves a near-oracle rate of
/slog(max(p,n))/n (Theorem 3). This rate is identical to the rate of ¢1-regularized QR in
a single machine setting (Belloni and Chernozhukov, 2011), and almost matches the oracle
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rate \/8/7?2 (upto a logarithmic factor) where the true support is known. Furthermore, we
provide the support recovery result of the distributed estimator. We first show that the
estimated support is a subset of the true support with high probability (Theorem 4 and
5). Then we characterize the “beta-min” condition for the exact support recovery, and we
show that the “beta-min” condition becomes weaker as the number of iterations increases
(Theorem 5). Again, after a constant number of iterations, the lower bound in our “beta-
min” condition matches the ideal case with all the samples on a single machine. To the
best of our knowledge, this is the first support recovery result for high-dimensional robust
distributed estimation.

1.1. Paper Organization and Notations

The rest of our paper is organized as follows. In Section 2 we define the estimator and
provide our algorithm. In Section 3 we provide the theoretical guarantee for the convergence
rate and support recovery for our estimator. Numerical experiments based on simulation
are provided in Section 4 to illustrate the performance of the estimator. Section 5 gives
some concluding remarks and future directions. The proofs of main theoretical results is
relegated to the Appendix A.

For a vector v = (v1,...,v,)7T, define |v]; = Y1, |v;| and |v]y = /> 1 v2. For a ma-
trix A = (ai;) € RP*Y, define |A|o = maxi<i<pi<jicqlail, [AllL, = maxicjcq 327 laijl,
| Allop = maxy|,—1 [Av|2, and [[Al|o = maxi<i<y 2321 la;j|. For two sequences a,, and by,
we say a, < b, if and only if both a, = O(b,) and b, = O(a,) hold. For a matrix A,
define Apax(A) and Apin(A) to be the largest and smallest eigenvalues of A respectively.
For a matrix A € R™*" and two subsets of indices S = {s1,...,s,} C {1,...,m} and
T ={t1,...,tq} €{1,...,n}, we use Agxr to denote the r by ¢ submatrix given by (as,, ).
We use C,c¢,cg,c1,... to denote constants whose value may change from place to place,
which do not depend on n, p, s and m.

2. Methodology

In this section, we introduce the proposed method. We start with a robust estimator
with Lasso (REL), which establishes the connection between quantile regression (QR) and
ordinary linear regression in a single machine setting. This proposed estimator will motivate
the construction of our distributed estimator.

2.1. Robust Estimator with Lasso (REL)

Our method is inspired by the Newton-Raphson method. Consider the following stochastic
optimization problem,
B = argminE[G(ﬂ;X,Y)}, (4)
ﬂeRP+1
where G(8; X,Y) is the loss function. In G(8; X,Y), X and Y are random covariates and
response and 3 is the coefficient vector of interest. To solve this stochastic optimization
problem, the population version of the Newton-Raphson iteration takes the following form

B1 = Bo — H(Bo) "Elg(Bo; X, Y)], (5)
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where Gy is an initial solution, g(3; X,Y) is the subgradient of the loss function G(3; X,Y)
with respect to 3, and H(3) := 0E[g(8; X,Y)]/03 denotes the population Hessian matrix
of EG(3; X,Y). In particular, let us consider the case where G(8; X,Y) is the QR loss,
ie.,

G(ﬁava) :PT(Y_XT/B) (6)

Given G(B; X,Y) in (6), the subgradient and Hessian matrix take the form of g(3; X,Y) =
XAY - XTB < 0] —7) and H(B) = E(XXTf(XT(B — B%))), respectively. Here, f(x)
is the density function of the noise e. When the initial estimator By is close to the true
parameter 3%, H(Bg) will be close to H(3*) = X f(0), where ¥ = EX X T is the population
covariance matrix of the covariates X. Using H(3*) in (5) motivates the following iteration,

B1 =By — H(B") "Elg(Bo; X,Y)] = Bo — =~ f(0)E[g(Bo; X, Y)]. (7)

Further, under some regularity conditions, we have the following Taylor expansion of
E[g(Bo; X,Y)] at B,

Elg(Bo; X,Y)] =H(8*)(Bo — B*) + O(|Bo — B*|3)
=% £(0)(Bo — B*) + O(|Bo — B*|3).
Combine it with (7), and it is easy to see that
181 — B*|2 =[B0 — =7 f10) (B£(0)(Bo — B*) + O(IBo — B*13)) — B2
=0(|Bo — B*[3).

In summary, if we have a consistent estimator By, we can refine it by the Newton-Raphson
iteration in (7).

Next, we show how to translate the Newton-Raphson iteration into a least squares
optimization problem. First we rewrite the equation (7) to be

B = =7'(Z60 - /T O)Elg(Be X, Y)))
- z—lE[X{XTﬁO — FHONIY < XTB] — T)H.

Let us define a new response variable Y as
Y =XT8 — 7 (O0)AY < XTBo] - 7).

Then By = 2’1E(X?) is the best linear regression coefficient of Y on X, ie., B =
argmingegy+1 E(Y — X TB3)2. To further encourage the sparsity of the estimator, it is
natural to consider the following ¢;-regularized problem,

1 ~
Biy =argmin -E(Y — XT8)* + A8, (8)
BeERP+1

where (31 is sparse and can achieve a better convergence rate than Bp. So far, we have
shown that if we have a consistent estimator By of 8%, then the estimation of the high-
dimensional sparse 3* can be implemented by solving a penalized least squares optimization
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in (8) instead of the penalized QR optimization. It is well known that the latter optimization
problem is computationally expensive when n is large since the QR loss is non-smooth.
More importantly, the transformation from QR loss to least squares will greatly facilitate
the development of the distributed estimator. In particular, our distributed estimator is
derived from the Lasso theory, which is based on the squared loss (see Section 2.2).

Now, we are ready to define the empirical version of 31 ) in a single machine setting.
Let Bg be an initial estimator of 3* and f(()) be an estimator of the density f(0). We use
Bo to denote the empirical version of the initial estimator, which is distinguished from the
population version By. Given n i.i.d. samples (X;,Y;) from (1), for each 1 < i < n, we
construct

Y; = X Bo — fHO)AY; < X Bo] — 7).

It is natural to estimate 3* by the empirical version of (8):

/é\pool :argmin{in Z(}N/Z _XzT/B)2+>\n|;8|l} (9)

peRrr+t L2 i

We note that in a single machine setting, computing this pooled estimator essentially solves a
Lasso problem, which is computationally much more efficient than solving an #;-regularized
QR problem. R

Finally, we choose f(0) to be a kernel density estimator of f(0):

nhz (Y Xﬂo)’

where K () is a kernel function which satisfies the condition (C3) (see Section 3) and h — 0
is the bandwidth. The selection of bandwidth will be discussed in our theoretical results
(see Section 3).

In the next section, we will introduce a distributed robust estimator with Lasso which
can estimate B* with a near-oracle convergence rate.

2.2. Distributed Robust Estimator with Lasso

Given our new proposed estimator Bpool, we can use the approximate Newton method to
solve the distributed estimation problem. To illustrate this technique from the Lasso theory,
we first consider a general convex quadratic optimization as follows,

B = argmin BTAﬂ BTo+ XalBl1, (10)
ﬁeRerl

where A is a non-negative definite matrix and b is a vector in RP*!. From standard Lasso
theory (see Bithlmann and Van De Geer (2011)), we have the following proposition.

Proposition 1 Assume the following conditions hold

|AIB* - b|oo S /\n/27 (11)
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STAS

min —— >, c1,c0 > 0. 12
518l <c1v/sl5l2 [0]3 o (12)

where s is the sparsity of B*, i.e., s = ?ZO]I[ﬁ;‘ # 0]. Then we have

B = B2 < ev/shn, (13)
for some constant ¢ > 0.

Note that the condition (12) is known as the compatibility condition, which is used to
provide the fs-consistency of the Lasso estimator. For the purpose of completeness, we
include a proof of Proposition 1 in the Appendix A. As one can see from (11), if we can
choose a matrix A and a vector b such that A, is as small as possible, we can obtain a fast
convergence rate of ,@

Now let us discuss how to use Proposition 1 to develop our distributed estimator. Sup-
pose that n samples are stored in L = n/m machines and each local machine has m samples.
We first split the data index set {1,2,...,n} into Hi,...,H with |Hx| = m and the k-th
machine stores samples {(X;,Y;) : i € Hy}. Let us define

ol

~ 1 o 1 1o
Tp= ) XX =0 XX =5 ) S (14)
1€EH =1 k=1

as the sample covariance matrix on the k-th machine and the sample covariance matrix of
the entire dataset, respectively. It is worthwhile noting that our algorithm does not need
to explicitly compute and communicate Xy, (for k£ # 1) (see Algorithm 1 for more details).
In Proposition 1, we first choose A = 3; to be the sample covariance matrix computed
on the first machine. Our goal is to construct a vector b such that |AB* — bl can be as
small as possible. Note that
AB* —b=%,8"—b
=58" + (2, - )B* — b. (15)
It can be proved that iﬁ* is close to z,, := % Sy Xif/i (see Proposition 11 in the Appendix
A). We note that z, can be computed effectively in a distributed setting since

L
1 1 ~
Zn = Z Zznka Znk = % Z XY,
k=1 1E€EH
where z,; can be computed on the k-th local machine. Therefore we can rewrite (15) as
‘Aﬁ* - b’oo :’25* —Zp+ 2 + (il - 2)/8* - b‘oo
<[ZB" — znloc + |20 + (21— X)B" — blw.

Since B* is unknown, in order to make the second term as small as possible, it is natural
to set N L
b=2z,+ (21— %)Bo.
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For A=3, and b = 2, + (21 - i)ﬁo, we can prove that (see Eq. (39) in the proof of
Theorem 2 and 3)

1518* — bloe < An/2,

for some specified A, (see Theorem 2). With A and b in place, the equation (10) leads to
the following ¢;-regularized quadratic programming,

BY = argmin = S (XFAP - Az + (B - DB} B (16)

+1 21 |
BeRP 1€H1

Note that when m = n, we have B Bpool In other words, when the data is pooled on
a single machine, the proposed distributed estimator automatically reduces to Bpgol in (9).
We also note that ZBO in the vector b can be computed effectively in a distributed manner.
In partlcular each local machine computes and communicates a (p + 1)-dimensional vector
Ekﬁo = E D ien, Xi(X; TBO) to the first machine. Then the first machine computes 2,60
by

Our algorithm only communicates z,; = % Zieﬂk Xszi and iké\o to the first machine at
each iteration. Therefore, the per-iteration communication complexity is only O(p) and
there is no need to communicate the (p + 1) x (p -+ 1) sample covariance matrix .
Given (16) as the estimator from the first iteration, it is easy to construct an iterative
estimator. In particular, let ,@(tfl) be the distributed REL in the (¢ —1)-th iteration. Define

A( XT,@t 1
F90 nhtZK< :

as the density estimator in the t¢-th iteration where hy — 0 is the bandwidth for the ¢-th
iteration. The bandwidth h; shrinks as ¢ grows, whose rate will be specified in Theorem 3.
Let us define

v = XIBED _ (7O (9))-L (]1 [y < XiTﬁ(t*l)} - r) , (17)
and

1~ o ~
() — — x.v®
Zn n ; i

As in (16), our distributed estimator B(t) is the solution of the following ¢;-regularized
quadratic programming problem:

B = argmin L S (XT2 - f1 {20 + (81— 8) AV} a8l (18)

1 m
BeRP+ 1€EH1

It is worthwhile noting that the convex optimization problem (18) has been extensively
studied in the optimization literature and several efficient optimization methods have been
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Algorithm 1 Distributed high-dimensional QR estimator

Input: Data on local machines {X;,Y; : i € Hy} for k =1,..., L, the number of iterations
t, quantile level 7, kernel function K, a sequence of bandwidths hy for g = 1,...,t and the
regularization parameters Ao, A, 4 for g =1,...,%.

1: Compute the initial estimator B\(O) = ,@0 based on {X;,Y; : i € Hi}:

~ 1
fo = axgmin > pe(Yi = XTB) + Mol Bl1.- (19)
ERP 1€H1

2: forg=1,2...,tdo

3: Transmit B(g_l) to all local machines.
4: for k=1,...,L do
-~ _XxXTge-1)
5: The k-th machine computes 9% (0) := L dien, K (Y’X;jfgl> and sends
it back to the first machine.
6: end for
7: The first machine computes f(¥) (0) based on
1 L
£9) () = = £lg:k)
FO0) =2 > Feh(0).
k=1
8: Transmit f(9) (0) to all local machines.
9: fork=1,...,L do
10: The k-th machine computes 3,891 and z,,, = % Zieﬂk Xilﬁ(g) based on (17)
and sends them back to the first machine.
11: end for R
12: Compute the estimator 89 on the first machine based on (18).
13: end for

Output: The final estimator B(t).

developed, e.g., FISTA (Beck and Teboulle, 2009), active set method (Solntsev et al., 2015),
and PSSgb (Projected Scaled Subgradient, Gafni-Bertsekas variant, (Schmidt, 2010)). In
our experiments, we adopt the PSSgb optimization method for solving (18). We present
the entire distributed estimation procedure in Algorithm 1.

For the choice of the initial estimator By, we propose to solve the high-dimensional QR
problem using the data on the first machine, i.e.,

~ 1 Z X
. %fﬁﬁ? m " O 0
7 1

Note that although this paper uses the (20) as the initial estimator, one can adopt any
estimator as By as long as it satisfies the condition (C6) (see Section 3).

We assume the quantile level 7 is pre-specified in Algorithm 1. Our paper mainly
focuses on the algorithm for distributed estimation under a general 7 and develop the
related theoretical results. Different choices of 7 correspond to different loss functions we

10
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want to use and different parameters we are interested in. The choice of 7 to fit the model
is a separate topic which clearly depends on the practical problem and the parameters we
are interested in. For example, without the covariate X (for briefness), 3 is the T-quantile
of Y and the choice of 7 depends on what quantile of ¥ we are interested in. In extreme
climate studies, people would like to choose 7 as some large values (0.9 and 0.99) or small
values (0.1 and 0.01) to evaluate the extreme climate performance. In economic domain, to
learn the problem associated with median salary, we can simply set 7 = 0.5.

3. Theoretical Results

In this section we provide the theoretical results for our distributed method. We define

S={0<i<p:B #0},
as the support of B* and s = |S|. We assume the following regular conditions.

(C1) The density function of the noise f(-) is bounded and Lipschitz continuous (i.e.,
|f(x)—f(y)| < Cr|lz—y| for any =,y € R and some constant C, > 0). Moreover, we assume
f(0) > ¢ > 0 for some constant c.

(C2) Suppose that ¥ = EX X7 satisfies

Bsexs gl <1 -0 (21)

for some 0 < o < 1. Also assume that c; < Apin(E) < Apax(E) < ¢ for some constant
co > 0.

(C3) Assume that the kernel function K (-) is integrable with [*° K (u)du = 1. More-
over, assume that K(-) satisfies K (u) = 0 if |u| > 1. Further, assume K(-) is differentiable
and its derivative K'(-) is bounded.

(C4) We assume that the covariate X satisfies the sub-Gaussian condition for some
t>0and C >0,

sup Eexp(t(8T X)?) < C.
16]2=1

(C5) The dimension p satisfies p = O(n”) for some v > 0. The local sample size m
on each machine satisfies m > n° for some 0 < ¢ < 1, and the sparsity level s satisfies
s =0(m") for some 0 <r < 1/3. R

(C6) The initial estimator By satisfies |Gy — B*|2 = Op(y/s(logn)/m). Furthermore,
assume that P(supp(ﬁo) cS)—1.

Condition (C1) is a regular condition on the smoothness of the density function f(-).
Condition (C2) is the standard irrepresentable condition, which is commonly adopted to
establish support recovery in high-dimensional statistics literature (see, e.g., Zhao and Yu
(2006); Wainwright (2009); Bithlmann and Van De Geer (2011); Tibshirani et al. (2015)).
Condition (C3) is a standard condition on the kernel function K(-) (see an example of
K(-) in Section 4). Condition (C4) is a regular condition on the distribution of X while
Condition (C5) is on dimension p, local sample size m and sparsity level s. The conditions
m > n¢ for some 0 < ¢ < 1 and s = O(m") make sure that our algorithm achieves the
near-oracle convergence rate only using a finite number of iterations (see Eq. (26) below).

11
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Condition (C6) is a condition on the convergence rate and support recovery of the initial
estimator. Note that in Algorithm 1, the initial estimator Bg is proposed as the solution to
the high-dimensional QR problem using data on the first machine. It can be shown that 3y
in (20) fulfills condition (C6) under conditions (C1), (C2), (C4), (C5) and some regularity
conditions (Fan et al., 2014). In addition, we also show that the condition (C6) is satisfied
for the proposed estimator for the ¢-th iteration 8®), which serves as the initial estimator
for the (¢ + 1)-th iteration, in Theorems 2-5. We also note that by p = O(n”) in (C5),
we have that log(max(n,p)) = C1log(n) for some constant C > 0. Therefore, we will use
log(n) in our convergence rates (instead of log(max(n,p))) for notational simplicity.

Let {a,} be the convergence rate of the initial estimator, i.e., |8y — 8*|2 = Op(an). By
condition (C6) we can assume that a, = /s(logn)/m. We first provide the convergence

rate for B(l) after one iteration.

Theorem 2 Let ’BO — B*|2 = Op(ay,) and choose the bandwidth h < a,, take

)\n:CO< /logn+an /slogn)7
n m

with Cy being a sufficiently large constant. Under (C1)-(C6), we have

1 2]
::0p<wsogn+am/8(%n>. (22)
2 n m

With the choice of the bandwidth & shrinking at the same rate as a,, conclusion (22)
shows that one iteration enables a refinement of the estimator with its rate improved from a,,

to max{y/s(logn)/n,a,\/s2(logn)/m} where v/s2(logn)/m = o(1) by condition (C5). By
recursive applications of Theorem 2, we provide the convergence rate for the multi-iteration
estimator [§<t>. The next theorem shows that an iterative refinement of the initial estimator
will improve the estimation accuracy and achieve a near-oracle rate after a constant number
of iterations.

In particular, let us define

(g4+1)/2
a0, =218, egrnye (logn 0<g<t. (23)
9 n m ’

From Theorem 3 below, we can see that a, 4 is the convergence rate of the estimator B\(g)
after g iterations.

Theorem 3 Assume that the initial estimator By satisfies |[§0 — B*|2 = Op(y/s(logn)/m).
Let hg < ang—1 for 1 < g <t, and take

1 1
= ). "

with Cy being a sufficiently large constant. Under (C1)-(C6), we have

(t+1)/2
Op (\/m_’_ 5(2t+1)/2 <10gn> ) . (25)
n m
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It can be shown that when the iteration number ¢ is sufficiently large, i.e.,

log(n/m)
b= log(com/(s?logn))

, for some ¢y > 0, (26)

the second term in (25) is dominated by the first term, and the convergence rate in (25)
becomes |B®) — B*|y = Op(y/s(logn)/n). We note that this rate matches the convergence
rate of the ¢;-regularized QR estimator in a single machine setup (see Belloni and Cher-
nozhukov (2011)). Moreover, it nearly matches the oracle convergence rate y/s/n (upto
a logarithmic factor) when the support of 3* is known. We also note that the conditions
m > n and s = o(m!/3) in (C5) ensure that the right hand side of (26) is bounded by a
constant, which implies that a constant number of iterations would guarantee a near-oracle
rate of ,(/3\(“.

The following theorems provide results on support recovery of the proposed estimators
B(l) and B(t). Recall S = {j : 8] # 0} is the support of 3*. Let B(l) = (A(()l), B\El), el BI(,I))T

and

o _ J.. 20

50 = { j B # o} :
Theorem 4 Assume that the conditions in Theorem 2 hold.

(i) We have SM) C S with probability tending to one.
(ii) In addition, suppose that for a sufficiently large constant C' > 0,

. _ [logn [slogn
> 1 — .
rjrélg‘,@’]‘ > O ¥gxslloo ( - + an, - > (27)

Then we have SO = S with probability tending to one.

Based on Theorem 4, we can further obtain the support recovery result for B(t), which
35| Denote B = (E(()t), AY), . ,B,()t))T and

requires a weaker condition on min
jes

§<t>:{j:gj(t) #0}'

Theorem 5 Assume the conditions in Theorem & hold.
(i) We have S® C S with probability tending to one.
(ii) In addition, suppose that for a sufficiently large constant C' > 0,

) _ logn logn (t+1)/2
k| 1 t 7o .
min [55] = O Bg oo (\/ s < = ) (28)

Then we have SO = S with probability tending to one.

13
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Note that the “beta-min” condition gets weaker as t increases. When ¢ satisfies (26),
Bi| > Cl B35t ¢llso logn " \which matches the rate

)
of the lower bound for the “beta-min” condition in Lasso in a single machine setting (see
Wainwright (2009)).

Furthermore, we state the results in both Theorem 4 and 5 by a high-probability state-
ment “with probability tending to one”. The convergence rate actually can be represented
as 1 — ¢, where g, = O(1 —P(supp(Bo) C 5)) +O(n™7) is a small quantity goes to 0 when
both n and p go to oco. More specifically, the convergence rate depends on the convergence
rate P(supp(By) € S) — 1 for the initial estimator By. Below we further provide two
remarks on our method.

the condition (28) will reduce to miél
jE

Remark 6 It is worthwhile noting that we assume the data is evenly split only for the ease
of discussions. In fact, the local sample size m in our theoretical results is the sample size
on the first machine in Algorithm 1 (a.k.a. the central machine in distributed computing).
As long as the sample size m on the first machine is specified, our method does not depend
on the partition of the entire dataset.

Remark 7 We note that the proposed estimator can be generalized to the case when the
noise e and the covariates X are not independent. More specifically, without the indepen-
dence assumption, we assume P(e < 0|X) = 7 for some specified 7 € (0,1). The Hessian
matriz becomes H(B*) = E(XXTf(0|X)). Although H(B*) no longer takes the form of

Y f(0) when the noise depends on covariates, it can be approzimate by

DM&»=E<XX¢;K(Y‘ﬁf”%>),

for a positive kernel function K(-) (i.e., K(z) > 0 for all z). Let By be an initial estimator
of B*. Given n iid. samples (X;,Y;) from (1), for each 1 < i < n, we construct the
following quantities:

1 (Yi—-X'By\ = PO LA
Yish = EK <Zhl), Xin=vinXi, Dp= - ;Xi,thh,
=

o~ IV < XTB) — 7
Vin = X7, — = XA T,

Yi,h

Then, we can construct the pooled estimator (i.e., the counterpart of (9)) by solving the
following Lasso problem with both transformed input X;p and response Y; p:

n

~ r 1 > YT 3\2
B = argmin { - > (Vo = X" + Aol - (29)

1=

Using a similar distributed approach described in Section 2.2, the pooled estimator in Fq.
(29) can be extended into a distributed estimator.

14
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Although the extension to the dependent case seems relatively straightforward, the non-
parametric estimation of the conditional density f(0|X) has the issue of “curse of di-
menstonality”, espectally when X is high-dimensional. Without any strong assumption
on f(0|X) it requires a huge number of local samples to construct an accurate estimator
D1 =5 Zzeﬂl XZ hX L the distributed implementation. We leave more investigation
of the dependent noise case to future work.

4. Simulation Study

In this section, we report the simulation studies to illustrate the performance of our dis-
tributed REL.

4.1. Simulation Setup

We consider the following linear model
=X'B* 46, i=12...,n,

where XTI = (1,X;1,...,Xip) is a (p + 1)-dimensional covariate vector and
(Xi1,...,Xip)s are drawn 4.4.d. from a multivariate normal distribution N(0,X). The
covariance matrix 3 is constructed by X;; = 0.5/"=7l for 1 < i,j < p. We fix the dimension
p = 500 and choose the loss function to be the QR loss with quantile level 7 = 0.3. Note
that other choices of 7 lead to similar results in the experiment. We provide additional
experimental results for 7 = 0.5 in the appendix. Let s be the sparsity level and the true
coefficient is set to
B = (E,@,@, ..,M,m,o,o...,oy

S S S S

We consider the following three noise distributions:
1. Normal: the noise e; ~ N(0,1).
2. Cauchy: the noise e; ~ Cauchy(0,1).
3. Exponential: the noise e; ~ exp(1).

We note that the variance of the Cauchy distribution is infinite. The initial estimator is
computed by directly solving the f;-regularized QR optimization using only the data on
the first machine (see Eq. (19)). At each iteration, the constant Cj in the regularization
parameter A, 4 in (24) is chosen by validation. In particular, we choose Cp to minimize
the quantile loss on an independently generated validation dataset with the sample size n.
Moreover, we could also apply cross-validation or an information criterion such as BIC to
choose \,,.
For the choice of the kernel function K (-), we use a biweight kernel function

0, if < -1,
K(z) = 315x6 + 76345x4 56245x + 16(115’ it —1<z<l,
0, if z>1.

15



CHEN, Liu, MAO, AND YANG

It is easy to verify that K(-) satisfies the condition (C3). We also note that other choices
of K(-) provide similar results.

From Theorem 2 and 3 in Section 3, the bandwidth is set to hy = can,y—1 for some
constant ¢ > 0, where ay 41 is defined in (23). In our simulation study, we choose

2 (g+1)/2
hg = Slo% + 571/2 (co‘”%) (i.e., set the constant ¢ = 1) for convenience. Note

that the constant c¢g is used to ensure that s?logn < 1, and we set cg = 0.1 in the following

experiments. In fact, our algorithm is quite robust with respect to the choice of the band-
width (see the sensitivity analysis in Section 4.5). All the results reported in this section
are average of 100 independent runs of simulations.

We compare the performance of the proposed distributed REL (dist REL for short) with
other two approaches:

1. Averaging divide-and-conquer (Avg-DC) which computes the ¢;-regularized QR (see
Eq. (3)) on each local machine and combines the local estimators by taking the
average.

2. Robust estimator with Lasso (REL) on a single machine with pooled data (see Eq.
(9)), which is denoted by pooled REL.

Note that the ¢1-regularized QR estimator in (2) and the de-biased averaging divide-and-
conquer estimator (see Zhao et al. (2014)) are not included in most comparisons because
they are computationally very expensive to be implemented in our setting, with large n
and p. Moreover, the de-biased estimator generates a dense estimated coefficient due to the
de-biasing procedure. In the experiment on computation efficiency, we compare the running
time of our method to the ¢i-regularized QR estimator. The result shows that our method
achieves a similar performance as the ¢1-regularized QR estimator and it is computationally
much more efficient.

4.2. Effect of the Number of Iterations

We first show the performance of our distribute REL by varying the number of iterations.
We fix the sample size n = 10000, local sample size m = 500, the sparsity level s = 20 and
dimension p = 500. We plot the fs-error from the true QR coefficients versus the number
of iterations. Since the Avg-DC only requires one-shot communication, we use a horizontal
line to show its performance. The results are shown in Figure 1. From the result, both
pooled REL and distributed REL outperform the Avg-DC algorithm and become stable
after a few iterations. Therefore, for the rest of the experiments in this section, we use 50 as
the number of iterations in the algorithm. Moreover, the distributed REL almost matches
the performance of pooled REL for all three noises.

4.3. Effect of the QR Loss Under Heavy-Tailed Noise

We study the effect of the QR loss in the presence of heavy-tailed noise. We compare with
the standard Lasso estimator in a single machine setting with pooled data. We vary the
sample size n and compute the Fj-score and the /s-error for the distributed REL, Pooled
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Figure 1: The #3-error from the true QR coefficient versus the number of iterations. The
sample size n is fixed to n = 10000 and the local sample size m is 500.

Table 1: The Fj-score and fs-error of the distributed REL, pooled REL, Avg-DC, and
Lasso estimator under different sample size n. Noises are generated from normal
distribution. The local sample size is fixed to m = 500.

Dist REL Pooled REL Aveg-DC Lasso

Fi-score f9-error | Fj-score f9-error | Fj-score {9-error | Fj-score ¥{o9-error

2500 0.90 0.189 0.83 0.183 0.23 0.255 1.00 0.161
5000 0.95 0.138 0.91 0.132 0.14 0.221 1.00 0.113
10000 0.97 0.102 0.93 0.097 0.10 0.203 1.00 0.079
15000 0.98 0.085 0.96 0.083 0.09 0.196 1.00 0.065
20000 0.99 0.073 0.96 0.069 0.08 0.192 1.00 0.056
25000 0.99 0.067 0.97 0.050 0.08 0.196 1.00 0.050

REL, Avg-DC, and the Lasso estimator. The Fj-score is defined as

recall "' + precision ™! ! precision - recall
F1 = 5 =92.

precision + recall’

which is commonly used as an evaluation of support recovery (note that Fj-score=1 implies
perfect support recovery). In Table 1, 2 and 3, we report the results for all three types
of noises.  As expected, when the noise is normal, the Lasso estimator has smaller -
error and better support recovery. However, when the noise has a slightly heavier tail
(e.g., exponential noise), both the distributed REL and pooled REL outperform the Lasso
estimator in fs-error. In the case of heavy-tailed noise (e.g., Cauchy noise), the Lasso
approach completely fails with very large fo-errors while the distributed REL is much better
in both fo-error and support recovery. It is clear that the Lasso estimator is not robust to
heavy-tailed noises, and therefore we omit the Lasso estimator in the rest of the simulation
studies.
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Table 2: The Fj-score and fo-error of the distributed REL, pooled REL, Avg-DC, and
Lasso estimator under different sample size n. Noises are generated from Cauchy
distribution. The local sample size is fixed to m = 500.

n Dist REL Pooled REL Aveg-DC Lasso
Fi-score f9-error | Fy-score {o9-error | Fj-score fo-error | Fy-score {o-error
2500 0.84 0.320 0.75 0.312 0.25 0.436 0.25 151.4
5000 0.92 0.229 0.85 0.221 0.16 0.380 0.26 138.8
10000 0.96 0.168 0.89 0.160 0.11 0.349 0.27 128.3
15000 0.98 0.139 0.92 0.132 0.09 0.338 0.25 132.1
20000 0.97 0.118 0.93 0.113 0.08 0.329 0.26 121.0
25000 0.98 0.107 0.94 0.101 0.08 0.330 0.23 120.8

Table 3: The F}-score and fo-error of the distributed REL, pooled REL, Avg-DC, and
Lasso estimator under different sample size n. Noises are generated from exponential
distribution. The local sample size is fixed to m = 500.

n Dist REL Pooled REL Aveg-DC Lasso
Fi-score /f9-error | Fj-score f9-error | Fj-score {9-error | Fj-score ¥{9-error
2500 0.96 0.093 0.91 0.089 0.25 0.115 1.00 0.102
5000 0.98 0.069 0.92 0.066 0.15 0.101 1.00 0.094
10000 0.99 0.051 0.96 0.048 0.10 0.092 1.00 0.069
15000 0.99 0.043 0.97 0.040 0.09 0.089 1.00 0.054
20000 1.00 0.037 0.98 0.034 0.08 0.086 1.00 0.048
25000 0.99 0.033 0.98 0.031 0.08 0.087 1.00 0.043
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Table 4: The f>-error, precision, and recall of the three estimators under different
combinations of the sample size n and local sample size m. Noises are generated from
normal distribution.

m 200 500 1000
n 5000 10000 20000 | 5000 10000 20000 | 5000 10000 20000
Pooled Precision | 0.79  0.85 092 | 079  0.89 093 | 078 0.85 0.92
REL Recall 1.00  1.00 1.00 1.00  1.00 1.00 1.00  1.00 1.00
lo-error | 0.136 0.098 0.071 | 0.138 0.101 0.073 | 0.135 0.100 0.072
Dist Precision | 0.98  0.99 1.00 | 091  0.95 098 | 0.83 0.89 0.95
REL Recall 1.00  1.00 1.00 1.00  1.00 1.00 1.00  1.00 1.00
lo-error | 0.154 0.111 0.081 | 0.142 0.105 0.076 | 0.137 0.102 0.074
Ave Precision | 0.05  0.04 0.04 | 0.08 0.06 0.05 | 0.13  0.08 0.06
DC Recall 1.00  1.00 1.00 1.00  1.00 1.00 1.00  1.00 1.00
lo-error | 0.348 0.328 0.314 | 0.225 0.205 0.199 | 0.180 0.156 0.145
Precision | 0.86  0.85 0.88 | 0.08 1.00 1.00 1.00  1.00 1.00
CSL Recall 0.95 093 0.94 1.00 1.00 1.00 1.00  1.00 1.00
lo-error | 0.480 0.455 0.452 | 0.218 0.201 0.190 | 0.154 0.141  0.098

Another interesting phenomena revealed in Tables 1-3 is that, in terms of the Fj-score,
the distributed REL is slightly better than pooled REL. This is indeed affected by the
selection of regularization parameter \,. According to our Theorem 2, we set A, for the
first round on the order of slogn/m, where m is the local sample size and n the total
sample size. For the pooled estimator where m = n, this term becomes slogn/n, which
becomes smaller. Therefore, our distributed estimator has already eliminated many features
for the first round due to a larger regularization parameter, which leads to a slightly better
precision. It is noted that this also happens in the following experiments.

4.4. Effect of Sample Size and Local Sample Size

In this section, we investigate how the performance of the distributed REL changes with
the total sample size n and the local sample size m. We also compare our estimator
with the Communication-efficient Surrogate Likelihood (CSL) estimator proposed in Jor-
dan et al. (2019). The original method in Jordan et al. (2019) requires second-order dif-
ferentiable loss functions, which is not directly applicable to quantile loss function. Thus,
we adopt a smoothing technique to smooth the QR loss function as in Horowitz (1998);
Chen et al. (2019). We fix sparsity level s = 20, p = 500, and vary the sample size
n € {5000, 10000,20000} and the local sample size m € {200,500,1000}. The precision,
recall of the support recovery and the ¢s-error are reported for each estimator. The results
are shown in Table 4, 5 and 6.

From the results, we observe that both distributed REL and pooled REL outperform
the Avg-DC algorithm and CSL estimator in all settings. The fs-error of the distributed
REL improves as the local sample size m grows and it becomes close to pooled REL when
m is large. This is expected since the pooled REL is a special case of distributed REL
with m = n. We also observe that the precision and recall of the distributed REL are
both close to 1, which indicates good support recovery. In particular, the recall of our
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Table 5: The fo-error, precision, and recall of the three estimators under different
combinations of the sample size n and local sample size m. Noises are generated from
Cauchy distribution.

m 200 500 1000
n 5000 10000 20000 | 5000 10000 20000 | 5000 10000 20000
Pooled Precision | 0.72 0.84 0.89 0.75 0.82 0.88 0.70  0.81 0.87
REL Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
fy-error | 0.220 0.159 0.118 | 0.221 0.161 0.116 | 0.221 0.156 0.114
Dist Precision | 0.98 0.99 1.00 0.86 0.91 0.95 0.76 0.87 0.92
REL Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
fy-error | 0.251 0.181 0.134 | 0.230 0.169 0.122 | 0.223 0.158 0.117
Ave Precision | 0.05 0.04 0.04 0.08 0.06 0.04 0.14 0.08 0.06
DC Recall 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
fo-error | 0.704 0.671 0.667 | 0.375 0.355 0.332 | 0.291 0.245 0.235
Precision | 0.09 0.12 0.12 0.28 0.35 0.48 0.64 0.77 0.89
CSL Recall 0.91 0.93 0.90 0.97 0.97 0.98 0.98 0.98 0.99
lo-error | 0.834 0.790 0.728 | 0.324 0.327 0.312 | 0.255 0.195 0.171

Table 6: The f2-error, precision, and recall of the three estimators under different
combinations of the sample size n and local sample size m. Noises are generated from
exponential distribution.

m 200 500 1000

n 5000 10000 20000 | 5000 10000 20000 | 5000 10000 20000

Pooled Precision | 0.90  0.98 098 | 0.88 094 096 | 0.86 0.93 0.96
REL Recall 1.00  1.00 1.00 | 1.00 1.00 1.00 1.00  1.00 1.00
fy-error | 0.060 0.045 0.031 | 0.059 0.042 0.032 | 0.059 0.042 0.030

Dist Precision | 1.00  1.00 1.00 | 0.95 0.98 099 | 091 095 0.98
REL Recall 1.00  1.00 1.00 | 1.00 1.00 1.00 1.00  1.00 1.00
l9-error | 0.076 0.061 0.043 | 0.062 0.044 0.034 | 0.060 0.042 0.031

Avg Precision | 0.06  0.04 0.04 | 0.07 0.06 0.04 | 0.15 0.09 0.05
DC Recall 1.00  1.00 1.00 | 1.00 1.00 1.00 1.00  1.00 1.00
ly-error | 0.168 0.162 0.154 | 0.090 0.084 0.079 | 0.072 0.062 0.054
Precision | 0.86  0.85 0.88 | 0.08 1.00 1.00 1.00  1.00 1.00

CSL Recall 0.95 0.93 094 | 1.00 1.00 1.00 1.00  1.00 1.00
l9-error | 0.480 0.455 0.452 | 0.218 0.201 0.190 | 0.154 0.141  0.098
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Figure 2: The ¢s-error from the true QR coefficient versus the local sample size m, with
the total sample size fixed to n = 20000.
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Figure 3: The Fi-score versus the local sample size m, with the total sample size fixed to

n = 20000.
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Figure 4: The ¢s-error from the true QR coefficient versus the sample size n, with the
local sample size fixed to m = 500.
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Figure 5: The Fi-score versus the sample size n, with the local sample size fixed to
m = 500.

distributed REL is always 1, implying that all the relevant variables are selected. The
precision of our method is close to 1, which indicates that only a very small number of
irrelevant variables are selected. On the other hand, the precision of Avg-DC is very small
because the averaging procedure results in a dense estimator, especially when m is small.
In addition, the performance of CSL estimator heavily depends on m. For example, for
Cauchy error distribution in Table 5, a smaller m leads to a relatively poor performance.

For better visualization, with the sample size n = 20000 fixed, we vary the local sample
size m and plot the fs-error and Fi-score of pooled REL, distributed REL and Avg-DC
estimator. The results are presented in Figure 2 and 3. Similarly, in Figure 4 and 5, we fix
the local sample size m = 500 and vary the total sample size n.

From Figure 2 we can see that the #s-error of distributed REL is close to that of pooled
REL when m is not too small, and both of them outperform the Avg-DC estimator. From
Figure 4 we observe that the /ls-error of distributed REL is close to that of pooled REL
and both errors decrease as the sample size n becomes large. However, the ¢s-error of the
Avg-DC estimator stays large and fails to converge as the sample size n increases. From
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Table 7: The Fi-score and fo-error of the distributed REL, pooled REL, and Avg-DC
under different sample size n and choices of bandwidth constant ¢. Local sample size
m = 500. Noises are generated from Cauchy distribution.

n . Dist REL Pooled REL Avg-DC
Fi-score fy-error | Fi-score {o9-error | Fy-score {9-error
5000 | 0.5 0.99 0.249 0.96 0.236 0.17 0.377
10000 | 0.5 1.00 0.183 0.99 0.171 0.12 0.356
20000 | 0.5 0.99 0.130 0.99 0.123 0.09 0.348
5000 1 0.99 0.253 0.96 0.241 0.16 0.373
10000 | 1 0.99 0.179 0.98 0.170 0.11 0.345
20000 | 1 1.00 0.125 0.98 0.117 0.09 0.328
5000 2 0.99 0.259 0.97 0.245 0.16 0.38
10000 | 2 1.00 0.188 0.98 0.177 0.11 0.347
20000 | 2 1.00 0.131 0.99 0.124 0.09 0.332
5000 5 0.99 0.255 0.97 0.239 0.16 0.378
10000 | 5 1.00 0.185 0.98 0.173 0.11 0.349
20000 | 5 1.00 0.138 0.98 0.124 0.09 0.339
5000 | 10 1.00 0.270 0.99 0.252 0.16 0.382
10000 | 10 1.00 0.194 0.99 0.180 0.1 0.346
20000 | 10 1.00 0.136 0.98 0.121 0.09 0.331

Figure 3 and 5 we can see that the Fj-score of both distributed REL and pooled REL are
close to 1, while the Avg-DC approach clearly fails in support recovery in high-dimensional
settings.

4.5. Sensitivity Analysis for the Bandwidth

In this section, we study the sensitivity of the scaling constant in the bandwidth of the
proposed REL. Recall that the bandwidth is h = ca, 4 where a,, 4 is defined in (23) with
¢ > 0 being the scaling constant. We vary the sample size n and the constant ¢ from 0.5
to 10 and compute the Fj-score and the fs-error of the distributed REL, pooled REL, and
the Avg-DC estimator. Due to space limitations, we report the Cauchy noise case as an
example. For other noises, the performance is even less sensitive. The results are shown in
Table 7.

From Table 7, we observe that both distributed REL and pooled REL exhibit good
performance under all choices of bandwidth constant. Therefore even under a suboptimal
choice of bandwidth constant, the distributed REL still achieves small fo-error and good
support recovery.

4.6. Effect of the Sparsity

In this section we investigate how the performance of the distributed REL algorithm changes
with the sparsity level of the true coefficient 3*. We fix the sample size n = 10000 and the
local sample size m = 500, and we set the constant ¢y in hy to be 0.01. Recall that the true
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Table 8: The #s-error, precision, and recall of the three estimators with different sparsity
level s. Noises are generated from normal distribution. The local sample size is fixed to

m = 500.
Sparsity s ) 10 20 30 50 100
Precision 098 096 086 082 0.73 0.66
Pooled Recall 1.00 1.00 1.00 1.00 1.00 1.00
REL {o-error 0.063 0.080 0.096 0.117 0.141 0.191
Relative /-error(x1072) | 0.426 0.408 0.360 0.361 0.341 0.329
Precision 1.00 098 094 093 091 0.88
Dist Recall 1.00 1.00 100 1.00 1.00 1.00
REL £o9-error 0.065 0.082 0.101 0.123 0.150 0.202
Relative fo-error(x1072) | 0.441 0.418 0.379 0.379 0.363 0.347
Precision 0.02 0.03 0.06 0.08 0.11 0.20
Avg Recall 1.00 1.00 1.00 1.00 1.00 1.00
DC {o-error 0.147 0.175 0.204 0.243 0.280 0.368
Relative fo-error(x1072) | 0.988 0.890 0.760 0.751 0.675 0.633
coefficient is set to be
B = (9,@,@,...,M,lo,o,o...,oy
s s’ s

We vary the sparsity level s in {5, 10,20, 30, 50,100} and report the precision, recall and
lo-error. Since the fo-norm of the true coefficient 8* changes with the sparsity level s, we
also report the relative fo-error which is defined by |8 — 3*|2/|3*|2. The results are shown
in Table 8, 9 and 10.

From the result, we can observe that the fo-errors of all three estimators become larger as
the sparsity level s increases and the distributed REL algorithm performs much better than
the Avg-DC algorithm. Moreover, the performance of the distributed REL is very close to
the performance of the pooled REL.

4.7. Computation Time Comparison

We further study the computation efficiency of our proposed estimator. We fix the local
sample size m, dimension p, and vary the sample size n. In Table 11, we report the F}-score,
ly-error, and the computation time of distributed REL, pooled REL, Avg-DC, and the £;-
regularized QR estimator. To solve the ¢i-regularized QR estimator, we formulate it into
a standard linear programming problem (LP) and solve it by Gurobi (Gurobi Optimiza-
tion, 2020), which is the state-of-the-art LP solver. We implement the three distributed
algorithms (distributed REL, pooled REL and Avg-DC) in a fully synchronized distributed
setting.

From Table 11 we can see that the distributed REL is much faster than the ¢;-regularized
QR estimator. In fact, for larger sample size (i.e., n > 20000), we cannot implement the ¢1-
regularized QR method due to memory and computation time issues. We also note that the
computation time of the pooled REL is similar to the distributed version. This is because
for the comparison propose, simulated datasets can still be fully stored in memory, and thus
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Table 9: The #s-error, precision, and recall of the three estimators with different sparsity
level s. Noises are generated from Cauchy distribution. The local sample size is fixed to

m = 500.

Sparsity s 5 10 20 30 50 100

Precision 095 091 079 073 066 0.64

Pool Recall 1.00 1.00 1.00 1.00 1.00 1.00
QR fo-error 0.103 0.129 0.156 0.186 0.230 0.318
Relative fo-error(x1072) | 0.696 0.656 0.581 0.574 0.555 0.547
Precision 097 095 091 087 086 0.84

Dist Recall 1.00 1.00 100 1.00 1.00 1.00
QR £o-error 0.105 0.132 0.163 0.194 0.239 0.330
Relative /-error(x1072) | 0.709 0.674 0.608 0.598 0.578 0.567
Precision 0.02 0.04 0.06 0.07 011 0.20

Avg Recall 1.00 1.00 1.00 1.00 1.00 1.00
DC fo-error 0.264 0.319 0.347 0.419 0.542 0.885
Relative fo-error(x1072) | 1.779 1.628 1.295 1.293 1.308 1.252

Table 10: The f£s-error, precision, and recall of the three estimators with different sparsity
level s. Noises are generated from exponential distribution. The local sample size is fixed

to m = 500.
Sparsity s 5 10 20 30 50 100
Precision 0.97 097 095 092 087 0.79
Pooled Recall 1.00 1.00 1.00 1.00 1.00 1.00
REL £o-error 0.026 0.034 0.043 0.049 0.062 0.080
Relative fo-error(x1072) | 0.178 0.171 0.160 0.151 0.149 0.138
Precision 099 099 098 098 098 0.99
Dist Recall 1.00 1.00 1.00 1.00 1.00 1.00
REL {o-error 0.027 0.035 0.045 0.052 0.066 0.092
Relative fo-error(x1072) | 0.185 0.180 0.169 0.161 0.160 0.158
Precision 0.02 0.04 005 0.07 011 0.20
Avg Recall 1.00 1.00 1.00 1.00 1.00 1.00
DC £o-error 0.054 0.065 0.083 0.099 0.113 0.151
Relative fo-error(x1072) | 0.365 0.329 0.311 0.305 0.273 0.260
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Table 11: The F}-score, fo-error, and computation time of the distributed REL, pooled
REL, Avg-DC, and #;-regularized QR estimator under different sample size n. Noises are
generated from Cauchy distribution. The local sample size is fixed to m = 500.

n Dist REL Pooled REL
Fi-score  flo-error Time | Fi-score {o-error  Time
5000 0.95 0.137 0.40 0.90 0.132 0.44
10000 0.97 0.099 0.42 0.92 0.095 0.45
15000 0.98 0.083 0.42 0.95 0.080 0.47
20000 0.99 0.074 0.44 0.96 0.071 0.48
n Aveg-DC /1-QR
Fi-score flo-error Time | Fi-score {o-error  Time
5000 0.15 0.223 2.82 0.95 0.132 159.6
10000 0.10 0.202 3.08 0.97 0.091 576.1
15000 0.09 0.198 3.07 0.98 0.077 1223.1
20000 0.08 0.192 3.15 0.99 0.068  2059.3

pooled REL takes the advantage of solving the entire optimization problem in memory. For
large-scale datasets that cannot be stored in memory, the pool REL is no longer applicable.

5. Conclusions and Future Directions

In this paper, we address the problem of distributed estimation for high-dimensional linear
model with the presence of heavy-tailed noise. The proposed method achieves the same
convergence rate as the ideal case with pooled data. Furthermore, we establish the support
recovery guarantee of the proposed method. One key insight from this work is that a non-
smooth loss can be transformed into a smooth one by constructing a new response. Our
method is essentially an iterative refinement approach in a distributed environment, which
is superior to the averaging divide-and-conquer scheme.

One important future direction is to further investigate the inference problem. We note
that Zhao et al. (2014) first provide the inference result based on averaging de-biased QR
local estimators. As we mentioned, this approach might suffer from heavy computational
cost and requires a condition on the number of machines. It would be interesting to develop
computationally efficient inference approaches without any restriction on the number of ma-
chines. Moreover, the idea of transforming to f;-regularized least-squares problem and the
iterative distributed implementation can be generalized other high-dimensional problems,
e.g., ¥1-regularized Huber regression in robust statistics. Our algorithm can also be general-
ized to handle other sparsity-inducing penalties, such as SCAD or MCP (Fan and Li, 2001;
Zhang, 2010). Deriving the corresponding theoretical results for other sparsity-inducing
penalties would be another interesting future direction.
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Appendix A. Proof of Results

In this section, we provide the proofs of our main results and some technical lemmas.

A.1. Proof of Proposition 1

Proposition 1 1 Assume the following conditions hold

[AB" = bloo < An/2,

STAS

min —5 = C2, C1,62> 0.
5:[8l1<erv/s16l2 |03

where s is the sparsity of B*, i.e., s = ?ZO]I[ﬁ;‘ # 0]. Then we have

|B_ IB*|2 S C\/g)\TM

for some constant ¢ > 0.

Proof We first show that \,@ - B < 4\/5\,3 — B*|2. Let S be the support of 3. By the
definition of 3, we have

SATAB - G~ ([T A~ BT <A.(16T: — 11
=\ (18501 — 1Bsli — 1Bsc )
<l(B" = B)sl — Aal(B* — B)gels.

Since A is non-negative definite, we have

157 AB - BT - (Lo TS — 5Tb) >(AB" - b)(B - B

2 2 N
—|AB" = bl<|B - B
- )‘n|3*:@*|1/2~

Combine the two inequalities and we get (B — B%) scli < 3|(8 — B*)s|1 and this implies

1B -8 <4|(B- B)sh < 4V5|(B - B)sl2 < 458 — B*a.
By the definition of 3 and the first order condition, we have ]A,B blooc < Ap. Combine
this with (11) and we have |A(8 — 8)|os < 2A,. Together with the condition (12) we have

18 — B2 < (B —B)TAB — BY) < 2cM|B — B < 8cAv/5|8 — B2
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A.2. Proof of Some Technical Lemmas

In this section, we introduce some technical lemmas which will be used in our main proof.
Let

" | SUlII) %Z [Xill[ei < Xy (Bs — BY)] = XiF (X5 (Bs — )]
ﬁs—ﬁg 2§(zn i=1
1 n
n ; [X;1[e; < 0] — X,;F(0)] LO. (30)

Lemma 8 For any v > 0, there exists a constant ¢ > 0 such that

P<UnZCVW> :O(n_“’).

Proof [Proof of Lemma 8] Let

Cnj(B) = %Z [Xigl [ex < X5 (Bs = B3)] = XigF (Xis (Bs = B5))]
k=1
_% 3 [Xyller < 0] — Xii F (0)].
=1

For notation briefness, we denote 8% = (67, .., BT, For every i, we divide the interval
[BF —an, B; +an) into nM small subintervals and each has length 2a,, /n*, where M is a large
positive constant. Therefore, there exists a set of points in R {8, 1 < k < ¢,} with
gn < nM, such that for any 8 in the ball |Bs—B%|2 < an, we have |Bs— By sl2 < 2v/5a,/nM
for some 1 < k < g, and |Bi,s — BE|2 < an. We can see that
|F (Xl (Brs — B%) — F (Xils (Bs = B3))| < CVsann™ | Xisl,,

and

L [e; < Xis (Br,s — BS)] — e < Xig (Bs — B3)]|

<I[X's (Br,s — BE) — 2| X5 50y Vsann™ < e; < X[l (Brs — BE) + 2| X515 Vsann ]
::Gi,k‘-
Denote the right hand of the above equation by G;j and let E,(-) be the conditional
expectation given {X;,1 <1i <n}. Then we have
E. (Gik) =F (X's (Br,s — B%) + 2| Xi.sl, vVsann™)
— F (X5 (Br,s — BE) — 21X 5]y Vsann ™) .
It is straightforward to conclude that |E(|X;;|Gix)] < Cv/sann ME|X;i||X;sla <

Csann™™ and E(X%G?k) < Csapn~™. By the exponential inequality, we can obtain
that for any large ~y, there exists a constant ¢ such that

1| — sanlogn
IPH X,;:|Gir — E|X;: |G, ’> ,/"7><c s,
S‘ép n ;(‘ J’ ik ’ ZJ‘ k)| >c n sOn
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Note that
1 n
sup [Cog (B) = sup|Cos (Br)| < CVsaun ™3 |Xysl,
|Bs—B%|,<an k i=1
1 n
+g‘ > (1X551Gir — E’Xij‘Gik)‘
. Zzl
+ﬁ‘ ZE(’Xij\Gik)"
i=1
Therefore

say logn
sup sup  [Cn,j (B)] —sup |Cy,; (ﬁk)!] =Op <\/7g> - (31)
i "|Bs—B3|,<an k "

It is enough to show that sup; supy, |Cy ;(By)| satisfies the bound in the lemma. Since the
density function of e is bounded, we have

E(Cnj(Br))* < Cn™" Br,s — B5l, < Cn~'ay.

By the exponential inequality (Lemma 1 in Cai and Liu (2011)) and the fact that v/slogn =
o(y/nay,), we have

supsup P <\C’n7j (Br)| = Cy/ mnTllogn> =0 (n77).
ik

We complete the proof of the lemma. |

Lemma 9 Assume that (C1)-(C6) hold. Let \,@0 — B*|2 = Op(ay) and P(supp(,@o) c9)
— 1. Let h > cs(logn)/n for some ¢ >0 and h = O(ay). We have

FO0) - £©)=0e (\/Sﬁj;f”w) .

Proof [Proof of Lemma 9] Denote S=supp(3y) and let

1 < Y, - X1
Dmh(ﬂ):mZK(ﬂ).
i=1

We have 3% — ,[/3\075]2 = Op(ay,). To prove the proposition, without loss of generality, we
can assume that |85 — Bo,s|2 < an, and S C S. It follows that f(0) = D, ,(Bo) and

~

FO-f@< s D (8) - 0.

|Bs—B%l2<an
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Recall the definition of {8, 1 < k < ¢,} in the proof of Lemma 8. We have

lK Yi—XEs,@s —lK Yz‘—ngﬁk,s
h h h h

This yields that

< Ch™?| X5 (Bs — Br.s)|-

Swp D (B) £~ swp |Dus (80— £ (0) Cﬂfﬂ‘;;gxzsb

‘BS_BE“QSQ'IL ]-SkSQR

Since max; ; E|X; ;| < oo (due to the sub-Gaussian condition (C4)), for any v > 0, by
letting M large enough, we have

sup  [Dnp(B) = f(0)] = sup  [Dyy (Br) = f(0)]=Op (n77). (32)

|Bs—B5l2<an 1<k<nMs

It is enough to show that supy, | Dy, n(Br) — ED), 1 (8)| and supy [ED,, 1(Bx) — f(0)] satisfy
the bound in the proposition. Let E,(-) denote the conditional expectation given { X}. We

have
i— X — B3 *
E*{}llK (e ,slgﬁs ﬁs))}:/_ K () f {he + X5 (Bs — B} du

=£(0)+ O (h+|Xi's (Bs — B5)|) -

Since sup|q|,—1 Ela™X| < C, we have
[EDnp (Br) = f(0)] < C (h+|Brs = B5ly) = O(h + an).
It remains to bound supy, | Dy, n(Bk) — EDy 4 (B)|. Put

ei — X'g (Br,s — BE)
=K ( N :

We have

Efzkh/ (K ()} f {ha + X[5 (Brs — BE)} de < Ch.

Since K (x) is bounded, we have, by the exponential inequality (Lemma 1 in Cai and Liu
(2011)) and the fact that slogn = O(nh), for any v > 0, there exists a constant C' > 0 such

that
supP
k

By letting v > M, we can obtain that

n

D (& —E&ig)

=1

> C+/nhslog n) =0 (n‘”s) .

slogn
o 552,

This completes the proof. |

sup |Dp.1(Br) —EDy n(Br)|| =
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Lemma 10 We have

n
nTh Y X X s Xl s
k=1

max
1<j<p

= Op(1).

op
Proof [Proof of Lemma 10 |

For a unit ball B in R*, we have the fact that there exist g5 balls with centers @1, ..., x4,
and radius z (i.e., B; = {z € R®: | — x;| < 2z}, 1 < i < g,) such that B C U’ | B; and g,
satisfies g5 < (1 +2/2)%. So for any |x|2 = 1 in the unit sphere, there exists some x; such
that | — x;|2 < z and so this x; satisfies 1 — z < |x;|a < 1 4 2. Therefore, there exists a
subset K C {1,2,...,qs} such that {@ : |z|s = 1} C UjexB; and 1 — z < |x;|]a < 1+ z for
i € K. We have d, := |K| < ¢gs < (1+2/2)*.

For any s x s symmetric matrix A, we have

" Az| — [y" Ay| < |(z — y)"A(z + y)|.
So || Allop = Sup|g,=1 |zt Az| < max;ek |2} Ax;| + 2(2 + 2)||Allop. Now take z = 1/4, we

have || Allop < 3max;er |2} Az;| and ds < 9%. It is enough to prove that

1 n
max max — Z \ij\(w;er,s)2 = Op(1).
k=1

1<j<p ieK n

Define )?kj = Xj;I[|X%;| < logn]. By the sub-Gaussian condition on X, it is enough to
show that

n

EERTE 2 Xl (@ X.9)? = O(1).
Set
Yiij = | Xij| (2] Xi,9) 1| Xij | (2] Xi,5)% < (s + 1) (logn)?).
Note that

np9* maxmax P (| Xy (@] Xp5)? = (s +1)(logn)? ) = o(1).
) (S

It suffices to prove that maxi<j<,max;ex = > p_; Yii; = Op(1). It is easy to see that
EYjij < E|Xgil(z} Xp.6)% < C(EX,fj)W Sup‘m‘QZI(E(xTXk75)4)1/2 = O(1) and similarly,
EY2 ;= O(1), uniformly in k, 4, j. By Bernstein’s inequality,

1 & _ ey
g (‘n kzl(ym'j - IEYW-)‘ Z 1) < e 4 e Phrntogn?

for some positive constants ¢; and ¢y uniformly in 7, j. Since s = O(m") for some 0 < r <
1/3, we have

np9* (e 4 @ Tron® ) = o(1).

This proves maxi<;<, Max;ck % Y opeq Yiij = Op(1). [ |
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A.3. Proof of Theorem 2 and Theorem 3

We first state a proposition for the proof of our main theorems.

Proposition 11 Assume that (C1)-(C6) hold. Let |Bg — B*|2 = Op(a,) and h < a,. We

have
I =0p (\/1Ogn+ai>.
) n

Proof [Proof of Proposition 11] Recall the definition of Uy, in (30). For the initial estimator,
we have Bp gc = 0 with high probability. Due to the fact that 3. = 0 and By sc = 0, by
|B* — Bol2 = Op(ay), we have

- O (1< x0R) ) + 2 (- o)

n
k=1

[e.9]

]?_;(0) kzi:Xk {F (XkT,S (,35 - B&s)) - F(O)} + rlzkzi;XkX’;F’S (,@075 — ﬁj‘g)
+|f0)

For the last term, by Lemma 8, we have |f_1 (0) |Uy, = Op(y/san(logn)/n). For the second
term of the right hand side, we have

IN

o0

1
f§ : [XiI e, < 0] — X3, F (0)]
n

k=

oo

n

% S [Xel [eg < 0] — X F (0)]
k=1

_ OP( logp>.

n

7]

[e.e]

Denote the first term of the right hand side to be H. For the first component of H, by
second order Taylor expansion, under (C1) we have

o znjxkj {F (X,fT,S (ﬂg - Bo,s)) —-F (0)}
k=1
:f_l(?lwzn:ijXkT,S (:8:5 —BO,S) Cf 1 Z [ Xs] {X’“S (BS ~Bo S>}2'
k=1

It is standard to show that

- 1
]P’<|Z—E]OO <y Og”> S
n

Since Apmax(X) < ¢p, we have
[slogn ~
< *
< Op < n an) + ‘2 (IBS IBO’S) ‘oo
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= O]P’(an)'

Denote (1,|Xg1], ..., |Xgp|)T by | Xk|. Then by Lemma 9 and 10, we have

1 & . A
- ZXkX;ES (ﬁs - ﬂo,s)

Z | Xkl {st (ﬁs —Bo s)}2

1
=0Op (( i S}gln + an) an) + OP(Q%)

lo lo lo
. :Op( O Y gn+a2>.
[e’e] n n

nh n

H|, <|F10)(0) 1]

o0

+of !

o0

So we can easily have

Since h =< a, and sa, = o(1), we prove the proposition. [ |

Proof [Proof of Theorem 2 and Theorem 3] N
First, we show the results for Theorem 2. Define 3 to be the solution of the following
optimization problem:

1 om A\ -~
3= argmin -67%,0—07 {zn n (21 - 2) 50} A6,
OcRPH1 O gc—0 2

where Og. denotes the subset vector with the coordinates of € in 5S¢ Then there exist
sub-gradients Z with |Z|o < 1 such that

31 5x58s — {Zn + ( ) ﬁo} + A Zs = 0. (33)
It is enough to show that there exist sub-gradients Z that satisfy
S8 {za+ (21-2) B} + Mz =0, (34)

|Zs|oo <1 and [Zse|oo < 1, i.e., |Z;] are strictly less than one for i € S¢. To construct such
Z,welet Zg = Zg and

7o o {(88), - {rur (8- )8, )

Lemma 12 Under the conditions in Theorem 2, we have, with probability tending to one,

uniformly for i € S¢, for some 0 < v < 1.
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Proof [Proof of Lemma 12] Recall that

31 5x50s — {Zn + (fh - fJ) Bo}s = M\ Zs. (35)
Write (35) as

~MZs =Zsxs (Bs - ﬁs> + (El SxS — Est) (BS - ﬁf%) + 31 5505

et (B9) Aoj

This implies that

Bs—B5 = Zgis{ —AZs — <21 SxS — 23x5) <ﬁs - 55)
St oo (5.-5) ).
= 25}(5{ —MZs — (21 st—zsw) ( 5 — )
- (fh,sXs - §3st> (ﬂs - ﬂo,s) z, — BB )S }

y (38), we have with probability tending to one,

< Ovar Oy B B gy

1 1
—|—C\/§< ogn+ ogn)
m n

By the choice of A, Proposition 11 and a,, = O(y/s(logn)/m),

‘Bs—ﬁfq )

50,3’
2

‘55 85, < CVshn, (36)

with probability tending to one.
Due to the definition of Zgc, we have that

Zs

o {(89), (o (B-5)),
A BsexsSrks {2+ (21— 2) AO}S + B0 5ex5 2 by s Zs
e (55,

=- Aﬁlfh,s«:xsfli}gxs [{Zn - gﬁ*}s + (23x{1,...,p+1} - fl1,5x{1 ..... p+1}) (ﬂ* - ﬂo)}
+ B1,5ex 5] by s Zs + Ay {zn - iﬁ*}SC
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Note that
il,Scxsﬁi}gxs
= (fh,sch - ESCXS) (iiéxs - ZEis) + Xgexs (iigxs - 25is)
+ (fh,scxs - ESCXS) Sgrg + DeexsSgns-

By the proof of Lemma 10, we can easily get

a s+ logn
Y1,5x5 — Bsxs OpZOHD(\/Tg)‘
a1 1 s+ logn
X1 5xs — Bsxs on :OP’(\/ E— )

This yields that

Then
H (imws - ESCXS) (iilgxs - 25ig> H
o0
<s%/? limws — Ygexs Hil_}gxs —S5is
o) op
=Op (52(log n)/m).
Similarly,
S-1 -1 -1 -1
HESch (21,S><S - 25xs) HOO <s[Zlop || X1 555 = Zigxs o
—Op (s /s+logn> ,
m
and
H (il,SCXS - ZSst) Dyt ’ <532 ‘imws — Xgexs Hzgis .
e8] o) 1%

31
:OP< s ogn>‘
m

So we have ||§)175CX5§1_}§X5H00 < op(1) + ||25cXgE§iSHOO. Since Cy in A, is sufficiently

large, we can see that A\, !|z, — f],@*|oo is small enough. N
Since |EgexsEgiglloo < 1—a and |Zg|oo < 1, we have |E1 gex s3] 5y 52500 < 1— /2
with probability tending to one. Note that P(supp(ﬁo) C S) — 1, we have

zoﬂm(1)A;1W\ﬁ* —30‘2

=0Op <)\;1an s(log n)/m)
=0p(1/Ch),
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and
‘(il,scx{l,..‘,]%%l} - iAs*cX{1,...,p+1}) (ﬁ* - Bo) ‘Oo

—~0=(1)A;"/5(log ) /m |8 = ol

=0p(1/Cy).
The above arguments, together with (37), imply uniformly for j € S¢ and some v < 1,

|ZJ| <wv <l

By Lemma 12, uniformly for ¢ € §¢ and some v < 1,
|Zz| <v<l1

with probability tending to one. By this primal-dual witness construction, we have ,@ = B
with probability tending to one. Thus

P (188" < V5B —B7:) = 1.

It is easy to see that
218 - 20— (£1-2) Bo| <,
o0

due to equation (33) and |Z|- < 1. It is standard to show that for some C' > 0,

- 1
]P’<|21—Zoo <C Og”> 1. (38)

m

Note that P(Supp(a(]) C S) — 1. By Proposition 11,

218" =z = (B1 = D)ol < |20 -6 roo+\ (Z1 - 2)(Bo— B)|o
B ( /logn /slogn
= C'o An- (39)

Therefore, by letting Cy in A\, being sufficiently large, we have ]f)l(ﬁ* — B)|OO < 2\, with
probability tending to one. By the following condition

§TS.6

min — > C9 c1,c0 >0 40
5ol <erv/alols |6]3 ’ ’ ’ (40)

we can further have

L<c(@-p) s(8-6)<on

37



CHEN, Liu, MAO, AND YANG

This proves that \B\ — B*a < CApy/s.
To prove Theorem 2, it is enough to show that ¥, satisfies condition (40). We have,
with probability tending to one,

5818 = 313 Ain (2) = 0 |£1 %] _
> 1613 Amin () — 1013 5[ £1 - 2| _
>c|ol3,

for some ¢ > 0 as s = o((m/logn)/?). This completes the proof of Theorem 2.

For ¢ = 1, note that we assume |3y — B*|2 = Op(y/s(logn)/m). Then let a, =
\/s(logn)/m in Theorem 2 and it is easy to see Theorem 3 holds for ¢ = 1. Now sup-
pose Theorem 3 holds for t = k£ — 1 with some & > 2. Then for ¢t = k with initial estimator

. k)2
being 3%~ we have a, ;1 = Slo% + s(2k=1)/2 (10%) . Hence by Theorem 2 again

and the condition on s,
slogn sZlogn
) Op (\/ k-1 —
k+1)/2
— O /slogn 4 2B/ logn (k+1)/
n m ’

This implies that Theorem 3 holds for ¢ = k. Then it completes the proof of Theorem 3. B

B - g

A.4. Proof of Theorem 4 and Theorem 5

Proof [Proof of Theorem 4 and Theorem 5] Theorem 4 (i) and 5 (i) follow directly from
the proof of Theorem 2. As for Theorem 4 (ii), note that P(8 = 3) — 1. Recall

Bs—B5 = Zgis{ —AZs — <§1,S><S - 23x5) <Bs - 5§>
— (f?wxs - §3st) (53 — Bo,s) + (Zn — ﬁﬁ*)s }

By Equation (36), we obtain that, with probability tending to one,

[=5ks (Busxs — Zsxs) (Bs = 85)|_ < CIZ5kslloclBrsxs — Ssxsllop | Bs — B

< OIS slloev/5(s +logn)/m|Bs - B3| .

‘Egis (fh,st — isxs) <5§ - Bo,s) )OO < |25k ¢llscan/(s + logn) /m,

2

and

_ S _ logn _
=5ks (0 -287) | _ = 0% (nzsisum/ E% 4 \zsisnooai> .
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Table 12: The ¢s-error, precision, and recall of the three estimators under different
combinations of the sample size n and local sample size m. Noises are generated from
normal distribution and quantile level 7 = 0.5.

m 200 500 1000
n 5000 10000 20000 | 5000 10000 20000 | 5000 10000 20000
Pooled Precision | 0.83  0.91 094 | 081 0.87 094 | 0.82 0.86 0.93
REL Recall 1.00  1.00 1.00 1.00  1.00 1.00 1.00  1.00 1.00
lo-error | 0.133 0.097 0.071 | 0.131 0.094 0.069 | 0.130 0.098 0.070
Dist Precision | 0.98  0.99 1.00 | 091  0.95 098 | 0.86  0.90 0.96
REL Recall 1.00  1.00 1.00 1.00  1.00 1.00 1.00  1.00 1.00
lo-error | 0.149 0.112 0.088 | 0.137 0.098 0.073 | 0.132 0.100 0.072
Ave Precision | 0.05  0.04 0.04 | 0.07 0.05 0.04 | 0.14  0.08 0.05
DC Recall 0.99 1.00 1.00 | 0.98  0.99 1.00 | 0.97  0.99 0.99
lo-error | 0.341 0.324 0.313 | 0.219 0.202 0.192 | 0.174 0.156 0.139

With Lemma 11 and the choice of A\, we obtain that

_ logn slogn
OOSC’HZSiSHOO (\/ - + any/ - )

Then Theorem 4 (ii) follows from the above and together with the lower bound condition
on minjes |B;|.

Theorem 5 (ii) follows from the similar proof of Theorem 4 (ii) by replacing the initial
estimator as 3¢~ and the lower bound condition on min;cg | Bl [ ]

‘Bs - Bs

Appendix B. Additional Experiments

In this section we provide some additional experiment results using quantile level 7 = 0.5.
The results are reported in Tables 12, 13 and 14. The observations are similar to the case
of 7 = 0.3 in Section 4.4.
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