
A Multi-Task Deep Learning Framework to
Localize the Eloquent Cortex in Brain Tumor

Patients Using Dynamic Functional Connectivity

***

***
xxx@yyy.zzz

Abstract. We present a novel deep learning framework that uses dy-
namic functional connectivity to simultaneously localize the language
and motor areas of the eloquent cortex in brain tumor patients. Our
method leverages convolutional layers to extract graph-based features
from the dynamic connectivity matrices and a long-short term memory
(LSTM) attention network to weight the relevant time points during
classification. The final stage of our model employs multi-task learning
to identify different eloquent subsystems. Our unique training strategy
finds a shared representation between the cognitive networks of interest,
which enables us to handle missing patient data. We evaluate our method
on resting-state fMRI data from 56 brain tumor patients while using task
fMRI activations as surrogate ground-truth labels for training and test-
ing. Our model achieves higher localization accuracies than conventional
deep learning approaches and can identify bilateral language areas even
when trained on left-hemisphere lateralized cases. Hence, our method
may ultimately be useful for preoperative mapping in tumor patients.

1 Introduction

The eloquent cortex consists of regions in the brain that are responsible for lan-
guage comprehension, speech, and motor function. Identifying and subsequently
avoiding these areas during a neurosurgery is crucial for improving recovery and
postoperative quality of life. However, localizing these networks is challenging
due to the varying anatomical boundaries of the eloquent cortex across people [1,
2]. The language network has especially high interindividual variability because
it can appear on one or both hemispheres [3]. The gold standard for preoperative
functional mapping of eloquent areas is intraoperative electrocortical stimulation
(ECS) of the cerebral cortex during surgery [4, 5]. While reliable, ECS is highly
invasive and requires the patient to be awake and responsive during surgery.

For these reasons, task-fMRI (t-fMRI) is becoming increasingly popular as
a noninvasive alternative to ECS. Typically, activation maps derived from t-
fMRI are inspected by an expert to determine the regions in the brain that are
recruited during the experimental condition. However, t-fMRI can be unreliable
for certain populations, like children and the cognitively disabled, due to their
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inability to complete the paradigm [6, 7]. In contrast to t-fMRI, resting-state
fMRI (rs-fMRI) captures spontaneous fluctuations in the brain when the subject
is lying passively in the scanner. Unlike t-fMRI paradigms, which are designed
to activate a single area, correlations in the rs-fMRI data can be used to identify
multiple cognitive systems [8]. Recent work has moved towards using rs-fMRI
for presurgical mapping to avoid the above issues associated with t-fMRI [7, 9].

Automatically localizing the eloquent cortex using rs-fMRI is a challenging
problem with limited success in the literature. For example, the authors of [10,
11] demonstrate that spatial components identified by group ICA on the rs-fMRI
data coincide with the language and motor networks from t-fMRI. While the re-
sult is promising, the spatial accuracy is highly variable across patients. The
work in [12] describes a multi-layer perceptron architecture that classifies rs-
fMRI networks at the voxel level using seed based correlation maps; this method
was extended in [13] to handle tumor cases. However, the perceptron is trained
on healthy subjects and may not accommodate changes in brain organization due
to the tumor. Finally, the method in [9] is the first end-to-end graph neural net-
work (GNN) to automatically localize eloquent cortex in tumor patients. While
this method achieves good classification performance, separate GNNs must be
trained and tested for each eloquent network [9], which increases the training
time, the overall number of parameters, and the required training data.

There is growing evidence in the field that functional connectivity patterns
are not static, but evolve over time. In particular, studies have shown that indi-
vidual functional systems are more strongly present during specific intervals of
the rs-fMRI scan [14, 15]. Several studies have leveraged these dynamic connec-
tivity patterns for classification. For example, the work in [16] uses a long-short
term memory (LSTM) cell to learn time dependencies within the rs-fMRI to
discriminate patients with autism from controls. More recent work by [17] and
[18] has shown that combining static and dynamic connectivity can achieve bet-
ter patient versus control classification performance than either set of features
alone. However, these works focus on group-level discrimination. We will leverage
similar principles in this paper to classify ROIs within a single patient.

We propose a novel multi-task deep learning framework that uses both con-
volutional nerual networks (CNNs) and an LSTM attention network to extract
and combine dynamic connectivity features for eloquent cortex localization. The
final stage of our model employs multi-task learning (MTL) to implicitly select
the relevant time points for each network and simultaneously identify regions of
the brain involved in language processing and motor functionality. Our model
finds a shared representation between the cognitive networks of interest, which
enables us to handle missing data. This coupling also reduces the number of
model parameters, so that we can learn from limited patient data. We evalu-
ate our framework on rs-fMRI data from 56 brain tumor patients while using
task fMRI activations as surrogate ground-truth labels for training and test-
ing. Our model achieves higher localization accuracies than a variety of baseline
techniques, thus demonstrating its promise for preoperative mapping.
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Fig. 1. Top: Specialized convolutional layers identify dynamic patterns that are shared
across the functional systems. Bottom: The dynamic features are input to an LSTM
network to learn attention weights al (language) and am (motor). Right: MTL to
classify the language (L), finger (M1), foot (M2) and tongue (M3) networks.

2 Eloquent Cortex Localization Using Deep Learning

Our framework makes two underlying assumptions. First, while the anatomical
boundaries of the eloquent cortex may shift across individuals, its functional
connectivity with the rest of the brain will be preserved [10]. Second, the net-
works associated with the eloquent cortex phase in and out of synchrony across
the rs-fMRI scan [19]. Hence, isolating these key time points will help to re-
fine our localization. Fig. 1 illustrates our framework. In the top branch, we use
specialized convolutional filters to capture rs-fMRI co-activation patterns from
the dynamic connectivity matrices. In the bottom branch, we use an LSTM to
identify key time points where the language and/or motor networks are more
synchronous. We tie the activations from the LSTM branch of our model into
our MTL classification problem via our specialized loss function.

Input Connectivity Matrices. We use the sliding window technique to ob-
tain our connectivity matrices [20]. Let N be the number of brain regions in
our parcellation, T be the total number of sliding windows (i.e., time points in
our model), and {Wt}Tt=1 ∈ RN×N be the dynamic similarity matrices. Wt is
constructed from the input time courses {Xt}Tt=1 ∈ RD×N , where each Xt is a
segment of the rs-fMRI obtained with window size D. The input Wt ∈ RN×N is

Wt = exp

[
(Xt)TXt

ε
− 1

]
(1)

where ε ≥ 1 is a user-specified parameter that controls decay speed. Recall that
our setup must accommodate the presence of brain tumors that vary across pa-
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tients. Since these tumors represent non-functioning areas of the brain, we follow
the approach of [9] and treat the corresponding rows and columns of the sim-
larity matrix as “missing data” by fixing them to zero. This procedure removes
the effect of the tumor regions on the downstream convolution operations.

Representation Learning for Dynamic Connectivity. Our network lever-
ages the specialized convolutional layers developed in [21] for static analysis.
The edge-to-edge (E2E) layer in Fig.1 acts across rows and columns of the in-
put matrix Wt. Mathematically, let f ∈ {1, · · · , F} be the E2E filter index,
rf ∈ R1×N be the row filter f , cf ∈ RN×1 be the column filter f , b ∈ RF×1

be the E2E bias, and φ(.) be the activation function. For each time point t the
feature map Hf,t ∈ RN×N is computed as follows:

Hf,t
i,j = φ

(
N∑

n=1

rfnW
t
i,n + cfnW

t
n,j + bf

)
. (2)

Effectively, the E2E filter output Hf,t
ij for edge (i, j) extracts patterns associated

with the neighborhood connectivity of node i and node j. The edge-to-node
(E2N) filter in Fig. 1 is a 1D convolution along the columns of each feature map.
Mathematically, let gf ∈ RN×1 be E2N filter f and p ∈ RF×1 be the E2N bias.
The E2N output hf,t ∈ RN×1 from input Hf,t is computed as

hf,t
i = φ

(
N∑

n=1

gf
nH

f,t
i,n + pf

)
. (3)

The E2E and E2N layers extract topological graph-theoretic features from the
connectivity data. Following the convolutional layers in the top branch, we cas-
cade two fully-connected (FC) layers to combine these learned topological fea-
tures for our downstream multi-task classification. In the bottom branch, we use
a node-to-graph (N2G) layer to extract features that will be input to our LSTM
network. The N2G filter acts as a 1D convolution along the first dimension of
the E2N output, effectively collapsing the node information to a low dimensional
representation for each time point. Let kf ∈ RN×1 be N2G filter f and d ∈ RF×1

be the bias. The N2G filter gives a scalar output qf,t for each input hf,t by

qf,t = φ

(
N∑

n=1

kf
n · hf,t

n + df

)
. (4)

Dynamic Attention Model. Per time point, we define qt = [q1,t · · · qF,t] and
feed the vectors {qt}Tt=1 into an LSTM module to learn attention weights for
our classification problem. The LSTM adds a cell state to the basic recurrent
neural network to help alleviate the vanishing gradient problem, essentially by
accumulating state information over time [22]. LSTMs have demonstrated both
predictive power for rs-fMRI analysis [16, 18] and the ability to identify differ-
ent brain states [23]. We choose d = 2 as the output dimension, and perform
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a softmax over each column of the LSTM output to get the attention vectors
al ∈ RT×1 (language) and am ∈ RT×1 (motor). These attention vectors pro-
vide information on which input connectivity matrices are more informative for
identifying the language or motor networks. The attention model outputs are
combined with the classifer during backpropogation in our novel loss function.

Multi-task Learning with Incomplete Data. The black blocks in Fig. 1
show the multi-task FC (MT-FC) layers, where we have four separate branches
to identify the language, finger, foot, and tongue areas. Up until this point, there
has been an entirely shared representation of the feature weights at each layer.
Let Lt,Mt

1,M
t
2, and Mt

3 ∈ RN×3 be the output of the language, finger, foot,
and tongue MT-FC layers, respectively, at time t. The N × 3 matrix represents
the region-wise assignment into one of three classes; eloquent, tumor, and back-
ground. As in [9], we introduce the tumor as its own learned class to remove any
bias these regions may have introduced to the algorithm.

We introduce a novel variant of a modified version of the risk-sensitive cross-
entropy loss function [24, 9], which is designed to handle membership imbalance
in multi-class problems. Let δc be the risk factor associated with class c. If δc
is small, then we pay a smaller penalty for misclassifying samples that belong
to class c. Due to a training set imbalance, we set different values for the lan-
guage class (δlc) and motor classes (δmc ) respectively. Let Yl,Ym1 ,Ym1 , and
Ym3 ∈ RN×3 be one-hot encoding matrices for the ground-truth class labels of
the language and motor subnetworks. Notice that our framework allows for over-
lapping eloquent labels, as brain regions can be involved in multiple cognitive
processes. Our loss function is the sum of four terms:

LΘ({Wt}Tt=1,Y) =
N∑

n=1

3∑
c=1

[
−δlc log

(
σ
( T∑

t=1

Lt
n,c · al,t

))
Yl

n,c︸ ︷︷ ︸
Language Loss Ll

−δmc log
(
σ
( T∑

t=1

Mt
1n,c · am,t

))
Ym1

n,c︸ ︷︷ ︸
Finger Loss Lm1

−δmc log
(
σ
( T∑

t=1

Mt
2n,c · am,t

))
Ym2

n,c︸ ︷︷ ︸
Foot Loss Lm2

−δmc log
(
σ
( T∑

t=1

Mt
3n,c · am,t

))
Ym3

n,c︸ ︷︷ ︸
Tongue Loss Lm3

]
(5)

where σ(·) is the sigmoid function. Our loss in Eq. (5) allows us to handle missing
information during training. For example, if we only have ground-truth labels for
some of the functional systems, then we can freeze the other branches and just
backpropagate the known loss terms. This partial backpropagation will continue
to refine the shared representation, thus maximizing the amount of information
mined from our training data. Note that our formulation is agnostic to the length
of the rs-fMRI scan (i.e. T ), which is useful in clinical practice.
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Fig. 2. Left: Tumor boundaries for three patients. Middle: One sagital and axial view
of a language network. Right: Coronal views of the motor sub-networks for one patient.

Implementation details. We implement our network in PyTorch using the
SGD optimizer with weight decay = 5 × 10−5 for parameter stability, and mo-
mentum = 0.9 to improve convergence. We train our model with learning rate
= 0.002 and 300 epochs, which provides for reliable performance without overfit-
ting. We used D = 45 and a stride length of 5 for the sliding window. We specified
F = 25 feature maps in the convolutional branch, and 2 layers in our LSTM.
The LeakyReLU with slope = −0.1 was used for φ(.). Using cross validation, we
set the cross-entropy weights to δm = (1.5, 0.5, 0.2), and δl = (2.25, 0.5, 0.2).

We compare the performance of our model against three baselines:

1. PCA + Multi-class linear SVM on dynamic connectivity matrices (SVM)
2. A multi-task GNN on static connectivity (MT-GNN)
3. A multi-task ANN with LSTM attention model (MT-ANN)

The first baseline is a traditional machine learning SVM approach to our prob-
lem. The MT-GNN operates on static connectivity and does not have an LSTM
module. We include the MT-GNN to observe the difference in performance with
and without using dynamic information. The MT-ANN maintains the same
number of parameters as our model but has fully-connected layers instead of
convolutional layers. Therefore, the MT-ANN does not consider the network
organization of the input dynamic connectivity matrices.

3 Experimental Results

Dataset and Preprocessing. We evaluate the methods on rs-fMRI data from
56 brain tumor patients who underwent preoperative mapping at our institution.
These patients also underwent t-fMRI scanning, which we use to derive pseudo
ground-truth labels for training and validation. Our dataset includes three dif-
ferent motor paradigms that are designed to target distinct parts of the motor
homunculus [25]: finger tapping, tongue moving, and foot tapping. It also in-
cludes two language paradigms, sentence completion and silent word generation.
Since the t-fMRI data was acquired for clinical purposes, not all patients per-
formed each task. The number of subjects that performed the language, finger,
foot, and tongue tasks are displayed in the left column of Table 1.

The fMRI data was acquired using a 3.0 T Siemens Trio Tim (TR = 2000
ms, TE = 30 ms, FOV = 24 cm, res = 3.59× 3.59× 5 mm). Preprocessing steps
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Table 1. Class accuracy, overall accuracy, and ROC statistics. The number in the first
column indicates number of patients who performed the task.

Task Method Eloquent Overall AUC

Language (56) SVM 0.49 0.59 0.55
MT-ANN 0.70 0.71 0.70
MT-GNN 0.73 0.74 0.74
Proposed 0.85 0.81 0.80

Finger (36) SVM 0.54 0.61 0.57
MT-ANN 0.73 0.75 0.74
MT-GNN 0.87 0.86 0.84
Proposed 0.88 0.85 0.84

Foot (17) SVM 0.58 0.63 0.60
MT-ANN 0.72 0.77 0.74
MT-GNN 0.82 0.79 0.79
Proposed 0.86 0.85 0.82

Tongue (39) SVM 0.54 0.60 0.58
MT-ANN 0.74 0.76 0.73
MT-GNN 0.85 0.81 0.82
Proposed 0.87 0.83 0.84

include slice timing correction, motion correction and registration to the MNI-
152 template. The rs-fMRI was further bandpass filtered from 0.01 to 0.1 Hz,
spatially smoothed with a 6 mm FWHM Gaussian kernel, scrubbed using the
ArtRepair toolbox [26] in SPM8, linearly detrended, and underwent nuisance
regression using the CompCor package [27]. We used the Craddocks atlas to
obtain N=384 brain regions [28]. Tumor boundaries for each patient were man-
ually delineated by a medical fellow using the MIPAV software package [29]. An
ROI was determined as belonging to the eloquent class if a majority of its voxel
membership coincided with that of the t-fMRI activation map. Tumor labels
were determined in a similar fashion according to the MIPAV segmentations. A
general linear model implemented in SPM8 was used to obtain t-fMRI activation
maps. Fig. 2 shows representative examples of the tumor boundaries and each
of the four cognitive networks of interest obtained from t-fMRI.

Localization. We use 8-fold cross validation (CV) to quantify our eloquent cor-
tex localization performance. Table 2 reports the eloquent per-class accuracy and
the area under the receiver operating characteristic curve (AUC) for detecting
the eloquent class on the testing data. Each MT-FC branch has separate metrics.
Our proposed method has the best overall performance, as highlighted in bold.
Even with attention from the LSTM layer, we observe that a fully-connected
ANN still is sub-par for our task compared to using the specialized E2E, E2N,
and N2G layers. Furthermore, our performance gains are most notable when clas-
sifying the language and foot networks. The former is particularly relevant for
preoperative mapping, due to the difficulties in identifying the language network
even with ECS [1, 2]. Figure 3 shows the language (left) and motor (right) atten-
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Fig. 3. Language (L) and motor (R) attention weights for all patients.

Fig. 4. Ground truth (Blue) and predicted (Yellow) language labels for two subjects.

tion vectors for all patients across time. We observe that both systems phase in
and out, such that when one system is more active, the other is less active. This
pattern lends credence to our hypothesis that identifying the critical intervals is
key for localization. Hence, our model outperforms the static MT-GNN.

Bilateral Language Identification. Finally, we test whether our model can
recover a bilateral language network, even when this case is not present in the
training data. Here, we trained the model on 51 left-hemisphere language net-
work patients and tested on the remaining 5 bilateral patients. Our model cor-
rectly predicted bilateral parcels in all five subjects. Fig. 4 shows ground truth
(blue) and predicted language maps (yellow) for two example cases. The mean
language class accuracy for these five cases was 0.72. This is slighly lower than
reported in Table 1 likely due to the mismatch in training information.

4 Conclusion

We have demonstrated a novel multi-task learning framework that uses dynamic
functional connectivity to identify separate sub-systems of the eloquent cortex
in brain tumor patients. Our model is extendable to adding more eloquent sub-
classes, as it finds a shared representation of the eloquent cortex that can sub-
sequently classify sub-regions of interest. Going one step further, we show that
our model can correctly identify bilateral language networks even when trained
on only unilateral cases. Finally, our attention features suggest that using dy-
namic connectivity could be preferred to the traditional static case. Our results
demonstrate promise for using rs-fMRI analysis in the preoperative phase for
tumor resection procedures.
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