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Abstract

Variance reduction has emerged in recent years as a strong competitor to stochastic gradient descent
in non-convex problems, providing the first algorithms to improve upon the converge rate of stochastic
gradient descent for finding first-order critical points. However, variance reduction techniques typically
require carefully tuned learning rates and willingness to use excessively large “mega-batches” in order to
achieve their improved results. We present a new algorithm, STORM, that does not require any batches
and makes use of adaptive learning rates, enabling simpler implementation and less hyperparameter
tuning. Our technique for removing the batches uses a variant of momentum to achieve variance reduction
in non-convex optimization. On smooth losses F', STORM finds a point = with E[||VF(z)|]] < O(1/vVT +
01/3/T1/3) in T iterations with o2 variance in the gradients, matching the optimal rate and without
requiring knowledge of o.

1 Introduction

This paper addresses the classic stochastic optimization problem, in which we are given a function F : R? —
R, and wish to find z € R? such that F(x) is as small as possible. Unfortunately, our access to F is limited to
a stochastic function oracle: we can obtain sample functions f(-,&) where £ represents some sample variable
(e.g. a minibatch index) such that E[f(-,£)] = F(-). Stochastic optimization problems are found throughout
machine learning. For example, in supervised learning, & represents the parameters of a model (say the
weights of a neural network), £ represents an example, f(x,&) represents the loss on an example, and F
represents the training loss of the model.

We do not assume convexity, so in general the problem of finding a true minimum of F' may be NP-hard.
Hence, we relax the problem to finding a critical point of F' — that is a point such that VF(x) = 0. Also,
we assume access only to stochastic gradients evaluated on arbitrary points, rather than Hessians or other
information. In this setting, the standard algorithm is stochastic gradient descent (SGD). SGD produces a
sequence of iterates x1,...,x using the recursion

LTi41 = Lt — MGy, (1)

where g, = Vf(x,&), f(,&1),..., f(-,&r) are i.i.d. samples from a distribution D, and 7y,...nr € R are
a sequence of learning rates that must be carefully tuned to ensure good performance. Assuming the 7, are
selected properly, SGD guarantees that a randomly selected iterate x; satisfies E[||VF (x;)[|]] < O(1/T/*) [9].

Recently, variance reduction has emerged as an improved technique for finding critical points in non-
convex optimization problems. Stochastic variance-reduced gradient (SVRG) algorithms also produce iter-
ates x1,...,xr according to the update formula (1), but now g, is a variance reduced estimate of VF(x;).
Over the last few years, SVRG algorithms have improved the convergence rate to critical points of non-
convex SGD from O(1/T/*) to O(1/T3/1°) [2, 21] to O(1/T"/3) [8, 31]. Despite this improvement, SVRG
has not seen as much success in practice in non-convex machine learning problems [5]. Many reasons may



contribute to this phenomenon, but two potential issues we address here are SVRG’s use of non-adaptive
learning rates and reliance on giant batch sizes to construct variance reduced gradients through the use
of low-noise gradients calculated at a “checkpoint”. In particular, for non-convex losses SVRG analyses
typically involve carefully selecting learning rates, the number of samples to construct the gradient on the
checkpoint points, and the frequency of update of the checkpoint points. The optimal settings balance var-
ious unknown problem parameters exactly in order to obtain improved performance, making it especially
important, and especially difficult, to tune them.

In this paper, we address both of these issues. We present a new algorithm called STOchastic Recursive
Momentum (STORM) that achieves variance reduction through the use of a variant of the momentum term,
similar to the popular RMSProp or Adam momentum heuristics [24, 13]. Hence, our algorithm does not
require a gigantic batch to compute checkpoint gradients — in fact, our algorithm does not require any batches
at all because it never needs to compute a checkpoint gradient. STORM achieves the optimal convergence rate
of O(1/T"/3) [3], and it uses an adaptive learning rate schedule that will automatically adjust to the variance
values of V f(x¢,&). Overall, we consider our algorithm a significant qualitative departure from the usual
paradigm for variance reduction, and we hope our analysis may provide insight into the value of momentum
in non-convex optimization.

The rest of the paper is organized as follows. The next section discusses the related work on variance
reduction and adaptive learning rates in non-convex SGD. Section 3 formally introduces our notation and
assumptions. We present our basic update rule and its connection to SGD with momentum in Section 4,
and our algorithm in Section 5. Finally, we present some empirical results in Section 6 and concludes with
a discussion in Section 7.

2 Related Work

Variance-reduction methods were proposed independently by three groups at the same conference: Johnson
and Zhang [12], Zhang et al. [30], Mahdavi et al. [17], and Wang et al. [27]. The first application of variance-
reduction method to non-convex SGD is due to Allen-Zhu and Hazan [2]. Using variance reduction methods,
Fang et al. [8], Zhou et al. [31] have obtained much better convergence rates for critical points in non-convex
SGD. These methods are very different from our approach because they require the calculation of gradients
at checkpoints. In fact, in order to compute the variance reduced gradient estimates g,, the algorithm must
periodically stop producing iterates x; and instead generate a very large “mega-batch” of samples &1,...,&N
which is used to compute a checkpoint gradient % Zi\;l V f(v,&;) for an appropriate checkpoint point v.
Depending on the algorithm, N may be as large as O(T'), and typically no smaller than O(72/%). The only
exceptions we are aware of are SARAH [18, 19] and iSARAH [20]. However, their guarantees do not improve
over the ones of plain SGD, and they still require at least one checkpoint gradient. Independently and
simultaneously with this work, [25] have proposed a new algorithm that does improve over SGD to match
our same convergence rate, although it does still require one checkpoint gradient. Interestingly, their update
formula is very similar to ours, although the analysis is rather different. We are not aware of prior works for
non-convex optimization with reduced variance methods that completely avoid using giant batches.

On the other hand, adaptive learning-rate schemes, that choose the values 7; in some data-dependent
way so as to reduce the need for tuning the values of 7; manually, have been introduced by Duchi et al.
[7] and popularized by the heuristic methods like RMSProp and Adam [24, 13]. In the non-convex setting,
adaptive learning rates can be shown to improve the convergence rate of SGD to O(1/vVT + (¢2/T)Y*4),
where o2 is a bound on the variance of V f(z;) [16, 28, 22]. Hence, these adaptive algorithms obtain much
better convergence guarantees when the problem is “easy”, and have become extremely popular in practice.
In contrast, the only variance-reduced algorithm we are aware of that uses adaptive learning rates is [4], but
their techniques apply only to convex losses.



3 Notation and Assumptions

In the following, we will write vectors with bold letters and we will denote the inner product between vectors
a and b by a - b.

Throughout the paper we will make the following assumptions. We assume access to a stream of indepen-
dent random variables &1, ...,&r € E and a function f such that for all ¢ and for all z, E[f(x, &)|x] = F(x).
Note that we access two gradients on the same & on two different points in each update, like in standard
variance-reduced methods. In practice, & may denote an i.i.d. training example, or an index into a training
set while f(x,&;) indicates the loss on the training example using the model parameter . We assume there
is some o2 that upper bounds the noise on gradients: E[||V f(z, &) — VF(x)[]?] < o

We define F* = inf, F(x) and we will assume that F* > —oo. We will also need some assumptions on
the functions f(z,&;). Define a differentiable function f : R? — R to be G-Lipschitz iff |V f(z)| < G for
all z, and f to be L-smooth iff |V f(x) — Vf(y)|| < Ll — y|| for all  and y. We assume that f(x,&;)
is differentiable, and L-smooth as a function of & with probability 1. We will also assume that f(x,&;) is
G-Lipschitz for our adaptive analysis. We show in appendix B that this assumption can be lifted at the
expense of adaptivity to o.

4 Momentum and Variance Reduction

Before describing our algorithm in details, we briefly explore the connection between SGD with momentum
and variance reduction.
The stochastic gradient descent with momentum algorithm is typically implemented as

dt = (1 — a)dtfl + avf(wt7§t)

Ti41 = Ty — ﬂdh

where a is small, i.e. @ = 0.1. In words, instead of using the current gradient VF(x;) in the update of x,
we use an exponential average of the past observed gradients.

While SGD with momentum and its variants have been successfully used in many machine learning
applications [13], it is well known that the presence of noise in the stochastic gradients can nullify the
theoretical gain of the momentum term [e.g. 29]. As a result, it is unclear how and why using momentum
can be better than plain SGD. Although recent works have proved that a variant of SGD with momentum
improves the non-dominant terms in the convergence rate on convex stochastic least square problems [6, 11],
it is still unclear if the actual convergence rate can be improved.

Here, we take a different route. Instead of showing that momentum in SGD works in the same way as
in the noiseless case, i.e. giving accelerated rates, we show that a variant of momentum can provably reduce
the variance of the gradients. In its simplest form, the variant we propose is:

di = (1 —a)di—1 +aVf(z, &) + (1 —a)(V(xe, &) — V(@i-1,6)) (2)
Ty = x —ndy . (3)

The only difference is the that we add the term (1 — a)(Vf(x:,&) — Vf(xe—1,&)) to the update. As in
standard variance-reduced methods, we use two gradients in each step. However, we do not need to use the
gradient calculated at any checkpoint points. Note that if ; ~ x;_1, then our update becomes approximately
the momentum one. These two terms will be similar as long as the algorithm is actually converging to some
point, and so we can expect the algorithm to behave exactly like the classic momentum SGD towards the
end of the optimization process.

To understand why the above updates delivers a variance reduction, consider the “error in d;” which we
denote as €;:

€ :=d; — VF(x;) .

This term measures the error we incur by using d; as update direction instead of the correct but unknown
direction, VF(z;). The equivalent term in SGD would be E[||V f(z, &) — VF(z4)||?] < 02. So, if E[||&]?]



Algorithm 1 STorM: STOchastic Recursive Momentum
Input: Parameters k, w, c, initial point x;
Sample &;
Gr [V f(@1, &)
dl — Vf(.’lll,gl)
No < {C/?,
fort=1to T do
N <

(w+Zf{:kl GI/3
Tyl — T — Nedy
i1+ N}
Sample &1
Giy1 < V(a1 &)
diy1 < V@1, 8e01) + (1= arp1)(de — V(e &41))
end for
Choose & uniformly at random from x1,...,zr. (In practice, set & = x7).
: return &

e s e
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decreases over time, we have realized a variance reduction effect. Our technical result that we use to show
this decrease is provided in Lemma 2, but let us take a moment here to appreciate why this should be
expected intuitively. Considering the update written in (2), we can obtain a recursive expression for €; by
subtracting VF (x;) from both sides:

€= (1 —a)e1+a(Vf(x, &) — VE(xy)) + (1= a)(V(@e,6) — V(®i-1,&) — (VF(20) — VF(24-1))) -

Now, notice that there is good reason to expect the second and third terms of the RHS above to be small:
we can control a(V f(x, &) — VF(x;)) simply by choosing small enough values a, and from smoothness we
expect (Vf(wy, &) —Vf(xi—1,&) — (VF(x,) — VF(2,-1)) to be of the order of O(||z; — xi—1]]) = O(ndi—1).
Therefore, by choosing small enough 7 and a, we obtain ||| = (1 — a)||€:—1]| + Z where Z is some small
value. Thus, intuitively ||€;|| will decrease until it reaches Z/a. This highlights a trade-off in setting 1 and
a in order to decrease the numerator of Z/a while keeping the denominator sufficiently large. Our central
challenge is showing that it is possible to achieve a favorable trade-off in which Z/a is very small, resulting
in small error ;.

5 Storm: STOchastic Recursive Momentum

We now describe our stochastic optimization algorithm, which we call STOchastic Recursive Momentum
(STORM). The pseudocode is in Algorithm 1. As described in the previous section, its basic update is of the
form of (2) and (3). However, in order to achieve adaptivity to the noise in the gradients, both the stepsize
and the momentum term will depend on the past gradients, a la AdaGrad [7].

The convergence guarantee of STORM is presented in Theorem 1 below.

2
Theorem 1. Under the assumptions in Section 3, for any b > 0, we write k = biS . Set ¢ = 28L7% +

G2/(TLK?) = L2(28 + 1/(7b%)) and w = max ((4Lk) 262, (fk)s) = GZmax ((4b),2, (28b + -L;)?/64).
Then, STORM satisfies

. wl/G\/2M+ oM3/4 2g1/3
/
where M = &(F(x,) — F*) + 250 4 £ (T 4 2).



In words, Theorem 1 guarantees that STORM will make the norm of the gradients converge to 0 at a
rate of O(%) if there is no noise, and in expectation at a rate of % in the stochastic case. We remark
that we achieve both rates automatically, without the need to know the noise level nor the need to tune
stepsizes. Note that the rate when o # 0 matches the optimal rate [3], which was previously only obtained
by SVRG-based algorithms that require a “mega-batch” [8, 31].

The dependence on G in this bound deserves some discussion - at first blush it appears that if G — 0,
the bound will go to infinity because the denominator in M goes to zero. Fortunately, this is not so: the
resolution is to observe that F'(z;) — F* = O(G) and 0 = O(G), so that the numerators of M actually go
to zero at least as fast as the denominator. The dependence on L may be similarly non-intuitive: as L — 0,
M — oo. In this case this is actually to be expected: if L = 0, then there are no critical points (because
the gradients are all the same!) and so we cannot actually find one. In general, M should be regarded as an
O(log(T)) term where the constant indicates some inherent hardness level in the problem.

Finally, note that here we assumed that each f(z, &) is G-Lipschitz in . Prior variance reduction results
(e.g. [18, 8, 25]) do not make use of this assumption. However, we we show in Appendix B that simply
replacing all instances of G or G4 in the parameters of STORM with an oracle-tuned value of ¢ allows us to
dispense with this assumption while still avoiding all checkpoint gradients.

Also note that, as in similar work on stochastic minimization of non-convex functions, Theorem 1 only
bounds the gradient of a randomly selected iterate [9]. However, in practical implementations we expect the
last iterate to perform equally well.

Our analysis formalizes the intuition developed in the previous section through a Lyapunov potential
function. Our Lyapunov function is somewhat non-standard: for smooth non-convex functions, the Lyapunov
function is typically of the form ®, = F(z;), but we propose to use the function ®; = F(x;) + 2||&|? for
a time-varying z; o nt__ll, where €, is the error in the update introduced in the previous section. The use
of time-varying z; appears to be critical for us to avoid using any checkpoints: with constant z; it seems
that one always needs at least one checkpoint gradient. Potential functions of this form have been used to
analyze momentum algorithms in order to prove asymptotic guarantees, see, e.g., Ruszczynski and Syski
[23]. However, as far as we know, this use of a potential is somewhat different than most variance reduction
analyses, and so may provide avenues for further development. We now proceed to the proof of Theorem 1.

5.1 Proof of Theorem 1

First, we consider a generic SGD-style analysis. Most SGD analyses assume that the gradient estimates used
by the algorithm are unbiased of VF(x;), but unfortunately d; biased. As a result, we need the following
slightly different analysis. For lack of space, the proof of this Lemma and the next one are in the Appendix.

Lemma 1. Suppose 1y < ﬁ for allt. Then
E[F(@¢1) — F(2)] < E [0 /AIVF () ||* + 3ne/4]le:]?] -

The following technical observation is key to our analysis of STORM: it provides a recurrence that enables
us to bound the variance of the estimates d;.

Lemma 2. With the notation in Algorithm 1, we have
E [llecl2/me—1] < E [26%07_,GZ + (1 — a))* (1 + 4L7n7 ) ler1|2/me—1 + 4(1 — @) Lns1 [V F (@-1) 2] -

Lemma 2 exhibits a somewhat involved algebraic identity, so let us try to build some intuition for what
it means and how it can help us. First, multiply both sides by 7;—;. Technically the expectations make
this a forbidden operation, but we ignore this detail for now. Next, observe that E;F:l G7 is roughly O(T)
(since the the variance prevents ||g||? from going to zero even when ||V F(z;)|| does). Therefore 7; is roughly
O(1/t'/3), and a; is roughly O(1/t*/3). Discarding all constants, and observing that (1 — a;)? < (1 — ay),



the above Lemma is then saying that

Efler]?) < E [ty + (1~ an) e | + 07 1 [VE (i)
—E [+ (1= 723 e + £V IVF(@i-1)?] -

We can use this recurrence to compute a kind of “equilibrium value” for E[||e]|?]: set E[e:||?] =
E[|l€,~1]%] and solve to obtain [l€|? is O(1/t*/3 + |[VF(=x;)||?). This in turn suggests that, whenever
|VF(z;)|]? is greater than 1/t2/3, the gradient estimate d; = VF(x;)+€; will be a very good approximation
of VF(x;) so that gradient descent should make very fast progress. Therefore, we expect the “equilibrium
value” for |[VF(z)|? to be O(1/T2/3), since this is the point at which the estimate d; becomes dominated
by the error.

We formalize this intuition using a Lyapunov function of the form ®;, = F(x;) + z|€? in the proof of
Theorem 1 below.

Proof of Theorem 1. Consider the potential &, = F(x:) + Wﬂet\\z We will upper bound &1 — &,
for each ¢, which will allow us to bound @7 in terms of ®; by summing over t. First, observe that since
w > (4Lk)3, we have 1, < 4L Further, since a;41 = cnt, we have a;41 <3 1/3 < 1 for all t. Then, we first
consider 7; *||€s11]|2 — 1,4 ||€:]|>. Using Lemma 2, we obtain

E [m 1HEtJrIH2 nt711||6t||2]
1—a 21+ 4L%02)||e))? €|
( t 1) ( t)H t” 4(1 . 1)2[2 t”VF(-’Bt)”Z || tH

<E|2¢*n2G?, | +
i Mt Mt—1

<E [2*0) G+ (7 (1 = a) (L +4L%07) — 0, [le|® + 4L 0, |V F () ||

A By Cy

Let us focus on the terms of this expression individually. For the first term, A;, observe that w > 2G? >
G? + G7,, to obtain:

T T T+1
2k3c*G? 2k32GE G}
A = 20°, Gy = < < 9k%c? In (1 + )
T o e s 1 G
<2k*¢In (T +2),

where in the second to last inequality we used Lemma 4 in the Appendix.
For the second term B;, we have

By < (7t =y + 07 HALPDE — a)) e = (7t — mly + (407 = ) lle|

Let us focus on + —

Tl for a minute. Using the concavity of z'/3, we have (z + y)'/3 < /3 4 yz=2/3/3.

Therefore:

11 1 d v N G2
- - = ||(w+) G? —(w+ ) G? < !
mo -1k ( ; ) ( Zzzl > 3k(w + Z:;} G?)2/3

G? - Gi
Bk(w — G2+ 32, G137~ 3k(w/2+ 3, G})*/3
22/3G% 22/3G2 ) 22/3G2 G2

< <
Sk(w+ 5, G223~ 3K = 2Lk T 7L

where we have used that that w > (4Lk)3 to have 1, < ﬁ.



Further, since ¢ = 28L2 + G?/(7Lk?), we have
ni(4L? — ¢) < —24L%*n; — G0 /(TLK®) .
Thus, we obtain By < —24L?n,||€;||?. Putting all this together yields:

lecrall® [l k?’ ’ 2 Mty 2
3972 Z( 16L2 n (T +2) +Z ”VF lI* = 4 lle:ll . (4)

Mt Nt—1

Now, we are ready to analyze the potential ®;. Since n; < ﬁ, we can use Lemma 1 to obtain

Tt 2, 3Nt 2 1 2 1 2
E[®i41 — ] <E {4|VF(3%) + = lleell” + m”‘ftﬂﬂ - WHQH :
Summing over ¢ and using (4), we obtain
a 3 1 1
E[® E VE(@) || + 22 e + —=——— S
(Pro 0 <3 - RIVF@IP + 2 le? + g lewnl? - e led
k3c? = Tt 2
ELGLQ (T +2) - z::gnvzr x|

Reordering the terms, we have

E [Z 77t||VF(93t)||2] <SE[8(®1 — ®ria) + £7c*/(2L7) In (T + 2)]

8(F(x1) — F*) + E[|l€1]|*]/(4L%no) + k3c*/(2L*) In(T + 2)
< 8(F(x1) — F*) + w'/30?/(4L%k) + k3¢ /(2L) In(T + 2),

where the last inequality is given by the definition of d; and 7y in the algorithm.
Now, we relate E [Zthl nt||VF(act)||2} to E [23:1 ||VF(ar:t)||2] First, since n; is decreasing,

ne Y IVF ()|

t=1

T
E lz mllVF(a:t)llQ} >E

t=1
Now, from Cauchy-Schwarz inequality7 for any random variables A and B we have E[A?]E[B?] > E[AB]%.
Hence, setting A = \/77T Z HVF(:ct |I? and B = +/1/n7, we obtain

UTZ IVF(z:)|?| > E

t=1

E[1/nr] E

T
Z IVE(z)]?

: /
Therefore, if we set M = ¢ [S(F(:cl) —F*) + 4sz + ’;BLCQ In(T + 2)], to get

wl/352

E <E 8(F(x1) — F*) + “pr + 2LQI n(T +2)
nr
LM T 1/3
:E[]SE Mlw+) G}
nr =1
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Figure 1: Experiments on CIFAR-10 with ResNet-32 Network.

Define ¢; = Vf(x,&) — VE(z,), so that E[||(]|?] < o?. Then, we have G? = |[VF(z;) + ¢]? <
2| VF(z)||? + 2||¢||?. Plugging this in and using (a 4 b)*/3 < a'/? 4 b'/? we obtain:

2
T T 1/3 T 1/3
S IvFeol2| <E M<w+zznctn2) +le/3<znw<mt>||2)
t=1 t=1

E
t=1
2/3
T
< M(w+2T0*) 3+ B |25M [ | IIVE ()2

2/3
T

< M(w+2T0*)V? 1230 [ E || Y [VF(x))? :

where we have used the concavity of x — x¢ for all a < 1 to move expectations inside the exponents. Now,
define X = \/Ethl [VE(x:)||?. Then the above can be rewritten as:

(E[X])? < M(w+ 2T/ + 2 3 M(E[X])?/3 .

Note that this implies that either (E[X])? < 2M (w + To?)'/3, or (E[X])? < 2-2'/3M(E[X])?/3. Solving for
E[X] in these two cases, we obtain

E[X] < V2M(w + 2T0?)Y/¢ 4+ 2M3/%

Finally, observe that by Cauchy-Schwarz we have Zle |IVF(x)|/T < X/VT so that

i HVF )|

where we used (a 4 b)'/3 < a'/? 4 /3 in the last inequality. O

\/ 2M (w + 2T0?)Y/6 4 20374 - w/6\/2M + 2M3/* N 201/3
\/T — \/T T1/3 ’

6 Empirical Validation

In order to confirm that our advances do indeed yield an algorithm that performs well and requires little
tuning, we implemented STORM in TensorFlow [1] and tested its performance on the CIFAR-10 image



recognition benchmark [14] using a ResNet model [10], as implemented by the Tensor2Tensor package [26].
We compare STORM to AdaGrad and Adam, which are both very popular and successful optimization
algorithms. The learning rates for AdaGrad and Adam were swept over a logarithmically spaced grid. For
STORM, we set w = k = 0.1 as a default? and swept c over a logarithmically spaced grid, so that all algorithms
involved only one parameter to tune. No regularization was employed. We record train loss (cross-entropy),
and accuracy on both the train and test sets (see Figure 1).

These results show that, while STORM is only marginally better than AdaGrad on test accuracy, on both
training loss and accuracy STORM appears to be somewhat faster in terms of number of iterations. We note
that the convergence proof we provide actually only applies to the training loss (since we are making multiple
passes over the dataset). We leave for the future whether appropriate regularization can trade-off STORM’s
better training loss performance to obtain better test performance.

7 Conclusion

We have introduced a new variance-reduction-based algorithm, STORM, that finds critical points in stochastic,
smooth, non-convex problems. Our algorithm improves upon prior algorithms by virtue of removing the need
for checkpoint gradients, and incorporating adaptive learning rates. These improvements mean that STORM
is substantially easier to tune: it does not require choosing the size of the checkpoints, nor how often
to compute the checkpoints (because there are no checkpoints), and by using adaptive learning rates the
algorithm enjoys the same robustness to learning rate tuning as popular algorithms like AdaGrad or Adam.
STORM obtains the optimal convergence guarantee, adapting to the level of noise in the problem without
knowledge of this parameter. We verified that on CIFAR-10 with a ResNet architecture, STORM indeed
seems to be optimizing the objective in fewer iterations than baseline algorithms.

Additionally, we point out that STORM’s update formula is strikingly similar to the standard SGD with
momentum heuristic employed in practice. To our knowledge, no theoretical result actually establishes an
advantage of adding momentum to SGD in stochastic problems, creating an intriguing mystery. While our
algorithm is not precisely the same as the SGD with momentum, we feel that it provides strong intuitive
evidence that momentum is performing some kind of variance reduction. We therefore hope that some of the
analysis techniques used in this paper may provide a path towards explaining the advantages of momentum.
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A Extra Lemmas

In this section we (re)state and prove some Lemmas.
First, we provide the proof of Lemma 1, restated below for convenience.

Lemma 1. Suppose 1y < ﬁ for allt. Then
E[F(2t41) — F(@)] < E [~ /4| VF (@) |* + 3n:/4]lec]?] -

Proof. Using the smoothness of F' and the definition of x;; from the algorithm, we have

i i
BIF (o) < B | Flen) - VF@o) i + i)

_ [ _ 2 L’7t2 2
=E |F(x) — 0l [VF ()] ﬂtVF(wt)'Et‘FT lld: ||
<E|F@) - " IvE@)? + "lel + 24,2

< () 2|| () [I” + 2||€t\| + B [ ||

Tt Mt
<E|F(a)) = TIVF @)+ 5 el + Lnlled” + Ln [V F ()|

[ n 31 n
<E|F(z:) - 5tIIVfT*“(wt)II2 + flletII2 + ZIVF(wt)IIﬂ 7

where in the second inequality we used Young’s inequality, the third one uses ||z + y||* < 2||z|* + 2||y||?,
and the last one uses 1, < 1/4L.

This next Lemma is a technical observation that is important for the proof of Lemma 2.
Lemma 3.
E[(Vf(ze,&) = VF(@:) 0y (1 - ar)’€a] =0
E[(Vf(me,&) — VI(@i1,&) — VF(2) + VF(@e-1)) -0, (1 — ar)’€-1] =0 .

Proof. From inspection of the update formula, the hypothesis implies that €;—1 = d;—1 — VF(x¢_1) and x;
are both independent of &. Then, by first taking expectation with respect to & and then with respect to
&1,...,&—1, we obtain

E[(Vf(,&) = VF(®) - 0,1 (1 = ar)’ 1]
=K [E [(Vf(wmft) —VF(zy)) - 77;11(1 - at)2€t71|§1, e »5&1]] =0.
Analogously, for the second equality we have
E[(Vf(@e, &) = V(mim1,&) — VF(me) + VF (1)) -0 (1= ar) €1
=E[E[(Vf(ze,&) — V(@i-1,&) — (VE(x) — VE(@-1))) - 0,0 (1= ae)’e—1lén, - -, &-1] ]
=0. O
The following Lemma is a standard consequence of convexity.
Lemma 4. Let ag > 0 and ay,...,ar > 0. Then
ZT: M < (1 L i ai) .
=1 0+ 4 o
Proof. By the concavity of the log function, we have
t t—1 a
In (ao + ;(IZ) —In (ao + ;m) > 7% n 2521 o .
Summing over t = 1,...,T both sides of the inequality, we have the stated bound. O

12



A.1 Proof of Lemma 2
In this section we present the deferred proof of Lemma 2, restating the result below for reference
Lemma 2. With the notation in Algorithm 1, we have

E [lledl|*/ne-1] < E [2¢n 1 GF + (1 — ae)* (1 + 4L 07 ) | €r—1]* /me—1 + 4(1 — ae)* L?ne—1 | VE (1) 7]
Proof. First, observe that

E [0}, IV f (@, &) — VF(2)|]

T (IVF (@, &)1 + [VF (@) |* = 2V f (4, &) - VE ()]
M1 E [[IVf (@0 &)IIP + I VF(@)|” — 2V f(@, &) - VF (@061, -, &1] ]

3
m A (IVf (e, &)1 = [VE()]*)]
m-1 IV f(@e &I°] - ()

E
E
E
<E

[
[
[
[

In the same way, we also have that

E [nt 1(1 —a))IVf(@e, &) = VI(®i-1,&) — VF(24) + vF($t—1)||2]
<E [771:—1(1 —a}) ||V f®e, &) — V f(me-1,8))1°] - (6)

By definition of €; and the notation in Algorithm 1, we have ¢, = d; — VF(x;) = V (@, &) + (1 —
ag)(di—1 — Vf(xi-1,&)) — VF(2:). Hence, we can write

E [ illel?] = E i V(@ &) + (1= a)(dems = Vf(@i-1,&)) — VF ()|
=E [ lae(Vf (26, &) = VE(@4) + (1= a) (Vf (24, &) = V(®e-1,&) = V(@) + VF(20-1))
+ (1= ag)(di1 — VE(z1-1))|?]
<E 208 1|V f (@4, &) = VE(@)|* + 20,25 (1 = an)?([V f (@6, &) = Vf(®e-1,&) — VF(@) + VF(2-1)|?
0,5 (1= ar)[ler—a|?]
27|V f (e, € N1P + 20, (1 — a2 IV f (@0, &) — YV (@e1, E)I1P + 3 (1 — a0)?|l €1 |7
2¢°n)_ G} + 277t—1(1 —ap)?L?||lwy — @1 ||* + 77t_—11(1 — ay)?|le—1 ]
2% 1 GF 4+ 2(1 — a2 L2 [|dy |” + 0,y (1 = a0)? [l €1 %]
2207 1 GF +2(1 — )’ LPny—a €1 + VF (1) ]I + 0, (1 — a0)? e |?]
2%, GF 4+ 4(1 = a)* i (e [1” + [V F(2e-1)|1?) + 0,25 (1 = a0)? |l €1 %]
2207y GF 0 (1= a) (1 4+ 4Ly )€ [” +4(1 — ar)*L2ne—1 [ VF (201 []

VARV

IN

E
E
E
E
E
E

— o/ o/

where in the first inequality we used Lemma 3 (See Appendix A) and ||z + y||* < 2||z||* + 2|ly||?, in the
second inequality we used (5) and (6), in the third one the Lipschitzness and smoothness of the functions f,
and in the last inequality we used again |z + y||* < 2||z|]* + ||y]|>. O

B Non-adaptive Bound Without Lipschitz Assumption

In our analysis of STORM in Theorem 1 we assume that the losses are G-Lipschitz for some known constant
G with probability 1. Often this kind of Lipschitz assumption is avoided in other variance-reduction analyses
[18, 8, 25]. These works also require oracle knowlede of the parameter o. It turns out that our use of this
assumption is actually only necessary in order to facilitate our adaptive analysis - in fact even for ordinary
(non-variance-reduced) gradient descent methods the Lipschitz assumption seems to be a common thread in
adaptive analyses [16, 28]. If we are given access to the true value of o, then we can choose a deterministic
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Algorithm 2 STORM without Lipschitz Bound
Input: Parameters k, w, c, initial point x;
Sample &;
Gi < [|[Vf(z1,6)ll
dy < Vf(x1,&)
o i
fort=1to T do
™ T
Tir1 < Ty — Nedy
at+1 — C’I’]f
Sample &1
Giy1 < IVF(@ir1, &) |

dip1 < V(@ir1,8e01) + (1 —apy1)(de — Vf(2e,6641))
end for

Choose & uniformly at random from x1,...,zy. (In practice, set & = x7).
: return &

= = = e e
AN e =

learning rate schedule in order to avoid requiring a Lipschitz bound. All that needs be done is replace all
instances of G or Gy in STORM with the oracle-tuned value o, which we outline in Algorithm 2 below.

The convergence guarantee of Algorithm 2 is presented in Theorem 2 below, which is nearly identical to
Theorem 1 but losses adaptivity to ¢ in exchange for removing the G-Lipschitz requirement.

2
Theorem 2. Under the assumptions in Section 3, for any b > 0, we write k = b”;’ . Set c = 28L% +
o2 /(TLKY) = L%(28 + 1/(7b%)) and w = max ((4Lk)3,202,(%)3> = o2 max ((4b)%,2, (28b + =15)%/64).
Then, Algorithm 2 satisfies

2/3

T 1/3

M’w Mwa
Z||VF(mt)|2]§ T’“ - TQ/’; ,
t=1

1
—=E
T

wl/352

where M = 8(F(x1) — F*) + Y= + % In(T + 2).
In order to prove this Theorem, we need a non-adaptive analog of Lemma 2:
Lemma 5. With the notation in Algorithm 2, we have

(1 —a)*(1+ 4L )|
Nt—1

e 2.3 2 lec—1? 272 2
E <E|2cn;_j0° + +4(1 — ap)* L1 ||VEF (1) ||7| -

M—1
Proof. The proof is nearly identical to that of Lemma 2: the only difference is that instead of using the
identity E[n}_1 ||V f(zs,&) — VF(z,)|?] < E[ng_ 1[IV £ (2, &)%) = E[np_,G?], we directly use the value of o:
B 1 [V f(e,&) — VF(x)[?] < g0 O

Now we can prove Theorem 2:

Proof of Theorem 2. This proof is also nearly identical to the analogous adaptive result of Theorem 1.
Again, we consider the potential ®; = F(x;) + WHQHQ and upper bound ®;; — ®; for each ¢.

Since w > (4Lk)?, we have n; < . Further, since a;41 = cn?, we have a;4q < 4L‘;7k1/3 < 1 for all t.
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Then, we first consider 7; *||€;1]|> — n;-||€:]|>. Using Lemma 5, we obtain

E [ llecal* = my leel”]

1—a 21+ 4L%n?)| €] &|?
<E 27730_2 + ( t+1) ( ; nt)” t” +4(1 _ at+1)2L2nt||VF(wt)”2 _ |’r]if||1
t 4 —

<E |2000° + (17 (1= ape) L+ AL%0E) — 0,y el + AL | VF (1) |2
——

Ay By Cy

Let us focus on the terms of this expression individually. For the first term, A;, observe that w > 202 to

obtain:

T T 932
Z _Z 2.3 2 Z Z 32
15:1At_t:12C e w+to? ~ +1 S W (T +2) .

For the second term By, we have

By < (" =ty + 07 HALPDE — a)) e = (7' = mly + me(AL% = ) llec|

Let us focus on % — ml_l for a minute. Using the concavity of z'/3, we have (z + y)'/3 < /3 4 yz=2/3/3.
Therefore:
1 1 1 1/3 o\ 1/3 o?
- - == to?)'? — t—1 } <
mo m-1 k [(w+ o) (et (=)o) ) < 3k(w+ (t — 1)02)2/3
o? o?
< <
= 3k(w — 02+ t0?)2/3 T 3k(w/2+ to?)2/3
92/3 52 22/352 ,  92/352 o2

< <
= 3k(w + t02)2/3 = 3k3 = Topps = 7LEs

where we have used that that w > (4Lk)3 to have 1, < ﬁ.
Further, since ¢ = 28L2 + 02 /(7Lk?), we have

ne(4L2 — ¢) < —24L%n, — oy /(TLE?) .

Thus, we obtain By < —24L%n,||e;||?. Putting all this together yields:

Ls (Ll ey (B gy 5 [ p e - e )
3207 = 16L2 |8 K g

Mt -1

Now, we analyze the potential ®;. This analysis is completely identical to that of Theorem 1, and is only
reproduced here for convenience. Since 7; < ﬁ, we can use Lemma 1 to obtain

Bt~ 0 < B |~ LIVF@)I? + 2l + g lleal? - r—led?]
Summing over ¢ and using (7), we obtain
- 2 | S 2 1 2 1 2
Bl - EE [ 2 Ivr@) + Zlel? + g lenl - m—lal?]
T
<E 16L2 . (T +2) — Z%HVF )2
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Reordering the terms, we have

T
k32
E lz 77t||VF($t)||2] < E |:8(¢)1 - (I)T—i-l) + W In (T + 2)
t=1
< S8(F(@) - F*) + — Efles|2) + E5 m(r +2)
> I 4L2770 €1 912 n

1/3 .2 3.2
e +k—cln(T+2),

< 8(F(z) — F*
< 8(F(z1) )+ e o

where the last inequality is given by the definition of d; and 7y in the algorithm.

At this point the rest of the proof could proceed in an identical manner to that of Theorem 1. However,
since 7; is now idependent of VF(x;) by virtue of being deterministic, we can simplify the remainder of the
proof somewhat by avoiding the use of Cauchy-Schwarz inequality.

Since 7, is deterministic, we have E [Zthl nt||VF(a:t)||2] > nrE [Zthl ||VF(a:t)||2} Then divide by
Tnr to conclude

1/3

T
Mw Mwo
2 k k
;nvmm]s =+

2/3

1
=E
T

where we have used the definition M = 8(F(x1) — F*) + w41£22 + % In(T +2) and the identity (a+b)'/3 <

al/3 4 b3 0
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