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Abstract— A flexible endoscope introduces more dexterity to
the image capturing in endoscopic surgery. However, manual
control or automatic control based on instrument tracking
does not handle the misorientation between the endoscopic
video and the surgeon. We propose an automatic flexible
endoscope control method that tracks the surgeon’s head with
respect to the object in the surgical scene. The robotic flexible
endoscope is actuated so that it captures the surgical scene
from the same perspective as the surgeon. The surgeon wears
a head-mounted display to observe the endoscopic video. The
frustum of the flexible endoscope is rendered as an augmented
reality overlay to provide surgical guidance. We developed the
prototype, FlexiVision, integrating a 6-DOF robotic flexible
endoscope based on the da Vinci Research Kit and Microsoft
HoloLens. We evaluated the proposed automatic control method
via a lesion observation task, and evaluated the AR surgical
guidance in a lesion targeting task. The multi-user study results
demonstrated that, for both tasks, FlexiVision significantly
reduced the completion time (by 59% and 58%), number of
errors (by 75% and 95%) and subjective task load level. With
FlexiVision, the flexible endoscope could act as the surgeon’s
eyes teleported into the abdominal cavity of the patient.

I. INTRODUCTION

In endoscopic surgery, an endoscope is inserted into the
patient’s body through a keyhole on the patient’s skin or
a natural orifice. Its advantages include minimized surgi-
cal trauma, accelerated recovery and reduction of hospital
stay [1], [2]. Due to these benefits, endoscopy has been the
gold standard for procedures such as cholecystectomy [3]
and morbid obesity [4]. An annual survey in Japan showed
that the number of endoscopic surgeries has been steadily
increasing since its first use in the country [3].

However, an endoscopic procedure is not without draw-
backs. In a typical endoscopy setup, the portion of the
endoscope inside the patient’s body is rigid and the surgeon
holds the handle of the endoscope outside of the trocar.
If the surgeon wishes to change the perspective of the
endoscope to ‘look around’, the whole rigid endoscope is
manipulated. As a result, the motion space occupied by the
endoscope is large and it is possible to unintentionally hit
other anatomy [5]. To alleviate this issue, researchers have
proposed to use flexible endoscopes. Flexible endoscopes can
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Fig. 1: FlexiVision is composed of a robotic flexible endo-
scope and a head-mounted display on the surgeon’s head.
With FlexiVision, the endoscope is actuated to match the
surgeon’s perspective, acting as the surgeon’s eyes.

alternate the perspective by re-configuring the flexible part
of the endoscope, without motion of the entire apparatus.

Another disadvantage is that the endoscope captures the
3D internal anatomy as a projection on 2D images [1].
The images are then visualized on cart or ceiling mounted
monitors to guide the surgeon’s operation. There may be
a mismatch between the perspective of the endoscope and
that of the surgeon, which limits the surgeon’s hand-eye
coordination for manipulating instruments [6]. Researchers
have proposed to use augmented reality with a head-mounted
display (HMD) to re-orient the displayed image to match the
surgeon’s perspective [7] or to provide in-situ visualization
of the reconstructed 3D model of the anatomy [8], [9].

In this paper, we propose FlexiVision, where we integrate a
robotic flexible endoscope with an optical see-through HMD
for endoscopic surgery. With FlexiVision, the surgeon is
able to observe the details of the anatomy with the HMD
and, at the same time, autonomously control the pose of
the flexible endoscope so that it matches his/her perspective.
Fig. 1 illustrates the concept of FlexiVision. The major
contributions of this paper include:

• an autonomous control method to actuate a robotic 6-DOF
flexible endoscope to match the viewer’s perspective.

• an AR visualization method for flexible endoscopy based
on an optical see-through head-mounted display.



Fig. 2: System overview and components of FlexiVision

• evaluation of the above two contributions in a multi-user
phantom study on a prototype of FlexiVision.
We introduce the related works in Sect. II and the system

overview in Sect. III. We detail the proposed methods for
autonomous flexible endoscope control and AR visualization
in Sect. IV and Sect. V. We present our system setup and
user study in Sect. VI and Sect. VII. The results of the
experiments are presented and discussed in Sect. VIII.

II. RELATED WORKS

A. Control Methods of Flexible Endoscope
A flexible endoscope adds more degrees-of-freedom

(DOF) to the system compared to rigid ones and therefore
its control is not trivial. The control methods of flexible
endoscopes can be generally categorized into manual con-
trol, remote control and autonomous control. The manually
controlled flexible endoscope, such as the ENDOEYE FLEX
3D introduced by Olympus® [10], has the benefit of higher
dexterity, but it requires a longer learning curve and will
cause fatigue [11]. To reduce the fatigue and non-intuitive
control of the flexible endoscope, robotic-actuated teleop-
erated flexible endoscopes have been developed [12], [13].
The teleoperation causes additional effort to switch between
instrument operation and endoscope operation, which com-
plicates the clinical workflow. To further release the surgeon
from distraction beyond the operation itself, imaged-based
autonomous control of a flexible endoscope was introduced
by Song et al [14], [15], and Slawinski et al [16]. With
the proposed autonomous flexible endoscope [17], surgeons
can focus on the operation and use the instrument to guide
the pose of flexible endoscope whenever needed. Nonethe-
less, the viewing perspective cannot be decided freely, thus
causing misorientation during the operation and limiting the
range of possible directions of observation.

B. AR Visualization for Endoscopy
With AR based on HMDs, the visualization of endoscopic

video is not restricted to the designated monitors, which

causes misorientation and poor hand-eye coordination [6].
Qian et al. proposed ARssist for robotic-assisted laparoscopic
surgery, which has the ‘frustum projection’ option to display
the endoscopic video through an HMD [7]. Specifically,
the endoscopy is oriented correctly and perceived to be
within the patient’s body. An instrument manipulation task
showed significant improvement of hand-eye coordination
with ARssist [18]. Researchers have also proposed to display
the reconstructed 3D anatomy with the correct physical
coordinates, creating the effect of ‘x-ray vision’. Fuchs et
al. first introduced the concept in 1998, and implemented
it using a structured light sensor and video see-through
HMD [8]. Qian et al. recently proposed ARAMIS, which
instead uses computer vision algorithms to reconstruct a real-
time point cloud from stereo endoscopic video [9]. However,
when the surgeon’s perspective is significantly different from
that of the endoscope, the point cloud reconstruction and vi-
sualization suffer from visual artifacts such as flickering and
holes. In this paper, we use a combination of a basic heads-
up display and frustum projection, to allow for observation of
fine details or operation guidance depending on the specific
surgical task, which will be presented in detail in Sect. V.

III. OVERVIEW OF FLEXIVISION

The system architecture of FlexiVision is shown in Fig. 2.
The surgeon, or the assistant, wears the HMD standing at the
bedside. The coordinate system of the HMD is depicted as
{H}. We use Microsoft HoloLens v1 as the HMD, which
offers SLAM capabilities, so that the pose of the HMD
within the world coordinate system {W} is known W TH .

The flexible endoscope is mounted on a Patient-Side Ma-
nipulator (PSM) of the da Vinci Research Kit (dVRK) [19].
The robot base is {B}. The dVRK employs a mechanical
Remote Center of Motion (RCM) at the cannula {R}. The
rigid shaft of the endoscope has 4-DOF (pitch, yaw, insertion,
roll), and the flexible tip of the endoscope has 2-DOF
(orthogonal bending). The flexible tip is developed based on



a tendon-driven continuum manipulator design. Therefore,
the joint state of the flexible endoscope is represented by
a 6 × 1 vector q⃗. The end effector frame of the flexible
endoscope is denoted as {E}. The transformation between
the end effector and the base is BTE(q⃗). We previously
derived the forward and inverse kinematics of the flexible
endoscope in [17].

A multi-surface fiducial marker {M} is placed on the third
link of the robotic arm, outside the cannula. With the joint
status q⃗, the pose of the fiducial w.r.t. the robot base BTM(q⃗)
and robot tip MTE(q⃗) can be calibrated. The HMD uses
the front-facing camera to track the fiducial during runtime,
as HTM . Therefore, the transformation between the HMD
and the robot base is known: BTH = BTM · HTM

−1. When
the fiducial is not visible to the HMD, it uses SLAM to
compensate for the motion [20].

We assume that there is an object of interest {O} in the
surgical scene, for example, a piece of tissue with a tumor.
The 6-DOF flexible endoscope can be actuated to observe
the tissue from different perspectives and the stereo video is
wirelessly streamed to the HMD for AR visualization.

IV. AUTONOMOUS FLEXIBLE ENDOSCOPE CONTROL
FOLLOWING THE SURGEON’S PERSPECTIVE

We propose a novel autonomous flexible endoscope con-
trol method that tracks the surgeon’s position and actuates
the flexible endoscope so that it captures images from the
same perspective as the surgeon.

Given the current transformation between the HMD frame
and robot base frame BTH , and the position of the object
of interest t⃗BO, we would like to control the transformation
between the end effector and the robot base:

BTE =
[︁

R | t⃗
]︁

(1)

such that the following constraints are satisfied:
1) The origins of the coordinate frame of object {O}, end

effector {E} and HMD {H} are collinear.
2) The Y axis of end effector frame {E} is horizontal, i.e.

parallel with the XB −YB plane of the robot base frame.
3) The distance between the end effector and the object is r.
4) The RCM is fixed at frame {R}.

Constraint 1) guarantees that the viewing direction of
the flexible endoscope is the same as that of the surgeon
looking at the target anatomy. Since the flexible endoscope is
stereoscopic, constraint 2) ensures that the stereo camera pair
is horizontally separated, so that the stereo endoscopic video
viewed by the surgeon provides good depth cues. Constraint
3) sets the flexible endoscope at a reasonable distance to the
object of interest for observation according to the optical
focal length. In our experiment, we set it to 5cm. It is
noticeable that the distance r is still adjustable during runtime
based on the clinical requirements. Constraint 4) guarantees
that there is no force exerted on the incision port, which is
critical to the patient’s safety. This constraint is mechanically
satisfied via the dVRK robotic framework.

With the above constraints, we first calculate the trans-
lation t⃗ in Eq. 1 as follows. Without losing generality, we

Fig. 3: The calculation of the desired end effector pose BTE

assume that there is only a linear translation (no rotation)
between {B} and {O} because the object of interest is
defined as a spatial point. We obtain the transformation
between the object of interest {O} and the HMD {H} via
OTH = BTO

−1 · BTH . Then, we extract the translation part as
t⃗OH = (xOH ,yOH ,zOH). Since t⃗ is parallel to t⃗OH and has a
fixed length of r, it can be calculated as:

t⃗ = t⃗BE = t⃗BO + t⃗OE , t⃗OE = r · t⃗OH

∥t⃗OH∥
(2)

where tOE⃗ can be further written as (xOE ,yOE ,zOE).
Secondly, we calculate R in Eq. 1, the rotation between

the end effector frame {E} and the robot base frame {B}.
It is sufficient to calculate the rotation between {O} and
{E} because we assume there is no rotation between {B}
and {O}. In order to satisfy constraint 2), we deliberately
construct the rotation R using a special Euler angle XYZ
representation without the third rotation about the X axis:

R = Rz(α) ·Ry(β ) (3)

As shown in Fig. 3, the {O} is first rotated about the Z
axis by α , and then rotated about the Y axis by −π

2 −β . In
this way, the resulting Y axis will always be horizontal. The
horizon is defined by the XB and YB axis of robot base frame.
The rotation parameters α and β can be calculated by:

α = arctan
(︂yOE

xOE

)︂
, β = arctan

(︃
zOE√︂

x2
OE + y2

OE

)︃
(4)

Combing Eq. 1 to Eq. 4, we have determined the desired
transformation between the end effector and the robot base
BTE , which is then controlled by the position-based control
algorithm in the dVRK. At runtime, the desired pose of the
end effector is constantly updated according to the HMD
frame {H}. As a consequence, the end effector will gradually
follow the perspective of the surgeon.

V. VISUAL GUIDANCE WITH AUGMENTED REALITY

We propose to use AR to provide visual guidance for
the surgeon when he or she is operating instruments in the
surgical field. The AR guidance is comprised of two parts:



Fig. 4: AR visualization of the virtual frustum of the flexible
endoscope. The rendering matches the physical position of
the endoscope.

Fig. 5: AR visualization of the endoscopic video, as a heads-
up display (left) or as frustum projection (right)

• the rendering of the frustum of the flexible endoscope
• the stereo endoscopic video visualized as a heads-up

display or frustum projection.

A. Virtual Frustum

In a traditional endoscopy setup with a rigid endoscope,
an experienced surgeon is able to figure out the orientation
of the endoscope by observing the shaft outside the cannula.
However, it is not possible to infer the orientation of the
flexible endoscope tip by observing the shaft. It is also a
challenge to understand the insertion depth. In this situation,
it is difficult to introduce an instrument into the field-of-
view of the flexible endoscope. Therefore, we propose to use
AR to provide guidance, more specifically, to visualize the
frustum of the flexible endoscope registered with the physical
object (Fig. 4). The visualization requires the transformation
between the HMD and the endoscope tip HTE , which can
be calculated via HTE = HTM · MTP, based on the fiducial
tracking and the kinematics. The horizontal and vertical field-
of-view of the endoscopic cameras is calibrated and used for
rendering the virtual frustum.

B. Stereo Endoscopic Video

Two visualization options for the stereo endoscopy are
available: heads-up display or frustum projection (Fig. 5).
When the surgeon is observing the tissue, it is recommended
to use the heads-up display visualization because the en-
doscopy is magnified and occupies the entire screen to allow
easier observation. When the autonomous control in Sect. IV
is activated, the perspective of the endoscope is aligned with
that of the surgeon, as if the surgeon’s eyes are teleported
into the patient’s body.

When the surgeon is operating or bringing in an instru-
ment, the autonomous control is deactivated to avoid drift in
the endoscopic video. In this case, it is recommended to use
frustum projection to visualize the endoscopy because it in-
corporates the physical orientation of the flexible endoscope
to restore the hand-eye coordination of the operator [18].

VI. IMPLEMENTATION

The flexible endoscope is mounted on the dVRK, which is
powered by an Ubuntu 18.04 Desktop PC (Intel® Xeon (R)
W-2145 CPU, 38.9 GB RAM). The stereo endoscopy (640×
480) is available to the same desktop via two USB cameras.
The two channels are retrieved, concatenated and wirelessly
streamed to the HoloLens using FFmpeg1. The HoloLens
application is developed using Unity2, which decodes the
received wireless video stream, tracks the fiducial marker us-
ing HoloLensARToolKit3 [21], configures the robotic model
using dVRK-XR4 [22], and provides AR visualization. At
runtime, the HoloLens sends the current head pose BTH to
the desktop via UDP protocol. The desktop then actuates the
flexible endoscope accordingly. The AR application runs at
60Hz. It is also important to mention that the perspective-
based control is enabled and disabled with a foot-pedal
switch.

VII. EVALUATION

We evaluate FlexiVision with two tasks in the multi-user
study, lesion observation and lesion targeting. In both tasks,
we compare FlexiVision with a traditional setup. 21 users
(mean age: 27.6, std: 7.5) from the Johns Hopkins Univer-
sity were recruited for the user study with IRB approval.
Their familiarity with AR systems and minimally-invasive
procedures is well distributed.

A. Lesion Observation

In endoscopic surgery, the surgeon needs to observe the
tissue for diagnosis and planning. We set up a phantom-
based lesion observation task. A 3D printed phantom with
three colored faces is inserted into the phantom abdominal
cavity (Fig. 6). On each of the three surfaces, there are a
few triangles and circles. The users need to manipulate the
flexible endoscope to look at all three surfaces, count the total
number of triangles and circles and report to the researchers.

In the traditional setup, the users manually manipulate
the rigid shaft of the endoscope (as currently done on the
dVRK), and the flexible part is controlled via footpedals.
The four footpedals can rotate the endoscope field-of-view
to the left and right (yaw axis) and up and down (pitch axis),
shown in Fig. 2. With FlexiVision, the footpedal is used to
enable/disable the autonomous control. When enabled, the
users can control the pose of the flexible endoscope via
physically moving around the phantom. The heads-up display
visualization of the endoscopic video is used.

1FFmpeg: https://www.ffmpeg.org/
2Unity: https://www.unity.com/
3HoloLensARToolKit: https://github.com/qian256/HoloLensARToolKit
4dVRK-XR: https://github.com/jhu-dvrk/dvrk-xr



Fig. 6: The setup for the lesion observation task. The users need to manipulate the flexible endoscope to observe three
surfaces of the phantom and count the number of the shapes. We compare FlexiVision to manual control using a footpedal.

Fig. 7: The setup for the lesion targeting task. A phantom plate with a lesion target is placed inside the view of the flexible
endoscope. The users manipulate a laparoscopic instrument to hit the target.

After a few training trials, each user performs the lesion
observation task three times with the traditional setup and
three times with FlexiVision. A few 3D printed phantoms
with different numbers of shapes are randomized for these
experiments to prevent the user from memorizing the exact
phantom. We record the number of the observed shapes
(triangles and circles), the time duration and task load index
(NASA-TLX [23]) for each setup.

B. Lesion Targeting
Lesion targeting is a common task in endoscopy where the

surgeon uses an instrument to reach a target in the surgical
scene. Traditionally, the surgeon views the monitor which
does not indicate the pose of the flexible tip. Therefore, the
user needs to search for the field-of-view of the endoscope.
With FlexiVision, the user is guided by the AR visualization,
including the virtual frustum (Fig. 4) and the endoscopic
video as frustum projection (Fig. 5-right), which helps them
to locate the endoscope and its viewing direction.

After a few training trials, each user performs the le-
sion targeting task three times with conventional monitor
guidance and three times with FlexiVision. The flexible
endoscope is randomly configured for each experiment. We
evaluate the time to hit the target, the number of accidental

hits to the flexible endoscope, and the task load index
(NASA-TLX).

VIII. RESULTS AND DISCUSSION

A. Lesion Observation

The evaluation results of the lesion observation task are
shown in Fig. 8. In total, there are 63 trials (21 users
× 3 repetitions) of the lesion observation task with the
traditional manual flexible endoscope control and 63 trials
with FlexiVision, where the flexible endoscope is controlled
by the user’s perspective.

The users spent in average 98.87 ± 36.97s 5 to finish
the observation task with the traditional setup. The time
is significantly reduced to 39.63± 19.92s with FlexiVision,
p = 3.97× 10−16 (via paired t-test). The reduction in time
indicates that the user is able to manipulate the flexible endo-
scope to the desired pose much quicker via the autonomous
control using head pose.

We recorded the results of the observation from each trial.
The users mis-counted 12 times with the traditional manual
control and 3 times with FlexiVision, which indicates that the
pose to observe the surface was less optimal under manual

5Notation: mean ± standard deviation
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Fig. 8: Evaluation results for lesion observation task com-
paring traditional manual control and FlexiVision

control. The shapes are not seen clearly or are missed.
FlexiVision provides better viewing perspective because the
users can easily and interactively adjust it so that each shape
is clearly visible. There are still mistakes with FlexiVision,
which may be due to the difficulty in memorizing the counted
numbers on each side. When the user spends too much time
for the task, memory errors are more likely to occur.

The TLX results are shown in Fig. 8c. The score range is
from 1 to 7 (1 is best). FlexiVision has shown improvement
for all the categories. More specifically, the mental demand,
physical demand, temporal demand, effort level, and frustra-
tion level are significantly decreased, and the self-assessed
performance is significantly improved with FlexiVision.

In summary, FlexiVision is able to significantly reduce the
task time, number of mistakes, and task load for anatomy
observation.

B. Lesion Targeting

The evaluation results for the lesion targeting task are
shown in Fig. 9. As in the lesion observation task, there are
63 trials with the traditional setup, where the user is guided
by endoscopic video displayed on a monitor, and 63 trials
with AR guidance of FlexiVision.

The task completion time is 46.20±35.61s with traditional
monitor guidance and 19.38±10.29s with the AR-guidance
of FlexiVision. The reduction in completion time is signifi-
cant p = 2.80×10−8. The improved efficiency comes from
two aspects. On one hand, with AR visualizing the frustum
of the flexible endoscope, it is much easier to introduce the
instrument into the field-of-view of the endoscope. With the
traditional monitor, the users are not aware of the actual
pose of the endoscope inside the non-transparent phantom.
A manual random search is unavoidable, which also causes
more accidental hits. On the other hand, once the instrument
is inside the endoscopic video, the orientation offset provided
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Fig. 9: Evaluation results for lesion targeting task comparing
traditional monitor-based guidance and FlexiVision

by frustum projection visualization helps the user to manip-
ulate the instrument in the correct direction to finally hit the
target. However with the misorientation of the endoscopic
video on the traditional monitor, the user has to first find out
the correct manipulation direction.

With monitor guidance, there are 78 accidental hits to the
flexible endoscope, whereas with FlexiVision there are only
4. As discussed above, the lack of guidance information
in the conventional setup causes a random search process.
Although the AR visualization does not overlay the virtual
hand-held instrument, the user is still able to introduce
the instrument into the field because the virtual frustum is
registered with the physical space. During the training phase,
we found that there is a learning curve to understand the
AR interface, especially the frustum projection visualization.
After a few trials, the users were able to perform the task
relatively successfully.

As shown in Fig. 9c, the task load index demonstrated
significant improvement using FlexiVision in all categories.
Noticeably, even though the HMD has additional weight on
the user’s head, the users still found the traditional setup to
be more physical demanding and more frustrating.

In summary, the evaluation results have demonstrated that
surgical guidance provided by FlexiVision yields signifi-
cantly shorter task completion time, much fewer number of
accidental hits, and significantly smaller task load.

C. Future Work

In the future, we wish to evaluate FlexiVision in a more
clinical setting, e.g., an ex-vivo phantom study. Currently,
the object of interest {O} that the flexible endoscope rotates
around is defined in the robot coordinate system, and can
be adjusted via voice command. We wish to support more
intuitive methods to adjust the location of the object of
interest, e.g., by integrating surgical scene tracking and task



understanding to automatically determine {O} [24], [25]. In
the current implementation of FlexiVision, the scene depth
observed from the endoscope is fixed as r ( Fig. 3). This
parameter could also be adjusted based on the surgeon’s
distance to the surgical site. Another future direction is
to develop a hybrid automatic flexible endoscope control
that combines instrument tracking, scene target tracking and
surgeon perspective tracking to offer the best user experience.

IX. CONCLUSION

A flexible endoscope has the potential to improve endo-
scopic surgery by providing an increased visual field and
smaller motion space. Traditionally, endoscope control is
either done manually or via tracking of certain objects in the
surgical scene, e.g., the instrument, and the endoscopic video
is shown to the user via standard monitors. In this paper, we
propose to actuate the flexible endoscope to align with the
surgeon’s viewing perspective and display the endoscopic
video using augmented reality on a head-mounted display.
We developed the FlexiVision prototype based on a 6-DOF
flexible endoscope [15] and Microsoft HoloLens v1.

With FlexiVision, the surgeon is able to control the flexible
endoscope by changing his/her own viewing perspective of
the patient’s anatomy. We evaluated it in a lesion observation
task, comparing to traditional manual control. The results
showed that the autonomous control method significantly
reduced the time to observe the anatomy, the number of
mistakes and the task load.

FlexiVision also offers an AR interface showing the cur-
rent pose of the frustum and endoscopic video “inside” the
patient’s body. It offers guidance for introducing instruments
to operate on the anatomy. We evaluate the efficacy of the
AR visualization in a lesion targeting experiment. The results
showed significant reduction in completion time, the number
of mistakes and the subjective task load.

In summary, FlexiVision acts like the surgeon’s eyes
teleported into the patient’s body, helping the surgeon to see
and to operate more intuitively.
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