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ABSTRACT

National failure rates seen in undergraduate introductory
CS courses are quite high. In this paper, we develop a pre-
dictive model for student in-class performance in an intro-
ductory CS course. The model can serve as an early warning
system, flagging struggling students who might benefit from
additional support. We use a variety of features from the
first few weeks of the course such as scores on assignments,
interaction with the online textbook, and participation with
the in-class polling system in order to train our models. We
compare the performance of a number of machine learning
algorithms on predicting final exam scores as well as final
course grade. We find that the Support Vector Machine and
AdaBoost are the most effective, and that we can achieve in-
creasingly accurate predictions as we use data from further
into the course. The regression coefficients give us insights
into which features are most correlated with student suc-
cess, suggesting that certain types of assignments are more
indicative of learning than others.

Keywords
education data mining, performance prediction, early warn-
ing system

1. INTRODUCTION

An enduring challenge in higher education is student dropout.
National studies [1] have reported a relatively stable aver-
age six-year graduation of approximately 60% over the past
decade. The problem is acute in STEM (Science, Tech-
nology, Engineering and Mathematics) fields where a well-
trained and educated workforce is essential for national growth
and economy. As the volume and variety of data collected in
both traditional and online university offerings continue to
expand, educational data mining [1, 20] provides the promise
to assist students and improve overall student retention.
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Close to 30% of the students who enrolled in CS 112, the
introductory CS course at George Mason University, during
the Fall 17 and Fall 18 semesters failed the course. This is
close to the national average pass rate in CS1 courses found
by Watson and Li [23].

The focus of this paper is to develop a model for predicting
student performance in a course that they are currently en-
rolled in based on performance in the first few weeks of the
course. An accurate predictive model may serve as an early
warning system which would alert the professor to students
who are struggling, at which point additional support could
be provided. Attempting to make predictions too early on
in the course would result in inaccurate predictions, while
waiting too long will mean it is too late to take any preven-
tative action. Howard et al. suggest that the optimal time
to employ such early warning systems is right around the
midway point of the course, as this provides a good balance
between reasonable predictive accuracy while still allowing
time to make corrective changes [6].

In this paper we extract features that capture student be-
haviors such as consistency, dedication, and grit, and use
these alongside the gradebook to make accurate predictions
as early as possible. We investigate various machine learning
(ML) regression algorithms including Ridge, Lasso, Elastic-
Net, Support Vector Machine, AdaBoost, Gradient Boost-
ing, Bagging, and Random Forest. Each algorithm is tuned
by applying a grid search to the parameters space. We pre-
dict both final exam scores and final course scores, compar-
ing the different models’ prediction performance on both.

Finally, we examine the coefficient weights of the most suc-
cessful models to determine which features are the most sig-
nificant in making predictions. Discovering patterns which
seem to help or hurt students could help the professor to
better structure the course in the future, as well as discover
more general trends would could be applied elsewhere.

2. PRIOR WORK

A number of attempts have been made at developing grade
prediction models and early warning systems similar to what
we wish to accomplish here. Most commonly, this has been
done in the context of massive open online courses (MOOCs)
such as in Ren et al. [19]. Li et al. [16] made an early
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prediction model for a blended course. They had access
to homework and test scores from the first 6 weeks of the
course and used this data to predict students’ final letter
grades. However, they were only able to slightly improve
upon a base model of predicting all A’s (47.8% accuracy)
by using an SVM (51.4% accuracy). This was probably
a result of the course being too easy, which resulted in a
fairly uniform data set. Elbadrawy et al. [11] looked at pre-
dicting performance on activities within a course, also using
multi-regression models. They took into account a combina-
tion of features including demographic information, histori-
cal performance and course interaction data from the LMS.
Another study done by Nam and Samson [17] investigated
the impact of student behavioral signals in early warning
system predictions. Costa et al. [4] investigated the effec-
tiveness of four algorithms in predicting student failure in
two computer science courses along with the the effect of
preprocessing data and fine tuning the algorithms on their
performance. The preprocessing and fine tuning was found
to improve performance for the most part. Ren et al. [18]
developed Additive Latent Effect Models to predict student
performance in a future course. It used factors from the stu-
dent, course, and instructor for the prediction. The model
performed better than all the baselines. Crossley et al.[5]
did a study that used click-stream, language, and demo-
graphic data to predict the performance of elementary school
students in a math course. The click-stream and language
data was from an online math tutoring system. They found
that the linguistic, click-stream, and demographic factors
explained 14% of the variance in the math score and ran-
dom factors of the student explained 30% of the variance in
the math score. Elbadrawy et al. [10] developed a person-
alized linear multiple regression (PLMR) and other models
to predict grades in a future course and grades in a future
assignment within regular courses and a massive open on-
line course (MOOC). Matrix factorization (MF) and PLMR
outperformed traditional models in predicting student suc-
cess in a future course and PLMR was useful in predicting
grades within regular courses and a MOOC.

Several papers have covered the usage of zyBooks in CS
courses, the online interactive textbook used in the course
here. Most students complete the textbook [8, 7, 9]. The
relationship between completion rate of the textbook and
percentage of the grade that the textbook work is worth
levels off at a certain point [8, 9]. The acquisition rate of
zyBooks is higher than traditional textbooks [7]. Students
mostly do not cheat when using zyBooks [8, 9]. Students’
use of zyBooks is stable throughout the semester [7].

Unlike most of the prior studies which have been done in
this area, we are exclusively using data from within the con-
text of the course itself (i.e. we don’t consider any student
demographic or background information). We do, however,
use a wider range of interaction data for students.

3. DATASET

Our data is taken from two sections of George Mason’s in-
troductory CS course, CS112. CS112 is taught in Python
and covers a range of basic programming concepts including
variables, conditionals, functions, loops, dictionaries, files,
classes, and recursion. The courses were taught during the
Fall semesters of 2017 and 2018, for an overall enrollment of
1,197 students. It includes each student’s grade book from
the semester, including scores on homework, labs, projects,
and tests. The grade book also contains additional infor-
mation such as whether or not the student was flagged for
an honor code violation and how many of their allotted late
submissions were used. CS112 was taught with an accompa-
nying interactive online textbook, zyBooks, from which we
have submission logs. Additionally an online polling system,
Pytania [21], was used routinely during lectures. The final
grade composition for the course was computed as follows:

l Category Percent [ Notes l
Projects 40% drop 1 lowest
Labs 10% drop 2 lowest
Pytania Particip. 2% up to 1% bonus for correct answers
zyBook readings 3% (drop 3 lowest-completion sub-sections)
Tests 20% (10% each test)
Final Exam 25% (must pass final to pass class)

Note that students were required to pass the final in order to
pass the course, so that even if a student’s raw score would
have given them a D or above, they ended up with an F
if they failed the final (this impacted 82 out of the 1,197
students, or about 6.85%). The overall grade distribution
across both semesters of the course can be seen in Figure 1,
which uses the following letter grade assignment to map raw
scores to letter grades.

l Grade [ Score [ Grade [ Score [ Grade [ Score [ Grade [ Score l

At | 9®% | Br | 88% | Cr | % | D | 60%
A | 9% | B | &% | C | 7% | F 0%
A | 9% | B [ 8% | G | %

4. METHODS

All of the students who were flagged with an honor code
violation were removed from the data set and not consid-
ered when making predictions. We consider their data as
inaccurate records of effort, ability, and expected outcomes.

4.1 Feature Engineering

New features were engineered based on the Pytania and zy-
Book data in an attempt to capture behavioral patterns of
students. In particular, we aimed to represent qualities such
as participation, consistency, and grit, all of which may be
important factors in predicting success. Note that the Pyta-
nia data is essentially a measure of attendance and in-class
participation.

The Pytania data in its raw form consisted of rows corre-
sponding to a single question answered by a single user with
a timestamp and whether or not the question was answered
correctly. We needed to extract from this a set of features for
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each user which could be fed into our predictive model. The
first attempt was to simply add two new features for each
student, the number of Pytania questions attempted and
the number answered correctly. However we could capture
more information from the data by also taking into account
the chronology of when students were answering questions.
For example, a student who missed the first week but has
answered every question afterwards ought to be more highly
considered than one who answered everything for the first
couple of weeks but has since dropped off. To capture this in-
formation, binning was used to create multiple new features
dependent on the number of questions answered within a
certain time frame. In particular, a feature is added for the
number of question answered in each 1 week period through
the semester. For example, there is a bin for the most recent
week, and another for the week before that, and so on until
the start of the semester. In this way we expect the model
to weight more recent bins more highly as they are more
likely to predict future performance compared to using past
performance as a predictor.

We also wanted to have some measure of consistency of stu-
dent participation. This was measured by taking the stan-
dard deviation of the weekly bins. The result was added as
a new feature to the model. Students with a high amount of
inconsistency would perhaps be expected to perform worse,
or at least be more difficult to predict accurately.

The zyBook data was similar in form to the Pytania data,
recording individual attempts at a question by a student.
Unlike with the Pytania data, students could have multi-
ple attempts at each question. Across all users, the average
number of submissions per question is 1.5. The features
extracted from this data include total number of attempts
(submissions), total number of correct submissions (max one
per problem), and average earliness (measured as the differ-
ence in time between the problem due date and the first
correct submission). The correct submissions feature is di-
vided up by chapters from the textbook, and special ‘chal-
lenge’ problems, which are more difficult and involved, are
handled separately from regular ‘participation’ problems.

4.2 Normalization

Normalization was applied to ensure that no one feature
had too dominant of an impact. Each column of features
was mapped to the range 0-1 such that the max observed
value became a 1 and the min value became a 0. This had
a minimal positive effect on results.

4.3 Algorithms

After the features were generated, we ran experiments to
determine which algorithm does the best job at predicting
student performance. We tested a wide variety of regres-
sion algorithms in our experiments including Linear, Elas-
ticNet, Lasso, and Ridge regression models [24, 22, 15, 3].
We also used the support vector regression algorithm (SVR).
Finally, we used a number of ensemble algorithms including
AdaBoost, Bagging, Gradient Boost and a Random Forest
approach [12, 2, 13, 14]. We employed the Python module
sk.learn for implementations of each algorithm and each
algorithm was additionally tuned for optimal parameters us-
ing GridSearch (the final parameters can be seen in appendix
A).

4.4 Metrics

Two relevant outcomes for prediction were examined: pre-
dicting the final RAW score in the course and predicting the
score on the final exam (test 3, "T3”). Final RAW score is
arguably more important to predict as this is what impacts
the student’s GPA and is the most commonly used metric
for success in a course. However, many of the features be-
ing used to predict RAW score are also directly correlated
with RAW scores (e.g. projects make up 40% of the final
course grade). This makes the prediction less meaningful as
the regression weights may come to simply recreate the ex-
act course weighting for assignment. Hence we also predict
scores for the final exam, a distinct assessment which is not
directly calculated from any of the other features. The final
exam is also arguably a better metric for how much of the
content a student was able to truly learn.

For regression tasks such as predicting the RAW score we
used mean absolute error (MAE), root mean squared error
(RMSE), and the coefficient of determination (R2) score as
our metrics of evaluation (as defined in figure 2). Note that
MAE and RMSE are in the range [0, c0), and lower scores are
better. The RMSE is a commonly used metric for evaluation
of regression models, which punishes big errors due to the
squared error term. The MAE on the other hand weights all
individual differences equally on a linear scale. The result
is a more interpretable score, which represents the average
error in our predictions. (e.g. a MAE of 10 while predicting
final exam scores would mean that the mean prediction was
10 points off from guessing the true value). R2 is in the
range (—oo, 1], where higher scores are better. The R2 score
compares the effectiveness of a model to a simple baseline
which predicts the mean value for each instance. A score of
0 implies a model which makes no improvement upon this
baseline, while a negative score implies a model which is
worse than the baseline. A score of 1 perfectly predicts each
true value.

5. EXPERIMENTAL RESULTS

Figure 3 shows the resulting MAE, RMSE, and R2 scores for
predicting final exam and raw scores using the first 9 weeks
of data in a 16 week course. We see that the AdaBoost re-
gressor achieved the lowest MAE score when predicting final
exam scores, with an average error of 8.02. The SVR and
Bagging regressors also performed well here. For predict-
ing the raw course score, the Ridge regressor performed the
best overall, with the top RMSE of 7.03, and an R2 score
of 0.84. The Lasso regressor outperformed Ridge slightly in
terms of MAE where it achieved a score of 5.42. For the
sake of comparison, we also present a ‘baseline’ score which
was calculated simply by predicting the mean value for each
student (note that this baseline will have an R2 score of 0
by definition).

Using the optimal algorithms for each category from above,
we ran experiments to determine how accurately we can
make predictions at various points throughout the semester.
In particular, we used the AdaBoost regressor for predicting
final exam score and the Ridge regressor for predicting final
RAW score. Figure 4 shows the results for this experiment,
plotting MAE scores as a function of the number of weeks
of data used. As expected, the accuracy of the prediction
improves as more data is available for use through the first
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Figure 2: Evaluation Metrics

(where ypreq and yerue correspond to the predicted value and
the actual value respectively of a particular data point, n is the
number of samples, and summations go over all n samples)

| [ Predict Final Exam [ Predict RAW
‘ ‘ MAE ‘ RMSE ‘ R2 ‘ MAE ‘ RMSE ‘ R2

Baseline 15.12 22.48 0.0 13.07 18.25 0.0
LinearRegression 9.98 13.51 0.47 5.72 7.55 0.82
Ridge 8.86 13.11 0.47 | 5.68 7.03 0.84
Lasso 9.95 13.11 0.50 | 5.42 7.07 0.84
ElasticNet 9.76 12.96 0.51 5.77 7.37 0.83
SVR 8.31 12.47 | 0.55 | 5.57 7.63 0.81
AdaBoost 8.02 10.97 | 0.65 | 6.11 9.20 0.73
GradientBoosting | 9.32 14.11 043 | 7.97 12.76 0.49
Bagging 8.76 11.76 0.60 | 5.91 7.96 0.80
RandomForest 9.89 14.46 0.40 | 7.83 12.12 0.54

Figure 3: Regression Algorithm Comparison
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MAE

10 weeks of the semester. We also see that predictions of
raw score are consistently better than predictions of final
exam score. This makes sense as the raw score is in fact
calculated directly from some of the features we are using in
our predictive model, while the final exam score is not.

Predicting T3 and RAW score over time

12 4

—— T3 Score
—— RAW Score

114

10 4

T
2 4 6 8 10 12 14
Weeks of data used

Figure 4: Predicting T3 score over time

Figures 6 and 7 show the values of the coefficient weights
for each feature from the optimal final exam and raw score
models run using 8 weeks of data (see figure 5 for coefficient
definitions). For final exam prediction, it is not surprising to
see that performance on the first exam, T1, is the best pre-
dictor. Next, other substantial graded assignments such as
projects 2 and 3 and lab 5 also have fairly high weights. The
Pytania features overall have small weights, suggesting that
participation in the polling system is not strongly correlated
with success. It may be the case that students did not take
Pytania participation very seriously as it only accounted for
2% of their semester grade. However, we do observe that
pwa:0 and pwa:l, which correspond to questions answered
in the most recent weekly periods, are more significant than
the earlier weeks, meaning that recent activity is a better
indication of a student doing well than activity early on in
the course. For the zyBook features we see that each chapter
has a small positive weight. The strongest positive zyBook
weights are chal acp (the number of challenge problems suc-
cessfully completed) and zy_early (the average earliness of
submissions). Interestingly, zy_attempt (corresponding to
the total number of attempted submissions) and extra_sub

Feature Name Meaning
L1E Lab 1 Exercise
L4AT Lab 4 Test
L6Q Lab 6 Quiz
P1 Project 1
T1 Test 1
chal_acp Challenge zyBook problems successfully submitted
extra_sub Resubmissions to a previously correctly submitted problem
pytania_std Standard deviation across Pytania bins
pwa:l Pytania participation last week
pwa:2 Pytania participation two weeks ago
zychpl zyBook correct submissions from chapter 1
zy_attempt Total count of zyBook submissions
zy_early Average earliness of zyBook submissions

Figure 5: Regression Coefficients
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Regression Coefficients for final exam prediction
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Figure 6: Regression coefficients T3

Regression Coefficients for RAW score prediction
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Figure 7: Regression coefficients Raw

(corresponding to the total number of additional submis-
sions to a problem which had already been completed) both
have negative weightings. The first could be explained by
the fact that students who struggle and require multiple sub-
missions to a problem are likely weaker students. The second
is more difficult to account for, as one might expect subse-
quent attempts at a problem for which the student already
has credit to be a sign of determination to learn the material.

6. DISCUSSION

In this paper we formulated an in-class predictive model for
student performance in a CS1 course taught at George Ma-
son University. Our model used a feature set solely derived
from in-class activities and assignments rather than relying
on past information or demographics. We employed a vari-
ety of machine learning algorithms and tested their accuracy
as a function of the number of weeks of data used from the
semester. Our results show that both final raw scores and
final exam scores can be predicted with a high level of accu-
racy as early as 6 or 7 weeks into the course. Thus it could
be effectively employed as an early warning system, such
that students could have a good sense of what grade they
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will end up with if they remain on their current trajectory.

We note that often in cases where multiple features had
equivalent direct grade contributions (due to course weight-
ing) there was a discrepancy in the predictive power amongst
these features. For example, we found that recent participa-
tion was a more relevant predictor of ultimate success than
past participation, even though it is equivalent in terms of
direct impact on a student’s grade. Similarly, we found that
engagement with certain textbook chapters, and success on
certain labs and quizzes are more indicative of success than
others. Thus there could be a situation in which two stu-
dents have the same class grade, and yet one is flagged as
a struggling student while the other is not. Herein lies the
value of using such a model; it can discover nuances and pat-
terns in student performance which an instructor (particu-
larly in an introductory course with many students) would
otherwise be unable to detect.

6.1 Future Work

In this work we considered only in-class information. It
would be interesting to see how much improvement could
be made to the model by also considering past information
such as prior course scores and demographics. It would also
be worth trying to make predictions of other CS courses, or
non-CS courses, and comparing the accuracy of predictions
as well as which features stand out as strong predictors.

We propose that our predictive model could serve as an early
warning system, triggering intervention. However, we do not
suggest exactly how or when this intervention should take
place. Studies would have to be performed on different forms
of intervention to determine which methods work best.
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APPENDIX

Appendices

A. GRIDSEARCH PARAMETERS

Grid search found the optimal combination of parameters for
each machine learning algorithm. The following parameters
were used (any unlisted used the default value from sklearn):

Ridge: alpha=1.0, solver=‘Isqr’

Lasso: alpha=0.1

ElasticNet: alpha=0.1, 11_ratio-0.9

SVR: C=1, gamma=0.001, kernel="‘linear’

AdaBoost: learning rate=0.2, loss=‘exponential’,
n_estimators=80

GradientBoost: criterion=‘mae’, learning rate=0.01,
loss=‘huber’, max_depth=None, min_samples_leaf=1,
min_samples_split=10, n_estimators=80, subsample=0.8
Bagging: bootstrap_features=True, max_features=20,
n_estimators=80

RandomPForest: criterion=‘mae’, min_samples_leaf=0.1,
min samples_split=0.1, n_estimators=40
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