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Data-Driven Distributionally Robust Electric Vehicle Balancing for
Mobility-on-Demand Systems under Demand and Supply Uncertainties

Sihong He Lynn Pepin

Abstract— As electric vehicle (EV) technologies become
mature, EV has been rapidly adopted in modern trans-
portation systems, and is expected to provide future au-
tonomous mobility-on-demand (AMoD) service with eco-
nomic and societal benefits. However, EVs require frequent
recharges due to their limited and unpredictable cruising
ranges, and they have to be managed efficiently given the
dynamic charging process. It is urgent and challenging
to investigate a computationally efficient algorithm that
provide EV AMoD system performance guarantees under
model uncertainties, instead of using heuristic demand
or charging models. To accomplish this goal, this work
designs a data-driven distributionally robust optimization
approach for vehicle supply-demand ratio and charging
station utilization balancing, while minimizing the worst-
case expected cost considering both passenger mobility
demand uncertainties and EV supply uncertainties. We
then derive an equivalent computationally tractable form
for solving the distributionally robust problem in a com-
putationally efficient way under ellipsoid uncertainty sets
constructed from data. Based on E-taxi system data of
Shenzhen city, we show that the average total balancing
cost is reduced by 14.49%, the average unfairness of
supply-demand ratio and utilization is reduced by 15.78%
and 34.51% respectively with the distributionally robust
vehicle balancing method, compared with solutions which
do not consider model uncertainties.

I. INTRODUCTION

There are over 5 million EVs by December 2018
globally, and this figure is predicted to increase to 100-
125 million by 2030 [3]. Compared to conventional gas
vehicles, EV fleets have prolonged charging time and
concentrated mobility patterns due to current charging
technologies and limited charging infrastructures, espe-
cially for commercial EV fleets, e.g., e-taxi, future au-
tonomous mobility-on-demand (AMoD) systems, given
their long daily travel distances [14].

Researchers have been focusing on models and algo-
rithms to study EVs [16], [14]. There have also been
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focusing on how to choose the optimal locations for
charging stations and how to assign charging points
to EVs in each station to minimize the charging time
of EVs considering various constraints, e.g., demand,
costs, and charging compatibility [6], [15]. However,
high costs of charging infrastructures and land resources
make it impractical to deploy abundant charging stations
and points at the early promotion stage [15]. Even when
there is enough charging infrastructure for all EVs in
theory, the uncontrolled and decentralized charging and
mobility behaviors of some EV fleets, e.g., e-taxi, cause
long waiting times when the demand for charging points
greatly exceeds the availability [12].

The above mentioned EV management issues have
posed key optimization and scheduling algorithm chal-
lenges for world-wide EV adoption of AMoD. The
interaction between AMoD systems and power networks
through EVs based on the vehicles’ charging require-
ments, battery depreciation, and power transmission
constraints have been investigated, and the economic
and societal value of EV. AMoD has been analyzed [11].
To improve the performance of general AMoD systems,
mobility demand based vehicle balancing methods have
been proposed with various system design objectives,
such as reducing the number of vehicles needed to serve
all passengers [19], [4], reducing customers’ waiting
time [13], or taxis’ total idle distance [8]. However, the
limited knowledge we have about charging patterns [14]
affect the performance of vehicle balancing strategies,
and make real-time decisions under demand model un-
certainties still a challenging and unsolved task.

The contributions of this work are as follows:

e« We are the first to consider both future demand
uncertainties and EV supply uncertainties predicted
based on charging activity data in designing a
system-level vehicle balancing algorithm. While
model predictive control algorithms [19], [4] have
been designed considering AMoD system demand
uncertainties in the literature, the supply side un-
certainties for EV. AMoD is not well studied yet.

o We design a distributionally robust optimization
approach to balance EVs across a city for min-
imum total idle distance and balanced charging
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station utilization with respect to the worst-case
expected cost. The approach considers probability
distribution uncertainties of the passenger mobility
demand and the EV supply caused by the challenge
of charging process prediction [15], [12].

e We derive an equivalent form of convex opti-
mization problem for the proposed distributionally
robust optimization problem to provide system-
level performance guarantee in a computationally
tractable way under model uncertainties. Based
on real data of Shenzhen city, we show that the
average total balancing cost is reduced by 14.49%,
the average unfairness of supply-demand ratio and
utilization is reduced by 15.78% and 34.51%, re-
spectively, with the proposed method, compared
with solutions which do not consider model un-
certainties.

The rest of the paper is organized as follows. The dis-
tributionally robust EV balancing problem is presented
in Section II. An equivalent computationally tractable
form is derived in Section III. We show performance
improvement in experiments based on real data in Sec-
tion IV. Concluding remarks are provided in Section V.

II. PROBLEM FORMULATION

In this section, we formulate a distributionally robust
optimization problem to balance EVs across a city with
minimum total idle distance and balanced charging sta-
tion utilization. Both passenger mobility demand and EV
supply uncertainties are considered. The region every
empty EV will go is updated in a receding horizon
control process. At each time step, the EV status is up-
dated to the dispatch center first, then the dispatch center
calculates a vehicle balancing decision by solving the
proposed distributionally robust optimization problem,
and sent solutions to EVs. The goal is to dispatch vacant
EVs to different regions to pick up current and predicted
passengers if the EVs have enough energy, or to charging
stations if the EVs are short of energy, while minimize
the cost of dispatching for the following 7 time steps.
Local dispatchers that match individual EV with one or
several passengers (for carpool) is out the scope of this
work.

A. EV States and Corresponding Actions

We assume there are three possible states for one EV:
vacant, occupied, and low-battery. Vacant means there
are no passengers in this EV, and it has enough energy to
finish the next trip. The controller dispatches vacant EVs
according to current and predicted passengers demand.
When a vacant EV picks up one or more passengers,
it turns to occupied, and the controller has no actions

for it until it becomes vacant again. An occupied EV
will be finishing current order in a time period and will
become a vacant EV once it drops off its passengers.
One occupied EV can only become a vacant EV when
it finishes the current order. When a vacant EV can
not finish the next trip with the remaining battery, this
EV becomes a low-battery EV and will go to regions
assigned by the controller where it can find a charging
station. Before a low-battery EV gets fully charged, it
stays in the low-battery status until it leaves the charging
station and becomes vacant. A low-battery can only
transfer to a vacant EV or stay in current state.

B. Problem Description

We assume that one day is divided into K time
intervals, and we use k£ = 1,2,..., K to denote time
index. We assume the entire city is divided into N
regions and we use n to denote region index, where
n =1,2,...,N. At time k, the system-level controller
makes vacant and low-battery EVs to go to other regions
or stay in the same region for picking up passengers
or charging, respectively. After one EV arrives at its
dispatched region, a local-level controller assign the EV
to pick up passengers or to charge according to the EV’s
battery status.

During time k, there are 7% predicted total amount
of passengers demand and c¥ predicted total number
of EVs finish charging (new supply of EVs) in re-
gion ¢, where ¢ = 1,2,.... Nk = 1,2,... K. Let

demand vector 7% = [r¥ 75 .. r%]T and supply vec-
tor & = [}, ch,...,c&]T € RN be random vectors

instead of deterministic vectors. And assuming they
are independent. To model the spatial and temporal
relations of deman(supply) during every 7 consecutive
time interval, we define concatenation of demand as
r = [r,72,..,77], and concatenation of supply as
c = [ct,c?,...,cT]. We use F* and F* to denote the
unknown true probability distributions of 7,¢c € RN”
respectively, i.e. r ~ F and ¢ ~ F.

We use non-negative matrices X* and Y* as the
decision matrices at time k where X* Y% ¢ RﬁXN and
x};(yF;) is the total amount of vacant(low-battery) EVs
will be dispatched from region 7 to region j at the begin-
ning of time k. Minimizing the expected allocating cost
given true probability distributions of demand vector
and supply vector is defined as the following stochastic
programming problem:

Xlr:gir;.lﬁ Ernprenrs [J(XYT, YY1 )] 0

st. XM YN €D,
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where J(X 17, YT r c) is a cost function of allocating
EVs according to decisions X7 = {X! X% ... X7}
and Y57 = {Y1 Y2 .. Y™} under demand r, supply c
and convex constraints domain of decision variables D.

However, in real world scenarios, we usually have
limited knowledge about the true probability distribu-
tions of r and c. Though we have historical or streaming
data, we can only estimate a set of probability distri-
butions, such that F* € F., F} € F. considering the
randomness of the parameters and prediction errors [12],
[15], [11], instead of knowing the exactly form of F}
and F}. Meanwhile, we notice that problem (1) is
computationally expensive to solve. So in this work,
we consider to minimize the worst case expected cost
function which is a minmax form of problem (1) as
below:

min. max. E [J(XLT7 YU oy, c)}
X1 Yl F.€F, F.€F, )
st. XYY eD.

Problem (2) is a form of distributionally robust opti-
mization problem [2] and assume F)' € F., F} € F..
In the following sections, we will define the complete
forms of object function and constraints as well as the
probability uncertainty sets F., Fe.

C. Cost of EV Balancing Jp

We aim to balance the EV supply according to pas-
senger mobility demand, by sending vacant state EVs
to serve passengers according to X% and low-battery
EVs to charging stations according to Y*. Given a
specific region partition method, let W € RN*N be
the cost matrix where w;; is the cost sending a vacant
EV from region i to region j. The cost can be metrics
such as the approximated distance, the minimal routing
distance or travel time between two regions. Here, we
use approximated distance from two regions as the
dispatching cost. Let W* € RY*Y be the cost matrix of
sending one low-battery EV which is partially the same
as W. When there is at least one charging station in
region j, w;; = w;; for all <. If there are no charging
stations in region j, w;; = oo for all i since low-
battery EV should not go to regions without charging
stations. Then the total re-balancing cost function Jp
for 7 intervals is

T

N N
ZZ CE”’LUU +/8yl_] YJ)

k=11i=1 j=1
3)

where (3 is a weight coefficient. Since the distance EVs
can move during a given time interval is limited, we

JD(XlzT,Yl Ty

have the following constraints for variables X* and Y'*.

xfj > 0 and xfj = 0 when w;; > my;

k k . “)

yi; = 0 and y;; = 0 when w;; > mo,
where m; > 0,mg > 0 is the upper bound balancing
distance for an vacant and low-battery EV, respectively.
These constraints consider real-world scenarios that we
cannot dispatch EV to some far away regions when the
moving distance exceeds the capability, either due to
speed limit or insufficient battery.

D. Utilization of Charging Stations Jg

Given fixed number and locations of charging stations
in the city, to avoid the long waiting time at some
charging stations, one method is to balance the charging
station utilization across the whole city. It will improve
charging efficiency of EVs as well as decrease driver’s
potential cost due to EV’s unique charging problems.
The supply variable c¥ is the service rate or the average
number of new available charging spots (due to EVs
finished charging) in region ¢ during time k. The net

Z ij Z yzy

in region ¢ after balancing according to de01510n varlable
Y'* is the average arrival rate or the average number of
arriving EVs. The overall utilization of Charging stations
in region ¢ during time k is approximated as f The
total difference between the inverse local and inverse

global utilization for 7 time intervals is

N ck
Z Z B #j ) (5)

A YZ Z] 1 Yk
However, the chargmg station supply is a random vari-
able that the prediction error can not be ignored [5], [12],
[15], and we define the uncertainty set as ¢ ~ F}, I} €
F.. Function (5) is not concave over uncertainty pa-
rameter c*, for computationally tractability, we consider
minimizing the following utilization quality function Jg

- ZZ (;k)a (©)

According to Lemma 1 in [9], when the power parameter
a > 0 is designed to be small enough, objective
function (6) is linear in ¢* and convex in Y7 and
approximates the objective (5).

total number of low-battery EVs Y} =

E. Constraints Definitions

1) Service quality metrics: Demand-supply ratio is
one service quality metric for AMoD systems [19],
[9]. In this work we also minimize the total difference
between local and global demand-supply ratio for 7 time
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intervals. Let V¥, OF € R be the number of vacant and
occupied EVs respectively at region ¢ at the beginning
of time k before balancing, and V¥, OF € RY. Define
S% > 0 as the total number of supply EVs available to be
dispatched in region j during time k, dispatch decisions
as X1k — {Xl,X2 Xk} YLk = {Yl Y2 Yk}
Then the following equations of V}, OF, Sk describe
dynamics for 7 time steps:

N N
=2 @D wl H V= XEVE >0,
=
N
Vit = Z Py ST + Z Qu;i0f +¢f %)

N
Okt — Z PLSE+Qk0F,
=1

N
where XF = Y aF;
j=1
available EVs due to decision variable X* at region i.
Pk PF QF QF ¢ RVXN are region transition matrices:
Pfﬂ(Pfﬂ) is the probability that a vacant EV moves
from region j at the beginning of time & will transverse
to region ¢ and being vacant (occupied) at the beginning
of time k + 1, respectively. Similarly, W and Qoﬂ
are the probability that an occupied EV moves from
region j at time k will go to region ¢ and being vacant
and occupied at the beginning of time k£ + 1, respec-
tively. When receding the time horizon, GPS locations
(region information) and status of all EVs will always
be updated by real-time sensing data and V' O! are
provided by real-time data. We consider the following
service quality constraints to make sure the demand-
supply ratio of each region is within a similar range

for service fairness:

N
— Y} is the net change of
=1

k
lfg—lkghf, k=1,...,T, (8)

7

Cl)ﬂ

where [¥(hF) is the lower(upper) bound of the supply-
demand ratio in region i at time k. The value of [F
and hY are decided by historical data. We transfer the
inequalities (8) to the following equations form with
slack variables DY, UF:

k_lkSk_(
_hksk (

k)2 =0,

b2 o, ©)

k=1,...,7.

2) Constraints on decision variables Y7 : We define
L% € R, be the total amount of low-battery EVs in
region ¢ before balancing at the beginning of time k.

Then LY should have the following relationship with
Sk and Y*

k+1 _
Li

Zyjz Zy2j+2‘ljlgzsk>0

where L* ¢ Rﬂ\_[ and L' is given by real-time data,
PF e RN*N s the region transition matrix: P, is the
probability that a vacant EV moves from region j at
the beginning of time £ will go to region ¢ and being
low-battery status at the beginning of time k + 1. Thus
the region transition matrices estimated from data satisfy

that Z lw+P§U+P§” =1 and Z Qm] m =1.

F Predlcted Model and Uncertamty Set Construction

(10)

Instead of assuming we know the true probability
distributions of r and c¢ from data, in this work we
construct uncertainty sets J, and F. that describe pos-
sible probability distributions of r and ¢ by applying
the Algorithm 2 proposed in [10] which constructs
distributional sets with a general prediction model. Here
we use the autoregressive integrated moving average
model (ARIMA model) [18] as the prediction model
to capture the spatial and temporal correlations for the
predictions. The coefficients of ARIMA model can be
estimated by maximum likelihood estimation. We use 7
and ¢ to denote the the predicted value, 7 and ¢ to denote
the sample value or r and c, respectively. And then we
get a corresponding estimation residuals as

11

Then we use these estimation residuals to construct
distribution sets F,. and . that contain the true distri-
bution of 7 and ¢ with probability at least 1 — «, where
ay, 1s a significant values can be freely chosen from 0
to 1. F,. and F,. have the following format:

Sp=F—7, do=é&—0

Fr(#ySrA1r, dor) = {r =7+ 60 1 (B[6DTSTIEB] < 10,
E(6:07) < 42,50}
Fe(&, 56,316, 92¢) = {c = e+ 8¢ : (B[6])TST

E(6:07) < 423},

1E[6c] < ’Acha

12)

where 0,(d.) is the difference between true value r(c)
and predicted value 7(¢). Since we don’t have true value
of the difference 6, = r — 7 (§. = ¢ — ¢), we use
estimation residuals to capture the information from
these difference. 3,.(3,) is the estimated covariance,
A1y Yor (F1e,Y2c) are two estimated threshold values
of 0,(d.) by Algorithm 2 in [10] based on the concept
of bootstrapping. More discussions about uncertainty set
construction refer to [2], [10].
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G. Distributionally Robust EV Balancing Problem

The final goal is to dispatch EVs under minimal cost.
We define a weight parameter 6 of the two objectives Jp
defined in (3) and Jg defined in (6). With constraints (4),
(7, 9), (10), we define the following distributionally ro-
bust EVs balancing problem under uncertain probability
distributions of random demand and supply:

E[Jp + 0JE]

min max
xt7 ylr gtm ptr. {F.€F, F.€F.}
UlZT VZ:T 02:7' LZ:-r

st. (@), (D, 9), (10).
Since above problem (13) can not be calculated in

polynomial time directly, we derive a computationally
tractable form of this problem in the following section.

13)

III. COMPUTATIONALLY TRACTABLE FORM

In this section, we derive the theoretical result, Theo-
rem 1 of this work, i.e., a computationally tractable and
equivalent convex optimization form for problem (13)
via strong duality. Hence, the optimal solution of (13)
can be calculated in real time considering both passenger
demand and EV supply uncertainties.

Theorem 1. The distributionally robust optimization
problem (13) with two distributional sets (12) is equiv-
alent to the following convex optimization problem
min H,+ v, +t, +v.+t,
Xliﬂ' )Y1177D1:T7U1:‘r;

1: 2: 2: 2:
SLT YT 02T [T,
Qr qr,Vritr,Qcyqc,Veste

v 3(q +AU+AD)T}
L. " 2T =0,
’ [%(QT + Ay + )\D) Qr o
v l(q + Ay — Z)T:|
c 2 c >_ O’
[;(QC+)\VZ) Qc o

te > (ForSr + 777) - Qp + 7Tq,
+ VA 212 (gr + 2Q0#) 2,
te > (GocSe + 67) - Q. + éTq.
+ VA2 (ge + 2Qcd) 2,
Qr, Qs A\, vy, ve = 0,

k 1
"7 (v
K2
k k .
z;; >0 and T = 0 when w;; > m;
yfj >0 and yfj = 0 when w;‘j > m,

(14)

where Ho = Jp = (\§ fs + Ao fo + AL f1 + NS +
M LET) — ADdiag(1ST — DDT) — Mdiag(hST +

T—1 N N
UUT) = 3 (VM 4+ 30 PESE+ 3 QF 00 vk,
i—1 j=1

= vji~ g vJ
Jp is defined as (3).

TABLE I
THRESHOLDS 41, AND 42, FOR DIFFERENT SAMPLE NUMBER Np

Np 10 20 50 100 500 1000
Y1c | 1.504 | 0.964 | 0.576 | 0.399 | 0.296 | 0.176
Yo | 3.715 | 2.832 | 2.006 | 1.768 | 1.374 | 1.317

Proof. See Appendix VI-A.

IV. EVALUATION WITH REAL-WORLD E-TAXI DATA

In this section, we evaluate the performance of the
proposed distributionally robust optimization-based EV
balancing algorithm (1) with three-week E-taxi data
from the Chinese city Shenzhen (one of the largest cities
in China that operates over 10,000 E-taxis).

In total, there are four different datasets used in this
paper, including E-taxi GPS data (vehicle ID, locations,
time and speed, etc), transaction data (vehicle ID, pick-
up and drop-off time, pick-up and drop-off location,
travel distance, etc), charging station data (locations,
name, the number of charging points, etc), and the
urban partition data (geographic boundaries of 491 small
separate regions composing Shenzhen).

We first utilize a widely adopted spatiotemporal
constraint-based method [6], [15], [12] to extract charg-
ing events of E-taxis and re-split Shenzhen into 54 large
areas based on these data. After obtaining the charging
events, we utilize the first two weeks as the training
data to determine the uncertainty sets and parameters.
The remaining one week is used as the testing data to
compare the vehicle balancing cost.

A. Uncertainty Set

Here we select 5 busy regions’ data as the input for
Algorithm 2 in [10] to construct uncertainty sets. We
set time horizon 7 as 2 and a significant o, = 0.25 to
make sure the true probability distributions of demand r
and supply c are separately contained in the constructed
uncertainty sets with probability at lease 75%. We show
how thresholds 41., 42, change for different sample in
table I. The value of 41, and #». decrease when Np
increase and the speed of decreasing becomes slow as
Np becoming larger and larger. We also notice that as
Np increase, the corresponding estimated moments have
a trend to converge to a certain constant which meets
bootstrapping algorithm’s intuition.

B. Predicted Model

As mentioned in section II-F, we use ARIMA
model [18] to predict r and ¢ where current values are
predicted by former concatenation of values. Fig. 1 com-
pares ARIMA model’s predicted values and historical
values of ¢ and 7 on one day. We can see that ARIMA
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ARIMA Model's Prediction and Historical Values

600 = predicted c RS
historical ¢ . }'
=== predicted -,
200 ."’. — i;—setol::iceal rr l.\:"'
IA N LERVAR
g1 I \-.r ‘W F :
i ~ - - ™
é 300 ! \ | k ]
= AN
/

6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00
Time (Hour)

Fig. 1. ARIMA model demonstrates time trends very well.

model demonstrates data’s time trends very well and the
predicted values of r in peak hours: 8am-10am, 2pm-
4pm, 8pm-10pm, are very close to historical values.

C. The Performance of the Proposed Method

We compare our distributionally robust method with
the non-robust method [17] by using the same real-time
sensing data to evaluate the performance. In the robust
method we use the demand and supply uncertainty sets
defined as (12), while in the non-robust method, they
are deterministic vectors. In Fig 2, we compare the total
driving distance of applying the optimal decision of each
method from 5am to next day’s 12am, 19 hours in total.
Here, the total driving distance Jp in (3) is defined as
a weighted sum of the charging idle distance and the
service idle distance for one EV. Total driving distance
is supposed to be small since it implies low total cost.
We can see that most of time, the total cost of the robust
model is lower than that of the non-robust model. In
particular, the average total driving distance is reduced
by 14.49% compared with the non-robust method.

In Fig 3 and 4, we compare the unfairness of supply-
demand ratio and utilization of the whole city taking
decisions of each method. The unfairness metric of
utilization (supply-demand ratio) is designed as the
total sum of absolute difference between the inverse-
local utilization (local supply-demand ratio) and inverse-
global utilization (global supply-demand ratio). Lower
sum of absolute difference means higher fairness but
lower unfairness. The unfairness of utilization in (5)
is actually accurate version of Jg in (6) before we
approximate Jg. The unfairness of supply-demand ratio
in section II-E.1 is the service quality metric for taxi
dispatch in [7]: the lower the service quality metric,
the better customers’ accumulative satisfaction is since
they can enjoy uniform quality service. By using robust
optimization, the average unfairness of supply-demand
ratio and utilization is reduced by 15.78% and 34.51%
respectively compared to NonRobust method.

Total Driving Distance (JD)
15 /\/\J/\\/\/\‘,

= robust
5 nonrobust

Distance (Km)

6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00
Fig. 2. By using robust optimization, the average total driving distance
is reduced by 14.49% compared to NonRobust method.

Supply Demand Ratio's Unfairness (service quality)

\ e robust
nonrobust

w

N)

Unfairness

-

\\/\/\ e

6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00
Fig. 3. By using robust optimization, the average unfairness of supply-
demand ratio is reduced by 15.78% compared to NonRobust method.

Charging Utilization's Unfairness (JE)

e robust
nonrobust

A NN

6:00 8:00 10:00 12:00 14:00 16:00 18:00 20:00 22:00 24:00
Fig. 4. By using robust optimization, the average unfairness of
utilization is reduced by 34.51% compared to NonRobust method.

N) w

Unfairness

-

V. CONCLUSION

Autonomous mobility-on-demand systems can pro-
vide more efficient services, and the total idle distance
can be reduced with vehicle balancing algorithms in
general. However, with the increasing amount of EVs
and the limited charging facilities in the city, the un-
certainty of charging time (including waiting time) at
a charging station affects the EVs supply to provide
efficient service for AMoD systems. In this paper, we
design a data-driven distributionally robust EV balancing
method to minimize the worst-case expected cost under
uncertainties about the probability distributions of both
demand and supply. Besides reducing EVs’ total idle
driving distance, we also balance the demand-supply
ratios and the charging station utilization of different
regions among the city. Then we prove an equivalent
computationally tractable form of the distributionally
robust problem under the ellipsoid uncertainty sets con-
structed from data. Evaluations based on three-week
real-world E-taxi data from the Chinese city Shenzhen
show that the average total balancing cost is reduced
by 14.49%, the average unfairness of supply-demand
ratio and utilization is reduced by 15.78% and 34.51%,
respectively. In the future, we will further evaluate our
algorithm based on large-scale data of several years from
multiple cities.
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VI. APPENDIX

A. Proof of Theorem 1

Proof: We notice that the uncertainty parameters
are involved in both objective functions and constraints.
We first use max. E(rF) substitute 7, min. E(cF) sub-

rE€Fr F.eF.

stitute ¢F in constraints (7) and (9). It’s reasonable due
to the idea of minimizing the worst case: any uncertain
values of r¥ and ¢/ should meet the relationship with
other decision variables shown in constraints (7) and
(9). No matter which probability distribution is selected
as the specific distribution to attain the worst case, the
simplest worst case for single value of r* and c¥ is
the case that the demand is really large that attains the
maximal possible demand value while the supply is very
small that attains the minimal possible supply value. And
E(r¥)(E(cF)) is the probability-weighted average of all
its possible values. Then we transfer all constraints into
functional formats as below:

Fop = max B(rk) — 1555 — (D)2 =0,

i FreFr
Jur = max, B(r) — hi S} + (UF)* =0,

for =—SF+XF+vF=0 k=1,...,7

N N

k+1 k k k k

Fyper ==V 4 S T PST 4 Y Quii0;
‘ i=1 j=1

— max. E(—cf) =0, (15)

Fe.eF.

N N
forsr = —oytt 4 Z PSS + ZQZNO? =0,
‘ j=1 j=1

N
fpees = —EE e YE 4 Y RS =0
; =
Lk >0,

k=1,... sk >o,

Let fp = [fD}vafa"'afD{a"'afD},]T € RV be a
constraint function vector, for i = 1,...,N,k =
1,....,m — 1, and fy,fs, fv,fo,fr have the
same definition but for computational convenient,
if one’s dimension is less than N7, we add O in
corresponding missing positions to complete its
dimension. For the primal maximization problem

max E[Jp +60Jg], st (13),
FreF,,F.€F.

its associated Lagrange dual problem (16) can obtain
its best upper bound since the strong duality holds.
The primal objective function only contains uncertainty

, T —1, k=1,...,7.
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parameter ¢ and is concave over ¢ because it’s a linear
function of ¢ when given other decision variables. The
constraints are also all linear in » and c. When the
primal problem is in this case, we usually have strong
duality, and Slater’s theorem also states that strong
duality holds according to [1]. More context about
duality are discussed in [1].

min max Jaual,
A\=0 F.e€F,,F.€F,
Jdual: [Jp+0J5] — Al fu + ASfs + AL fv

fo+)\ fL+)\TslT )\ITLQT)

(16)
AL AL N NE AT NI AT are corresponding Lagrange
multlphers and A s deﬁned as a vector comblned by

all these Lagrange multipliers. We have > 0

(Y")a

and cf > 0 by the definitions of Jg in (6) and the
Queuing model, then for any vector Z € RN7, Z =
(23,28, ., 27,25, ..., 2% ]7 that satisfies 0 < ﬁ <

zF, we also have

Zk 1 Z (yk)a C
and the second mequahty strictly holds when all
(YT;)“ = 2F fori = 1,...,N, k = 1,...,7. The
constraints of problem (16) are independent of ¢, hence,
for any ¢, the minmax problem (16) is equivalent to

min max Jhal
A=0 F.eF, ,F.eF.
L, v an
St’(Yi’“)ﬂ <z, Ze€
where
Jc/zuaz = [JD+9ZT o] = Ao fu+ A5 fs + AV fv

fO+A fL-'-ATSlT—F)\TLzT)
(18)
In the dual problem’s objective function J/,, ;. not all

parts contain uncertainty parameters. We can separate
Jlq 10to three parts

H,=—\,+Ap)r, He=0Jg—
H, = J(Iiu(zl - E[H(’ + HT]’
Where only H,. contains all , H. contains all c. H, can
be put as a deterministic value when given other decision

variables. So we can turn to consider the following
maximization problem

)\T
e (9

max E[H, + H.]. (20)

re~Fr e~ Fe, FreFr FeeFe

Since r and c are independent, problem (20) equals the
separated maximization problem

max E[H,]+

r~F. F.€F,

max

E[H,.|.
e~Fo Fo e F, [H]

2y

Problem (21) satisfies the conditions of Lemma 1 in [2],
and the maximum expectation value of H,. + H, for any
possible r ~ F.,c ~ F. where F,. € F,., F. € F. equals
the optimal value of the problem

Qs b
QcyqesVeste
st. v, = Hy—rTQur —17q,,
tr = (322 +777) - Qp +77g,
+ VA2 2 (g +2Q07) |12, (22)
ve = He — " Qer — c''ge,
te > (FaeSe + 267) - Qo + T qe
+ VA2 2 (g + 2Qc8) |2,
Qr, Qe = 0.

Note that the first and third constraints about v, and v,
is equivalent to v, > f.(r*) and v. > f.(c*) where
fr(r*)(fe(e*)) is the optimal value of the following
problem

O+t 4 ve + te

max H, —rTQ,r—rTq, st. r>0,
T

23
max H.—c'Q.c—clq. st ¢>0. @3)

Since @, and Q. are positive semi-defined, H,.(H,)
is a linear function over r(c), problem (23) is convex.
Solving this problem by taking partial derivative over
r(c) without constraints, we have:

1 _
> (@ + 20+ )" Q (gr + Au + Ap)
. (24)
E(Qc-i-)\v— 2)"Q ar + v — 2)
By Schur complement, the above constraints are
[1 vy %(qr—&-)\U—i-/\D)T] -0
§(QT + )\U + AD) Qr
v 3@+ v — Z)T}
c 2 C >_ 0’
|:;(qc+>‘V_Z) Qc -
(25)

But this equivalent constraints are under the conditions
of no constraints in problem (23). We still have another
two constraints for v,(v.) that v, > f.(r =0) =0 and
v, = 0. Then use the fact that min-min operations can
be performed jointly and combine all constraints we can
reformulate problem (16) as (14).
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