
Raiders of the Lost Kek: 3.5 Years of Augmented 4chan Posts

from the Politically Incorrect Board∗

Antonis Papasavva1, , Savvas Zannettou2, , Emiliano De Cristofaro1, ,

Gianluca Stringhini3, , and Jeremy Blackburn4,

1University College London, 2Max-Planck-Institut für Informatik,
3Boston University, 4Binghamton University, iDRAMA Lab

{antonis.papasavva.19, e.decristofaro}@ucl.ac.uk, szannett@mpi-inf.mpg.de,
gian@bu.edu, jblackbu@binghamton.edu

Abstract

This paper presents a dataset with over 3.3M threads and

134.5M posts from the Politically Incorrect board (/pol/) of

the imageboard forum 4chan, posted over a period of almost

3.5 years (June 2016–November 2019). To the best of our

knowledge, this represents the largest publicly available 4chan

dataset, providing the community with an archive of posts that

have been permanently deleted from 4chan and are otherwise

inaccessible. We augment the data with a set of additional

labels, including toxicity scores and the named entities men-

tioned in each post. We also present a statistical analysis of the

dataset, providing an overview of what researchers interested

in using it can expect, as well as a simple content analysis,

shedding light on the most prominent discussion topics, the

most popular entities mentioned, and the toxicity level of each

post. Overall, we are confident that our work will motivate

and assist researchers in studying and understanding 4chan, as

well as its role on the greater Web. For instance, we hope this

dataset may be used for cross-platform studies of social media,

as well as being useful for other types of research like natural

language processing. Finally, our dataset can assist qualitative

work focusing on in-depth case studies of specific narratives,

events, or social theories.

1 Introduction

Modern society increasingly relies on the Internet for a wide

range of tasks, including gathering, sharing, and commenting

on content, events, and discussions. Alas, the Web has also

enabled anti-social and toxic behavior to occur at an unprece-

dented scale. Malevolent actors routinely exploit social net-

works to target other users via hate speech and abusive behav-

ior, or spread extremist ideologies [3, 12, 13, 40].

A non-negligible portion of these nefarious activities often

originate on “fringe” online platforms, e.g., 4chan, 8chan, Gab.

In fact, research has shown how influential 4chan is in spread-
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ing disinformation [11, 43], hateful memes [42], and coordi-

nating harassment campaigns on other platforms [21, 25, 34].

These platforms are also linked to various real-world violent

events, including the radicalization of users who committed

mass shootings [2, 6, 16].

4chan is an imageboard where users (aka Original Posters,

or OPs) can create a thread by posting an image and a message

to a board; others can post in the OP’s thread, with a message

and/or an image. Among 4chan’s key features are anonymity

and ephemerality; users do not need to register to post content,

and in fact the overwhelming majority of posts are anonymous.

At most, threads are archived after they become inactive and

deleted within 7 days.

Overall, 4chan is widely known for the large amount of con-

tent, memes, slang, and Internet culture it has generated over

the years [15]. For example, 4chan popularized the “lolcat”

meme on the early Web. More recently, politically charged

memes, e.g., “God Emperor Trump” [24] have also originated

on the platform.

Data Release. In this work, we focus on the “Politically In-

correct” board (/pol/),1 given the interest it has generated in

prior research and the influential role it seems to play on the

rest of the Web [7, 21, 43, 34, 42, 39]. Along with the pa-

per, we release a dataset [44] including 134.5M posts from

over 3.3M /pol/ conversation threads, made over a period of

approximately 3.5 years (June 2016–November 2019). Each

post in our dataset has the text provided by the poster, along

with various post metadata (e.g., post id, time, etc.).

We also augment the dataset by attaching additional set of

labels to each post, including: 1) the named entities mentioned

in the post, and 2) the toxicity scores of the post. For the for-

mer, we use the spaCy library [35], and for the latter, Google’s

Perspective API [30].

We also wish to warn the readers that some of the content in

our dataset, as well as in this paper, is highly toxic, racist, and

hateful, and can be rather disturbing.

Relevance. We are confident that our dataset will be useful

to the research community in several ways. First, /pol/ con-

1http://boards.4chan.org/pol/
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Topic Year 2016

1 people (0.007), like (0.005), think (0.005), right (0.004), thing (0.004), know (0.004), polite (0.004), need (0.003), want (0.003), human (0.003)

2 Trump (0.03), vote (0.021), elect (0.013), leaf (0.012), president (0.012), Hillary (0.011), fuck (0.01), shit (0.01), lose (0.009), happen (0.009)

3 white (0.023), bump (0.013), nigger (0.013), country (0.009), praise (0.009), black (0.009), check (0.008), race (0.008), fuck (0.008), people (0.007)

4 thread (0.022), Jew (0.014), fuck (0.014), faggot (0.014), good (0.011), kike (0.010), wrong (0.009), kill (0.009), shill (0.009), retard (0.009)

5 fuck (0.009), girl (0.009), women (0.009), like (0.008), dick (0.007), cuck (0.007), love (0.006), look (0.006), woman (0.006), lmao (0.006)

Topic Year 2017

1 post (0.021), shit (0.012), know (0.011), fuck (0.01), think (0.009), meme (0.009), retard (0.009), fake (0.008), mean (0.007), leaf (0.007)

2 good (0.009), moor (0.008), lmao (0.006), base (0.006), go (0.006), kill (0.005), movie (0.004), fuck (0.004), like (0.004), roll (0.004)

3 people (0.006), like (0.005), think (0.004), thing (0.004), work (0.003), want (0.003), know (0.003), right (0.003), social (0.003), human (0.003)

4 nigger (0.012), fuck (0.007), money (0.006), like (0.006), people (0.006), year (0.005), work (0.005), want (0.005), live (0.005), shoot (0.005)

5 thank (0.027), anon (0.021), kike (0.012), love (0.01), remind (0.008), fuck (0.008), maga (0.007), delete (0.007), sorry (0.007), time (0.007)

Topic Year 2018

1 bump (0.025), good (0.018), thank (0.017), anon (0.015), happen (0.01), Christmas (0.009), suck (0.007), dick (0.006), feel (0.006), hope (0.006)

2 white (0.016), Jew (0.01), country (0.009), American (0.006), German (0.006), fuck (0.006), people (0.006), America (0.006), Europe (0.006), European (0.006)

3 kike (0.024), right (0.014), fuck (0.012), mean (0.011), Israel (0.011), wall (0.01), btfo (0.01), boomer (0.009), go (0.008), haha (0.007)

4 money (0.007), work (0.007), year (0.006), people (0.006), live (0.005), like (0.004), fuck (0.004), need (0.004), go (0.004), want (0.004)

5 fuck (0.027), post (0.02), thread (0.019), faggot (0.013), shit (0.012), retard (0.01), know (0.01), shill (0.009), flag (0.009), meme (0.008)

Topic Year 2019

1 people (0.006), christian (0.006), believe (0.005), Jew (0.005), like (0.005), think (0.005), Jewish (0.004), know (0.004), read (0.004), white (0.004)

2 white (0.015), country (0.009), Jew (0.009), America (0.007), American (0.007), china (0.006), people (0.006), Israel (0.006), fuck (0.006), Europe (0.005)

3 fpbp (0.007), sage (0.007), drink (0.007), glow (0.006), nigga (0.006), like (0.005), fuck (0.005), tulsi (0.005), water (0.005), meat (0.005)

4 base (0.089), bump (0.05), post (0.022), true (0.016), incel (0.015), cringe (0.014), redpill (0.014), know (0.012), seethe (0.011), btfo (0.01)

5 kike (0.025), flag (0.024), nice (0.022), leaf (0.015), shill (0.015), meme (0.013), fuck (0.013), cope (0.011), memeflag (0.009), forget (0.008)

Table 2: Topics discussed on /pol/ per year.

URLs, and HTML code. Last, we create a term frequency-

inverse document frequency (TF-IDF) array that is used to fit

our LDA model. TF-IDF statistically measures how impor-

tant a word is to a collection of words; previous work shows it

yields more accurate topics [26].

In Table 2, we list the top five topics discussed on /pol/ for

each year, along with the weights of each word for that topic.

We find that, during 2016, /pol/ users were discussing political

matters in a significant manner, and in particular the 2016 US

Presidential Elections (topic 2). We also find several topics

with racist connotations, like kike (derogatory term to denote

Jews) and nigger. Other racist topics appear in other years as

well, which highlights that controversial and racist words are

used frequently on /pol/.

Overall, our topic analysis shows that discussions in /pol/

feature political matters, hate, misogyny, and racism over the

course of our dataset.

6.2 Toxicity

Next, we set to score the content of the posts according

to how toxic, inflammatory, profane, insulting, obscene, or

spammy the text is. To this end, we use Google’s Perspec-

tive API [30], which offers several models for scoring text

trained over crowdsourced annotations. We choose Google’s

Perspective API as other available methods mostly use short

texts (tweets) for their training samples [14]. Perspective API

should perform better for our dataset as it was trained using

comments with no restriction in character length [5], similar to

the comments of our dataset.

We focus on the following 7 models:

– TOXICITY and SEVERE_TOXICITY: quantify how rude or

disrespectful a comment is; note that the latter is less sen-

sitive to messages that include positive uses of curse words

compared to the former.

– INFLAMMATORY: how likely it is for a message to “inflame”

discussion.

– PROFANITY: how likely a message is to contain swear or

curse words.

– INSULT: how likely a message is to contain insulting or neg-

ative content towards an individual or group of individuals.

– OBSCENE: how likely a message is to contain obscene lan-

guage.

– SPAM: how likely a message is to be spam.

We score each post in our dataset using the API and include the

results in the final dataset. We only obtain results for posts that

include text, since scores are computed only over text. That is,

we do not score 2.3% (3.1M) of the posts in our dataset that

have no text.

In Figure 10, we plot the CDF of the scores for each of the

models. We observe that /pol/ exhibits a high degree of toxic

content: 37% and 27% of the posts have, respectively, TOXIC-

ITY and SEVERE_TOXICITY scores greater than 0.5 (see Fig-

ure 10(a)). These results are in line with previous research

findings [21]. For the other models, we observe similar trends:

36% of the posts have an INFLAMMATORY score greater than

0.5 (Figure 10(b)), 33% for PROFANITY (Figure 10(b)), 35%

for INSULT (Figure 10(b)), 30% for OBSCENE (Figure 10(b)),

but only 16% for SPAM (Figure 10(c)). We also test for statis-

tically significant differences between the distributions in Fig-

ure 10, using two-sample KS test, and find them on each pair

(p < 0.01).

Overall, we are confident that this additional set of labels

can be extremely useful for researchers studying hate speech,

bullying, and aggression on the Web.
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They find that such posts often feature anti-Semitic nature and

that /pol/ posters tend to create and use political and racist

memes. This dataset is not openly accessible.

Finally, Pettis [7] collect 2.7K and 1.1K threads from /pol/

and the “Technology” board (/g/), respectively and focus on

qualitatively studying whether anonymity lets individuals be

more open to reveal their emotions and beliefs online. Again,

this dataset is not available online.

Multi-platform studies. Zannettou et al. [43] study how

mainstream and fringe Web communities (4chan, Reddit, and

Twitter) share mainstream and alternative news sources to in-

fluence each other. Between June 30, 2016 and February 28,

2017 they collected: a) 487K tweets; b) 42M posts, 390M

comments, and 300K subreddits; and c) 97K posts made on

/pol/, /sp/, /int/, and the “Science” board (/sci/). They find that,

before a story is made popular, it was often posted on 4chan for

the first time, and use a statistical method called Hawkes Pro-

cess to quantify the influence of 4chan with respect to news

dissemination. This dataset is available upon request. Snyder

et al. [34] collect more than 1.45M posts from paste-bin.com,

282K posts from /pol/ and /b/, and 4K posts from 8ch’s /pol/

and /baphomet/ to detect doxing. This dataset is not publicly

available. Then, Zannettou et al. [42] present a large-scale

measurement study of the meme ecosystem, using 160M im-

ages obtained from /pol/, Reddit, Twitter, and Gab. They col-

lect 74M unique images from Twitter, 30M from Reddit, 193K

from Gab, and 3.6M from /pol/. The study shows that Reddit

and Twitter tend to post memes for “fun,” while Gab and /pol/

users post racist and political memes targeting specific audi-

ences. Importantly, they find that /pol/ is the leading creator

of racist and political memes, and the subreddit "The_Donald"

is very successful in disseminating memes to both fringe and

mainstream Web communities. The authors created an openly

accessible dataset, however, it only consists of the URLs and

the hashes of the images collected. Finally, Mittos et al. [28]

gather 1.9M threads from /pol/, along with the pictures posted,

and 2B comments from 473K subreddits. They extract posts

that might be related to genetic testing, showing the context

in which genetic testing is discussed and finding that it often

yields high user engagement. In addition, the discussion of

this topic often includes hateful, racist, and misogynistic com-

ments. Specifically, /pol/ conversations about genetic testing

involves several alt-right personalities, antisemitism, and hate-

ful memes. The authors did not make their dataset openly ac-

cessible.

Dataset Papers. Here we list other dataset papers that are also

somewhat related to the motivations behind our work, in that

they release data associated with social network content as well

as potentially nefarious activities. Brena et al. [10] present a

data collection pipeline and a dataset with news articles along

with their associated sharing activity on Twitter, which is rele-

vant in studying the involvement of Twitter users in news dis-

semination. The pipeline can also be used to classify the politi-

cal party supported by Twitter users, based on the news outlets

they share along with the hashtags they post on their tweets.

Fair and Wesslen [17] present a dataset of 37M posts, 24.5M

comments, and 819K user profiles collected from the social

network Gab, which, like 4chan, is often associated to alt-right

and hateful content. Their dataset includes user account data,

along with friends and follower information, and edited posts

and comments in case a user made an edit.

Garimella and Tyson [19] present a methodology for col-

lecting large-scale data from WhatsApp public groups and re-

lease an anonymized version of the collected data. They scrape

data from 200 public groups and obtain 454K messages from

45K users. They analyze the topics discussed, as well as the

frequency and topics of the messages to characterize the com-

munication patterns in WhatsApp groups. Finally, Founta et

al. [18] use crowdsourcing to label a dataset of 80K tweets

as normal, spam, abusive, or hateful. More specifically, they

release the tweet IDs (not the actual tweet) along with the ma-

jority label received from the crowdworkers.

8 Conclusion

This paper presented our 4chan dataset; to the best of our

knowledge, the largest publicly available dataset of its kind.

The dataset includes over 3.3M threads and 134.5M posts from

4chan’s Politically Incorrect board collected between June

2016 and November 2019. We also augmented the dataset with

a set of labels measuring the toxicity of each post, as well as

the named entities mentioned in each post.

Overall, we are confident that our work will further motivate

and assist researchers in studying and understanding 4chan as

well as its role on the greater Web. Access to the dataset could

also help answer numerous questions about /pol/, e.g., what is

the nature of discussion on the board following sharing of news

articles? what is the role played by 4chan in alternative and

fake news dissemination? what is 4chan’s role in coordinated

aggression campaigns, doxing, trolling, etc.? Moreover, using

this dataset in conjunction with data from other social networks

could also help researchers understand the similarities and dif-

ferences of users of different communities. Also, our dataset

is an invaluable resource for training algorithms in natural lan-

guage processing, modeling of slang words, or detecting hate

speech, fake news dissemination, conspiracy theories, etc. Fi-

nally, we hope that the data can be used in qualitative work to

present in-depth case studies of specific narratives, events, or

social theories.
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