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ABSTRACT

Attention-based image classiication has gained increasing popu-
larity in recent years. State-of-the-art methods for attention-based
classiication typically require a large training set and operate un-
der the assumption that the label of an image depends solely on
a single object (i.e., region of interest) in the image. However, in
many real-world applications (e.g., medical imaging), it is very ex-
pensive to collect a large training set. Moreover, the label of each
image is usually determined jointly by multiple regions of interest
(ROIs). Fortunately, for such applications, it is often possible to
collect the locations of the ROIs in each training image. In this
paper, we study the problem of guided multi-attention classiica-

tion, the goal of which is to achieve high accuracy under the dual
constraints of (1) small sample size, and (2) multiple ROIs for each
image. We propose a model, called Guided Attention Recurrent
Network (GARN), for multi-attention classiication. Diferent from
existing attention-based methods, GARN utilizes guidance infor-
mation regarding multiple ROIs thus allowing it to work well even
when sample size is small. Empirical studies on three diferent vi-
sual tasks show that our guided attention approach can efectively
boost model performance for multi-attention image classiication.
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1 INTRODUCTION

Image classiication has been intensively studied in recent years
in the machine learning community. Many recent works focus on
designing deep neural networks, such as Convolutional Neural Net-
works (CNN), and these have achieved great success on various
image datasets. Conventional deep learning methods usually focus
on images with relatively łlow resolutionsž at the level of thousands
of pixels (e.g., 28 × 28, 256 × 256, and 512 × 512) [13, 18, 19]. How-
ever, many real-world applications (e.g., medical imaging) usually
involve images of much higher resolutions. For example, functional
Magnetic Resonance Imaging (fMRI) scans usually have millions
of voxels, e.g., 512 × 256 × 384 in terms of height, width and depth.
Training deep learning models (e.g., CNN) on such images will incur
huge computational costs, which grow at least linearly with respect
to the number of pixels.

To achieve sublinear computational costs, many attention-based
classiication techniques (especially hard attention methods) have
been proposed [3, 19]. For example, Recurrent Attention Model
(RAM) [19] is an attention-based model, trained using reinforce-
ment learning (RL), which maintains a constant computational cost
w.r.t. the number of image pixels for image classiication. RAM
moves its visual attention sensor on the input image and takes
a ixed number of glimpses of the image at each step. RAM has
demonstrated superior performance on high-resolution image clas-
siication tasks, making a strong case for the use of attention-based
methods under this setting.

In this paper, we mainly focus on the multi-attention classiica-
tion problem, where each image involves multiple objects, i.e., re-
gions of interest (ROIs). The label of an image is determined jointly
by multiple ROIs through complex relationships. For example, in
brain network classiication, each fMRI scan contains multiple brain
regions whose relationships with each other may be afected by a
neurological disease. In order to predict whether a brain network is
normal or abnormal, we need to examine the pairwise relationships
between diferent brain regions. If we focus on just a single brain
region, we may not have enough information to correctly predict
the brain network’s label. Many other visual recognition tasks also
involve multiple ROIs, as illustrated in Figure 1.

Current works on attention-based models largely assume that a
large-scale training set (e.g., millions of images) is available, making
it possible to learn ROI locations automatically. However, in many
applications like medical imaging, only a small number of training
images are available. Such applications raise two unique challenges
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Table 1: How GARN difers from other attention-based methods. GARN settings are highlighted in red.

Related Work Base Learner Supervised Attention # ROIs Size of Image Size of Training Set

Goodfellow et al. [11] CNN No Multiple Small Large
Mnih et al. [19] RAM No Single Large Large

Ba et al. [3] RAM No Multiple Large Large
This Paper (GARN) RAM Yes Multiple Large Small

2 PROBLEM FORMULATION

In this section, we formally deine the multi-attention classiication
problem. We are given a small set of N training samples D =

{(Ii ,Ri ,yi )}
N
i=1. Here, Ii ∈ R

W ×H×C denotes the i-th image with
dimensionsW ×H ×C and label yi ∈ L. Furthermore, L represents
the label space, i.e., {0, 1} for binary classiication, and {1, · · · ,Nc }

for multi-class classiication, where Nc is the number of categories.
Ri =

{

ℓi j
}ni
j=1 is a set of locations of the ROIs in image Ii . Here

ℓi j = (xi j ,yi j ) ∈ R
2, where 0 ≤ xi j ≤W and 0 ≤ yi j ≤ H , indicates

the center of the j-th ROI in the i-th image. The label yi is only
determined by the objects/contents within these ROIs.
Region of Interest (ROI): In the multi-attention classiication
problem, each ROI is a part of the image that contains information
pertinent to the label of the image. For instance, in an fMRI image
of the human brain, each ROI is one of the brain regions related to
a certain neurological disease.

The goal of multi-attention classiication is to learn a model
f : RW ×H×C 7→ L. Speciically, we are interested in learning an
attention-based model, which interacts with a test image I that
iteratively extracts useful information from a test image through
multiple steps. In each step, the attention model obtains a glimpse,
i.e., patch,Xt of the image I around a queried location. The attention-
based model contains a policy function for visual attention π (ht ) =

(xt+1,yt+1). Here, ht represents the hidden state of the model at the
t-th step of interaction with the image while (xt+1,yt+1) represents
the location where the attention mechanism wants to obtain the
next glimpse, at step t + 1, on the test image I.

In this paper, we focus on studying the guided multi-attention
classiication problem, which has the following properties: (1) train-
ing set size (i.e., |D|) is small; (2) image size is large; (3) the class
label of each image is related to multiple ROIs ś for instance, the
sum (label) of multiple digits (ROIs) in an image, or the correlation
(label) between the activities of diferent brain regions (ROIs) in an
fMRI scan; and (4) ground-truth locations of ROIs are only provided
for a small training set.

3 OUR PROPOSED METHOD: GARN

3.1 RAM Background

Our proposed approach is inspired by the RAMmodel introduced by
Mnih et al. [19]. In RAM, an RL agent interacts with an input image
through a sequence of steps. At each step, guided by attention, the
agent takes a small patch (or glimpse) of a certain part of the image.
The model then updates its internal state with the information
provided by the observed glimpse and uses this to decide the next
location to focus its attention on. After several steps, the model
makes a prediction on the label of the image. Overall, RAM consists

of a glimpse network, a core network, a location network, and an
action network.
• Glimpse network takes a sensor-provided glimpse, Xt , of the
input image at time t and encodes it into a łretina-likež glimpse
representation, xt .
• Core network is a recurrent neural network. It obtains a new
internal state by taking the glimpse representation and combining
this with its current internal state. The internal state is a hidden
representation which encodes the history of interactions between
the agent and the input image.
• Location network takes the internal state at time t and outputs
a location, ℓt , which is where the sensor will be deployed at the
next step. Each location, ℓt , is assigned a corresponding task-based
reward.
• Action network takes the internal state at time t as input and
generates an action at . When RAM is applied to image classiication,
only the inal action, which is used to predict the image label, is
utilized. The action earns a reward of 1 if the prediction is correct,
otherwise reward is 0.

The t-step agent’s interactions with the input image can be
denoted as a sequence S1:t = (x1, ℓ1,a1, x2, ℓ2,a2, · · · , xt ). RAM
learns a function which maps S1:t to a distribution over all possible
sensor locations and agent actions. The goal is to learn a policy
which determines where to move and what actions to take that
maximizes reward.

3.2 Dual RNN Structure

Conventional attention-based methods tend to rely on large-scale
datasets for training. However, in many real-world applications,
such as medical imaging, the number of available images can be
relatively small. For instance, the neuroimaging dataset that Zhang
et al. [25] studied had less than a hundred samples. As we illus-
trated in Figure 2, training attention-based methods on smaller
scale training data leads to some unique challenges.

Our key insight is as follows. Instead of trying to learn the loca-
tions of the various ROIs as well as the relevant content in each of
the ROIs using a single network, like conventional approaches, we
divide this process into two connected sub-processes. To make the
most of the small number of training images and to fully leverage
the power of expert-provided guidance (e.g., locations of ROIs), we
design a guided multi-attention model with two complementary
RNNs (see Figure 3). The irst RNN is used to locate ROIs in the
image while the second one is used solely for classiication. While
the two RNNs take patches of an image at the same position as
input, we expect them to remember diferent things about the input
due to a diference in their function.

We now introduce our proposed model architecture. In the sub-
sequent discussions, we will use the same notations as [19]. Let
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Attention model: Recently, researchers have begun to explore
attention-based deep learning models for visual tasks [3, 9, 14, 21]
and natural language processing [4, 24]. Speciically, Mnih et al. [19]
proposed the recurrent attention model (RAM) to tackle the issue
of high computation complexity when dealing with large images.
Other work based on RAM have also tackled the problems of multi-
object recognition and depth-based person identiication [3, 12].
Most recently, Tariang [5] proposed a recurrent attention model
to classify natural images and computer generated images. The
structure and training method are similar with [3, 19], while it uses
a CNN to implement its glimpse network. Meanwhile, Zhao [27]
combined a recurrent convolutional network with recurrent atten-
tion for pedestrian attribute recognition, which uses a soft attention
mechanism instead of the hard attention used by RAM. Another
recent study leveraging the soft attention mechanism is [30], which
uses recurrent attention residual modules to reine the feature maps
learned by convolutional layers. In the areas of person identiication,
sequence generation, image generation, some other works [16, 29]
are also utilize both attentional processing as well as RNNs.

6 CONCLUSION

In this paper, we irst formulated the Guided Multi-Attention Clas-
siication problem. We then proposed the use of a guided attention
recurrent network (GARN) to solve the problem. Our proposed
method addresses the challenges of training with only a small num-
ber of samples by efectively leveraging the guidance information in
the form of ROI locations. Speciically, GARN learns to identify the
locations of ROIs and to perform classiications using two separate
RNNs.We performed extensive evaluations on threemulti-attention
classiication tasks. Our results across all three tasks demonstrated
that GARN outperforms all baseline models. In particular, when
the training set size is limited, we observed up to a 30% increase in
performance.
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