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Abstract
We establish matching upper and lower complexity bounds for gradient descent and stochastic
gradient descent on quadratic functions, when the gradients are delayed and reflect iterates from
τ rounds ago. First, we show that without stochastic noise, delays strongly affect the attainable
optimization error: In fact, the error can be as bad as non-delayed gradient descent ran on only 1/τ
of the gradients. In sharp contrast, we quantify how stochastic noise makes the effect of delays
negligible, improving on previous work which only showed this phenomenon asymptotically or for
much smaller delays. Also, in the context of distributed optimization, the results indicate that the
performance of gradient descent with delays is competitive with synchronous approaches such as
mini-batching. Our results are based on a novel technique for analyzing convergence of optimization
algorithms using generating functions.
Keywords: optimization, stochastic gradient descent, delayed, asynchronous, upper bounds, lower
bounds

1. Introduction

Gradient-based optimization methods are widely used in machine learning and other large-scale
applications, due to their simplicity and scalability. However, in their standard formulation, they are
also strongly synchronous and iterative in nature: In each iteration, the update step is based on the
gradient at the current iterate, and we need to wait for this computation to finish before moving to the
next iterate. For example, to minimize some function F , plain stochastic gradient descent initializes
at some point w0, and computes iterates of the form

wk+1 = wk − η(∇F (wk) + ξk) , (1)

where ∇F (wk) is the gradient of F at wk, η is the step size and ξ1, ξ2, . . . are independent zero-
mean noise terms. Unfortunately, in several important applications, a direct implementation of this is
too costly. For example, consider a setting where we wish to optimize a function F using a distributed
platform, consisting of several machines with shared memory. We can certainly implement gradient
descent, by letting one of the machines compute the gradient at each iteration, but this is clearly
wasteful, since just one machine is non-idle at any given time. Thus, it is highly desirable to use
methods which parallelize the computation. One approach is to employ mini-batch gradient methods,
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which parallelize the computation of the stochastic gradient, and their analysis is relatively well
understood (e.g. Dekel et al. (2012); Cotter et al. (2011); Shamir and Srebro (2014); Takác et al.
(2013)). However, these methods are still generally iterative and synchronous in nature, and hence
can suffer from problems such as having to wait for the slowest machine at each iteration.

A second and popular approach is to utilize asynchronous gradient methods. With these methods,
each update step is not necessarily based just on the gradient of the current iterate, but possibly on
the gradients of earlier iterates (often called stale updates). For example, when optimizing a function
using several machines, each machine might read the current iterate from a shared parameter server,
compute the gradient at that iterate, and then update the parameters, even though other machines
might have performed other updates to the parameters in the meantime. Although such asynchronous
methods often work well in practice, analyzing them is much trickier than synchronous methods.

In our work, we focus on arguably the simplest possible variant of these methods, where we
perform plain stochastic gradient descent on a convex function F on Rd, with a fixed delay of τ > 0
in the gradient computation:

wk+1 = wk − η(∇F (wk−τ ) + ξk) , (2)

where we assume that w0 = w1 = . . . = wτ . Compared to Eq. (1), we see that the gradient is
computed with respect to wk−τ rather than wk. Already in this simple formulation, the precise effect
of the delay on the convergence rate is not completely clear. For example, for a given number of
iterations k, how large can τ be before we might expect a significant deterioration in the accuracy?
And under what conditions? Although there exist some prior results in this direction (which we
survey in the related work section below), these questions have remained largely open.

In this paper, we aim at providing a tight, finite-time convergence analysis for stochastic gradient
descent with delays, focusing on the simple case where F is a convex quadratic function. Although
a quadratic assumption is non-trivial, it arises naturally in problems such as least squares, and is
an important case study since all smooth and convex function are locally quadratic close to their
minimum (hence, our results should still hold in a local sense). In future work, we hope to show that
our results are also applicable more generally.

First, we consider the case of deterministic delayed gradient descent (DGD, defined in Eq. (2)
with ξk = 0). Assuming the step size η is chosen appropriately, we prove that

F (wk)− F (w∗) ≤ 5µ‖w0 −w∗‖2 exp

(
− λ(k + 1)

10µ(τ + 1)

)
after k iterations, over the class of λ-strongly convex µ-smooth quadratic functions with a minimum
at w∗, and

F (wk)− F (w∗) ≤ 17µ‖w0 −w∗‖2(τ + 1)

k + 1

over the class of µ-smooth convex quadratic functions with minimum at w∗. In terms of iteration
complexity, the number of iterations k required to achieve a fixed optimization error of at most ε in
the strongly convex and the convex cases is therefore

O
(
τ · κ ln

(
µ‖w0 −w∗‖2

ε

))
and O

(
τ · µ‖w0 −w∗‖2

ε

)
(3)
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respectively, where κ := µ/λ is the so-called condition number1. When τ is a bounded constant,
these bounds match the known iteration complexity of standard gradient descent without delays
Nesterov (2004). However, as τ increases, both bounds deteriorate linearly with τ . Notably, in
our setting of delayed gradients, this implies that DGD is no better than a trivial algorithm, which
performs a single gradient step, and then waits for τ rounds till the delayed gradient is received,
before performing the next step (thus, the algorithm is equivalent to non-delayed gradient descent
with k/τ gradient steps, resulting in the same linear deterioration of the iteration complexity with τ ).

Despite these seemingly weak guarantees, we show that they are in fact tight in terms of τ ,
by proving that this linear dependence on τ is unavoidable with standard gradient-based methods
(including gradient descent). The dependence on the other problem parameters in our lower bounds is
a bit weaker than our upper bounds, but can be matched by an accelerated gradient descent procedure
(see Sec. 3 for more details).

In the second part of our paper, we consider the case of stochastic delayed gradient descent
(SDGD, defined in (2)). Assuming ξk satisfies E[‖ξk‖2] ≤ σ2 and that the step size η is appropriately
tuned, we prove that

E [F (wk)− F (w∗)] ≤ Õ
(
σ2

λk
+ µ‖w0 −w∗‖2 exp

(
− λk

10µτ

))
. (4)

for λ-strongly convex, µ-smooth quadratic functions with minimum at w∗, and

E [F (wk)− F (w∗)] ≤ Õ
(
‖w0 −w∗‖σ√

k
+
‖w0 −w∗‖2µτ

k

)
. (5)

for µ-smooth convex quadratic functions. In terms of iteration complexity, these correspond to

Õ
(
σ2

λε
+ τ · κ ln

(
µ‖w0 −w∗‖2

ε

))
and Õ

(
‖w0 −w∗‖2σ2

ε2
+ τ · ‖w0 −w∗‖2µ

ε

)
, (6)

in the strongly convex and convex cases respectively, where again κ := µ/λ. As in the deterministic
case, when τ is a bounded constant, these bounds match the known iteration complexity bounds for
standard gradient descent without delays Bubeck et al. (2015); Shamir and Zhang (2013). Moreover,
these bounds match the bounds for the deterministic case in Eq. (3) when σ2 = 0 (i.e. zero noise), as
they should. However, in sharp contrast to the deterministic case, the dependence on τ in Eq. (6) is
quite different: The delay τ only appears in second-order terms (as ε→ 0), and its influence becomes
negligible when ε is small enough. The same effect can be seen in Eq. (4) and Eq. (5): Once the
number of iterations k is large enough, the first term in both bounds dominates, and τ no longer plays
a role. More specifically:

• In the strongly convex case, the effect of the delay becomes negligible once the target accuracy ε
is sufficiently smaller than Õ(σ2/(µτ)), or when the number of iterations k is sufficiently larger
than Ω̃(τµ/λ). In other words, assuming the condition number µ/λ is bounded, we can have the
delay τ nearly as large as the total number of iterations k (up to log-factors), without significant
deterioration in the convergence rate. Note that this is a mild requirement, since if τ ≥ k, the
algorithm receives no gradients and makes no updates.

1. Following standard convention, we use here the O-notation to hide constants, and tilde Õ-notation to hide constants
and factors polylogarithmic in the problem parameters.
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• In the convex case, the effect of the delay becomes negligible once the target accuracy ε is
sufficiently smaller than Õ(σ2/(µτ)), or when the number of iterations k is sufficiently larger
than Ω̃((‖w0 −w∗‖µτ/σ)2). Compared to the strongly convex case, here the regime is the same
in terms of ε, but the regime in terms of k is more restrictive: We need k to scale quadratically
(rather than linearly) with τ . Thus, the maximal delay τ with no performance deterioration is order
of
√
k.

Finally, it is interesting to compare our bounds to those of mini-batch stochastic gradient descent
(SGD), which can be seen as a synchronous gradient-based method to cope with delays, especially in
distributed optimization and learning problems Dekel et al. (2012); Cotter et al. (2011); Agarwal
and Duchi (2011). In mini-batch SGD, each update step is performed only after accumulating and
averaging a mini-batch of b stochastic gradients, all with respect to the same point:

∀k ∈ {0, b, 2b, . . .}, wk+b = wk − η ·
1

b

b−1∑
i=0

(∇F (wk) + ξk+i) ,

Although the algorithm makes an update only every b stochastic gradient computations, the averaging
reduces the stochastic noise, and helps speed up convergence. Moreover, this can be seen as a
particular type of algorithm with delayed updates (with the delay correspond to b), as we use
∇F (wk) to compute iterate wk+b. The important difference is that it is an inherently synchronous
method, that waits for all b stochastic gradients to be computed before performing an update step.
Remarkably, the bounds we proved above for delayed SGD are essentially identical to those known
for mini-batch SGD, with the delay τ replaced by the mini-batch size b (at least in the convex case
where mini-batch SGD has been more thoroughly analyzed). This indicates that an asynchronous
method like delayed SGD can potentially match the performance of synchronous methods like
mini-batch SGD, even without requiring synchronization – an important practical advantage.

Analyzing gradient descent with delays is notoriously tricky, due to the dependence of the updates
on iterates produced many iterations ago. The technique we introduce for deriving our upper bounds
is primarily based on generating functions, and might be useful for studying other optimization
algorithms. We discuss this approach more thoroughly in Section 2. The rest of the paper is devoted
mostly to presenting the formal theorems and an explanation of how they are derived (with technical
details relegated to the supplementary material).

Related Work

There is a huge literature on asynchronous versions of gradient-based methods (see for example the
seminal book Bertsekas and Tsitsiklis (1989)), including treating the effect of delay. However, most
of these do not consider the setting we study here. For example, there has been much recent interest
in asynchronous algorithms, in a model where there is a delay in updating individual coordinates
in a shared parameter vector (e.g., the Hogwild! algorithm of Recht et al. (2011), or more recently
Mania et al. (2015); Leblond et al. (2018)). Of course, this is a different model than ours, where the
updates use a full gradient vector. Other works (such as Sirb and Ye (2016)) focus on a setting where
different agents in a network can perform local communication, which is again a different model
than ours. Yet other works focus on sharp but asymptotic results, and do not provide guarantees after
a fixed number k of iterations (e.g., Chaturapruek et al. (2015)).

Moving closer to our setting, Nedić et al. (2001) showed convergence for delayed gradient
descent, with the result implying an

√
τ/k convergence rate for convex functions. A similar bound
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on average regret has been shown in an adversarial online learning setting, for general convex
functions, and this bound is known to be optimal Joulani et al. (2013). These results differ from
our setting, in that they consider possibly non-smooth functions, in which the dependence on k
is no better than 1/

√
k even without delays and no noise, and where the delay τ always plays a

significant role. In contrast, we focus here on smooth functions, where rates better than 1/
√
k are

possible, and where the effect of τ is more subtle. In Feyzmahdavian et al. (2014), the authors study
a setting very similar to ours in the deterministic case, and manage to prove a linear convergence
rate, but for a less standard algorithm, different than the one we study here (with iterates of the
form wt+1 = wt−τ − ∇F (wt−τ )). Perhaps the works closest to ours are Agarwal and Duchi
(2011); Feyzmahdavian et al. (2016), which study stochastic gradient descent with delayed gradients.
Moreover, they consider a setting more general than ours, where the delay at each iteration is any
integer up to τ (rather than fixed τ ), and the functions are not necessarily quadratic. On the flip side,
their bounds are significantly weaker. For example, for smooth convex functions and an appropriate
step size, (Agarwal and Duchi, 2011, Corollary 1) show a bound of

O
(
σ√
k

+
τ2 + 1

σ2k

)
.

in terms of k, τ, σ. Note that this bound is vacuous in the deterministic or near-deterministic case
(where σ2 ≈ 0), and is weaker than our bounds. With a different choice of the step size, it is
possible to get a non-vacuous bound even if σ2 → 0, but the dependence on τ becomes even stronger.
Feyzmahdavian et al. (2016) improve the bound to

O
(
σ√
k

+
τ2 + 1

k

)
and O

(
σ2

k
+
τ4 + 1

k2

)
.

in the convex and strongly convex case respectively. Even if σ2 = 0, the iteration complexity
is O(τ2/ε) and O(τ2/

√
ε), and implies a quadratic dependence on τ (whereas in our bounds the

scaling is linear). When σ2 is positive, the effect of delay on the bound is negligible only up to
τ = O( 4

√
(k)) (in contrast to Õ(

√
k) or even Õ(k) in our bounds). We note that there are several

other works which study a similar setting (such as Sra et al. (2015)), but do not result in bounds
which improve on the above. Finally, we note that Langford et al. (2009) attempt to show that for
stochastic gradient descent with delayed updates, the dependence on the delay τ is negligible after
sufficiently many iterations. Unfortunately, as pointed out in Agarwal and Duchi (2011), the analysis
contains a bug which make the results invalid.

2. Framework and the Generating Functions Approach

Throughout, we will assume that F is a convex quadratic function specified by

F (w) :=
1

2
w>Aw + l>w + c, (7)

where A ∈ Rd×d is a positive semi-definite matrix whose eigenvalues a1, . . . , ad are in [0, µ] (where
µ is the smoothness parameter), l ∈ Rd and c ∈ R. To make the optimization problem meaningful, we
further assume that F is bounded from below, which implies that it has some minimizer w∗ ∈ Rd at
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which the gradient vanishes (for completeness, we provide a proof in Lemma 7 in the supplementary
material). Letting ek = wk −w∗, it is easily verified that

F (wk)− F (w∗) =
1

2

∥∥∥√A(w −w∗)
∥∥∥2 =

1

2

∥∥∥√Aek∥∥∥2 , (8)

so our goal will be to analyze the dynamics of ek.
To explain our technique, consider the iterates of DGD on the function F , which can be written

as wk+1 = wk − η∇F (wk−τ ) = wk − η(Awk−τ + l). Since ∇F (w∗) = 0, we have w∗ =
w∗ − η(Aw∗ + l), by which it follows that the error term ek = wk −w∗, satisfies the recursion
ek+1 = ek − ηAek−τ , and (by definition of the algorithm) e0 = e1 = . . . = eτ . By some simple
arguments, our analysis then boils down to bounding the elements of the scalar-valued version of this
sequence, namely

b0 = · · · = bτ ∈ R,
bk+1 = bk − αbk−τ , k ≥ τ,

(9)

for some integer τ ≥ 0 and non-negative real number α ≥ 0. To analyze this sequence, we rely on
tools from the area of generating functions, which have proven very effective in studying growth
rates of sequences in many areas of mathematics. We now turn to briefly describe these functions
and our approach (for general surveys on generating functions, see e.g., Wilf (2005); Flajolet and
Sedgewick (2009); Stanley (1986)).

Generally speaking, generating functions are formal power series associated with infinite se-
quences of numbers. Concretely, given a sequence (bk) of numbers in a ring R, we define the
corresponding generating function as a formal power series in z, defined as f(z) =

∑∞
k=0 bkz

k. The
set of all formal power series in z over R is denoted by R[[z]]. Moreover, given two power series
defined by sequences (ak) and (ck), we can define their addition as the power series corresponding
to (ak + ck), and their multiplication as the coefficients of the Cauchy product of the power series,
namely (

∑
k akz

k)(
∑

k ckz
k) =

∑
k(
∑k

l=0 alck−l)z
k. In particular, over the reals, R[[z]] endowed

with addition and multiplication is a commutative ring, and the set of matrices with elements in
R[[z]] (with the standard addition and multiplication operations) forms a matrix algebra, denoted by
M(R[[z]]). We will often use the fact that any matrix, whose entries are power series with scalar
coefficients, can also be written as a power series with matrix-valued coefficients: More formally,
M(R[[z]]) is naturally identified with the ring of formal power series with real matrix coefficients
M(R)[[z]]. To extract the coefficients of a given M(z) ∈M(R[[z]]), we shall use the conventional
bracket notation [zk]M(z), defined to be a matrix whose entries are the k’th coefficients of the
respective formal power series.

Returning to Eq. (9), we write (bk) as a formal power series denoted by f(z), and proceed as
follows,

f(z) =

τ∑
k=0

bkz
k +

∞∑
k=τ+1

(bk−1 − αbk−τ−1)zk =

τ∑
k=0

bkz
k +

∞∑
k=τ+1

bk−1z
k − α

∞∑
k=τ+1

bk−τ−1z
k

=
τ∑
k=0

bkz
k + z

(
f(z)−

τ−1∑
k=0

bkz
k

)
− αzτ+1f(z) = b0 + (z − αzτ+1)f(z) . (10)

Denoting
πα(z) := 1− z + αzτ+1
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and rearranging terms gives

f(z) =
b0

πα(z)
=⇒ bk = [zk]f(z) = [zk]

b0
πα(z)

(11)

(by a well-known fact, πα(z) is invertible in R[[z]], as its constant term 1 is trivially invertible in R
– see surveys mentioned above). We now see that the problem of bounding the coefficients (bk) is
reduced to that of estimating the coefficients of the rational function 1/πα(z), written as a power
series. Note that for the analogous problem where the elements of the sequence are vectors (bk)

∞
k=0

and the factor α is replaced by αA for some square matrix A, the same derivation as above yields∑∞
k=0 bkz

k = (I − z + αAz)−1b0 (likewise, I − z +Az is invertible inM(R)[[z]] as its constant
term I is invertible inM(R)).

To estimate the coefficients of 1/πα(z), we form the corresponding partial fraction decomposition.
First, we note that as a polynomial of degree τ + 1, πα(z) has τ + 1 roots ζ1, . . . , ζτ+1 (possibly
complex-valued, and all non-zero since πα(0) = 1 for any α ∈ R). Assuming α is chosen so that all
the roots are distinct (equivalently, π′α(ζi) 6= 0, for i ∈ [τ + 1]), we have by a standard derivation

1

πα(z)
=

τ+1∑
i=1

1

π′α(ζi)(z − ζi)
=

τ+1∑
i=1

−1

π′α(ζi)ζi
· 1

1− z
ζi

=

τ+1∑
i=1

−1

π′α(ζi)ζi

∞∑
k=0

(
z

ζi

)
k.

Thus,

[zk]

(
1

πα(z)

)
=

τ+1∑
i=1

−1

π′α(ζi)ζ
k+1
i

. (12)

To bound the magnitude of 1/ζi and π′α(ζi), we invoke the following lemma, whose proof (in the
supplementary material) relies on standard tools from complex analysis:

Lemma 1 Let α ∈ (0, 1/20(τ + 1)], and assume |ζ1| ≤ |ζ2| ≤ · · · ≤ |ζτ+1|, then

1. ζ1 is a real scalar satisfying 1/ζ1 ≤ 1− α, and for i > 1, |1/ζi| ≤ 1− 3
2(τ+1) .

2. |π′α(ζi)| > 1/2, for any i ∈ [τ + 1].

With this lemma at hand, we have∣∣∣∣[zk]( 1

πα(z)

)∣∣∣∣ ≤ 2(1− α)k+1 + 2τ

(
1− 3

2(τ + 1)

)k+1

≤ 2(1− α)k+1

(
1 + τ exp

(
−k + 1

τ + 1

))
,

where the last inequality is due to Lemma 9 (provided in the supplementary material). Moreover, one
can use elementary arguments to show that |[zk]1/πα(z)| ≤ 1 for any k ≥ 0, as long as α ∈ [0, 1/τ ]
(see Lemma 6 in the supplementary material). Overall, for any τ ≥ 0, we have

∣∣∣[zk]( 1
πα(z)

)∣∣∣ ≤ 1 0 ≤ k ≤ (τ + 1) ln(2(τ + 1))− 1,∣∣∣[zk]( 1
πα(z)

)∣∣∣ ≤ 3(1− α)k+1 k ≥ (τ + 1) ln(2(τ + 1)),
(13)

which, using Eq. (11), gives the desired bounds on the elements (bk) defined in Eq. (9).
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We would like to remark at this point that a common technique of studying the growth rate
of sequences in the context of optimization, such as (bk), is to express the dynamics in a higher-
dimensional space, over which the task boils down to bounding the norm of powers of a given matrix
(e.g., Flammarion and Bach (2015); O’Neill and Wright (2017); Arjevani et al. (2016)). In more
detail, first Eq. (9) is re-expressed over Rτ+1 as follows

b0 =

 b0
...
bτ

 ∈ Rτ+1, bk = Mbk−1, k ≥ 1, where M =


0 1

0 1
. . . . . .

−α, 0 . . . 0 1

 .

One then proceeds by forming a convenient way of iteratingM which typically involves bounding the
corresponding eigenvalues and using a suitable matrix decomposition. Here, M forms a companion
matrix. In particular, the spectral decomposition theorem for normal matrices does not apply. Using
Jordan normal form instead, results in Vandermonde transition matrices, whose condition number
behaves poorly in general and forms a major obstacle for the convergence analysis (e.g., Pan (2016)).
Compared to this technique, the generating functions-based approach offers a more accessible way
of controlling the non-asymptotic growth rate of (bk) by relying on other types of quantities which
seem to be more tangible for the problem at hand (e.g., roots of the derivative of the characteristic
polynomial, as demonstrated above). To the best of our knowledge, this is the first time generating
functions are used in the context of optimization for deriving converge rates.

3. Deterministic Delayed Gradient Descent

We start by analyzing the convergence of DGD for λ-strongly convex and µ-smooth quadratic
functions, where the eigenvalues of A are assumed to lie in [λ, µ] for some µ ≥ λ > 0.

Following the same line of the derivation as in Eq. (10), we obtain e(z) = (I−Iz+ηAzτ+1)−1e0.
Letting [d] := {1, 2, . . . , d}, it follows that for any k ≥ (τ + 1) ln(2(τ + 1)),

‖ek‖ = ‖[zk]
(
(I − Iz + ηAzτ+1)−1e0

)
‖ (a)

= ‖[zk]
(
(I − Iz + ηAzτ+1)−1

)
e0‖

(b)

≤ max
i∈[d]

∣∣∣∣[zk] 1

πηai(z)

∣∣∣∣ ‖e0‖ (c)

≤ 3 max
i∈[d]

(1− ηai)k+1‖e0‖
(d)

≤ 3(1− ηλ)k+1‖e0‖ ,
(14)

where (a) follows by the linearity of the bracket operation [zk], (b) by eigendecomposition of A
(that reveals that the spectral norm of a matrix polynomial equals the absolute value of the same
polynomial in one of its eigenvalues), (c) by Ineq. (13) for ηµ ∈ (0, 1/(20(τ + 1))], and (d) by the
fact that ai ≥ λ for all i. By Eq. (8) and the fact that all the eigenvalues of A are at most µ, we have
the following bound:

Theorem 2 For any delay τ ≥ 0 and k ≥ (τ + 1) ln(2(τ + 1)), running DGD with step size
η ∈ (0, 1/(20µ(τ + 1))] on a µ-smooth, λ-strongly convex quadratic function yields

F (wk)− F (w∗) ≤ 5µ (1− ηλ)2(k+1) ‖w0 −w∗‖2.

In particular, setting η = Ω(1/µτ), we get that

F (wk)− F (w∗) ≤ 5µ‖w0 −w∗‖2 exp

(
−Ω

(
kλ

µτ

))
.
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Note that the assumption that k ≥ (τ+1) ln(2(τ+1)) is very mild, since if k ≤ τ then the algorithm
trivially makes no updates after k rounds.

We now turn to analyze the case of µ-smooth convex quadratic functions, where the eigenvalues
of the matrix A are assumed to lie in [0, µ]. Following the same derivation as in Ineq. (14) and using
Ineq. (8), we have for any k ≥ (τ + 1) ln(2(τ + 1)) and η ∈ (0, 1/(20µ(τ + 1))],

F (wk)− F (w∗) =
1

2
‖
√
Aek‖2 =

1

2
‖
√
A[zk]

(
(I − Iz + ηAzτ+1)−1

)
e0‖2

(a)

≤ 1

2

(
3 max
i∈[d]

√
ai(1− ηai)k+1

)2

‖e0‖2
(b)

≤ 9

4eη(k + 1)
‖e0‖2 ,

(15)

where e = 2.718... is Euler’s number, (a) is by the fact that the spectral norm of a matrix polynomial
equals the absolute value of the same polynomial in one of its eigenvalues, and (b) is by the fact that√
ai(1− ηai)k+1 ≤ 1/

√
2eη(k + 1) for any i ∈ [d] (see Lemma 11 in the supplementary material).

We have thus arrived at the following bound for the convex case:

Theorem 3 For any delay τ ≥ 0 and k ≥ (τ + 1) ln(2(τ + 1)), running DGD with step size
η ∈ (0, 1/(20µ(τ + 1))] on a µ-smooth convex quadratic function yields

F (wk)− F (w∗) ≤ 9

4eη(k + 1)
‖w0 −w∗‖2 .

In particular, if we set η = Ω(1/µτ), we get that

F (wk)− F (w∗) ≤ O
(
µτ‖w0 −w∗‖2

k

)
.

As discussed in the introduction, the theorems above imply that a delay of τ increases the iteration
complexity by a factor of τ . We now turn to present lower bounds which imply that this linear
dependence on τ is unavoidable, for a large family of gradient-based algorithms (of which gradient
descent is a special case). Specifically, we will consider any iterative algorithm producing iterates
w0,w1, . . . which satisfies the following:

w0 = . . . = wτ = 0 and ∀k ≥ t, wk+1 ∈ span{∇F (w0),∇F (w1), . . . ,∇F (wk−τ )} . (16)

This is a standard assumption in proving optimization lower bounds (see Nesterov (2004)), and is
satisfied by most standard gradient-based methods, and in particular our DGD algorithm. We also
note that this algorithmic assumption can be relaxed at the cost of a more involved proof, similar to
Nemirovsky and Yudin (1983); Woodworth and Srebro (2016) in the non-delayed case.

Theorem 4 Consider any algorithm satisfying Eq. (16). Then the following holds for any k ≥ τ + 1
and sufficiently large dimensionality d:

• There exists a µ-smooth, λ-strongly convex function F over Rd, such that

F (wk)− F (w∗) ≥ λ

4
exp

− 5k(√
µ/λ− 1

)
(τ + 1)

 ‖w0 −w∗‖2 .

9
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• There exists a µ-smooth, convex quadratic function F over Rd, such that

F (wk)− F (w∗) ≥ µ(τ + 1)2‖w0 −w∗‖2

45k2
.

The proof of the theorem is very similar to standard optimization lower bounds for gradient-based
methods without delays (e.g., Nesterov (2004); Lan and Zhou (2018)), and is presented in the
supplementary material. In fact, our main contribution is to recognize that the proof technique easily
extends to incorporate delays.

In terms of iteration complexity, these bounds correspond to Ω
(
τ ·
√
µ/λ · ln

(
λ‖w0 −w∗‖2/ε

))
in the strongly convex case, and Ω

(
τ ·
√
µ‖w0 −w∗‖2/ε2

)
in the convex case, which show that the

linear dependence on τ is inevitable. The dependence on the other problem parameters is somewhat
better than in our upper bounds, but this is not just an artifact of the analysis: In our delayed setting,
the lower bounds can be matched by running accelerated gradient descent (AGD) Nesterov (2004),
where each time we perform an accelerated gradient descent step, and then stay idle for τ iterations
till we get the gradient of the current point. Overall, we perform k/τ accelerated gradient steps, and
can apply the standard analysis of AGD to get an iteration complexity which is τ times the iteration
complexity of AGD without delays. These match the lower bounds above up to constants. We believe
it is possible to prove a similar upper bound for AGD performing an update with a delayed gradient at
every iteration (like our DGD procedure), but the analysis is more challenging than for plain gradient
descent, and we leave it to future work.

4. Stochastic Delayed Gradient Descent

In this section, we study the case of noisy gradient updates (namely, SDGD), in which the influence
of the delay is quite different than in the noiseless case. Instantiating SDGD for quadratic F (w)
(defined in (7)) results in the following update rule

wk+1 = wk − η∇F (wk−τ + εk) = wk − η(Awk−τ + l + ξk) , (17)

where ξk, k ≥ 0 are independent zero-mean noise terms satisfying E[‖ξt‖2] ≤ σ2. As before, in
terms of the error term ek = wk − w∗, Eq. (17) reads as ek+1 = ek − ηAek−τ − ηξk. Given a
realization of (ξk), we denote its associated formal power series by g(z) :=

∑∞
k=τ ξkz

k. As before,
we get that the formal power series of the error terms (ek) satisfies e(z) = (I−Iz+ηAzτ+1)−1(e0−
ηg(z)). We can now bound the error terms by extracting the corresponding coefficients of e(z).
Letting D := (I − Iz + ηAzτ+1)−1, we have for any k ≥ (τ + 1) ln(2(τ + 1)),

2 · E[F (wk)− F (w∗)] = E
[∥∥∥√Aek∥∥∥2] = E

[∥∥∥√A [zk] (D(e0 − ηg(z)))
∥∥∥2]

(a)
=
∥∥∥√A [zk]De0

∥∥∥2 + η2E
[∥∥∥√A [zk] (Dg(z))

∥∥∥2]
(b)
= ‖
√
A [zk]De0‖2 + η2E

[
‖
√
A

k∑
i=0

(
[zi]D

)
ξk−i‖2

]
(c)

≤ ‖
√
A [zk]D‖2‖e0‖2 + η2σ2

k∑
i=0

∥∥∥√A [zi]D
∥∥∥2 , (18)

10



CONVERGENCE ANALYSIS FOR DELAYED GRADIENT DESCENT

where (a) follows by the linearity of the bracket operation [zk] and the assumption that E[ξk] = 0
for all k (hence E[g(z)] = 0), (b) follows by the Cauchy product for formal power series, and (c) by
the hypothesis that ξk are independent and satisfy E[‖ξk‖2] ≤ σ2 for all k. We then upper bound
both terms, building on Ineq. (13) (see the supplementary material for a full derivation), resulting in
the following theorem:

Theorem 5 Assuming the step η satisfies η ∈ (0, 1
20µ(τ+1) ], and k ≥ (τ + 1) ln(2(τ + 1)), the

following holds for SDGD:

• For λ-strongly convex, µ-smooth quadratic convex functions, E[F (wk)− F (w∗)] is at most

5µ exp(−2ηλ(k + 1))‖w0 −w∗‖2 +
η2σ2

2

(
µ(τ + 1) ln(2(τ + 1)) +

1 + e+ ln( 1
ηλ)

eη

)
.

In particular, by tuning η appropriately,

E (F (wk)− F (w∗)) ≤ Õ
(
σ2

λk
+ µ‖e0‖2 exp

(
− λk

10µτ

))
.

• For µ-smooth quadratic convex functions, E[F (wk)− F (w∗)] is at most

9‖w0 −w∗‖2

4eη(k + 1)
+ η2σ2

(
µ(τ + 1) ln(2(τ + 1)) +

9

2eη
(1 + ln(k + 1))

)
.

In particular, by tuning η appropriately,

E (F (wk)− F (w∗)) ≤ Õ
(
‖w0 −w∗‖σ√

k
+
‖w0 −w∗‖2µτ

k

)
.

As discussed in the introduction in detail, the theorem implies that the effect of τ is negligible once k
is sufficiently large.
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Appendix A. Proof of Lemma 1

Recall that πα(z) = 1− z + αzτ+1, and its roots, denoted by ζi, are ordered such that |ζ1| ≤ |ζ2| ≤
· · · ≤ |ζτ+1|. In order to bound from above the magnitude of 1/ζi, we analyze a related polynomial
pα(z) = zτ+1πa(1/z) which takes the following explicit form

pα(z) = zτ+1 − zτ + α = (z − 1)zτ + α.

The roots of pα are precisely 1/ζi (note that, πa(0) = 1 6= 0, hence ζi 6= 0, i ∈ {1, . . . , τ + 1}).
Thus, bounding from above (below) the magnitude of the roots of pα(z) gives an upper (lower)
bound for |1/ζi|.

We first establish that for any α ∈
(

0, 1
20(τ+1)

]
, pα has a real-valued root in

(
1− 1

2(τ+1) , 1− α
]
.

Indeed, for any such α, we have on the one hand,

pα(1− α) = − α(1− α)τ + α = α (1− (1− α)τ ) ≥ 0,

and on the other hand (using the fact that (1− 1/2x)x ≥ 1/2 for all x ≥ 1),

pα

(
1− 1

2(τ + 1)

)
= − 1

2(τ + 1)

(
1− 1

2(τ + 1)

)τ
+ α

= − 1

2(τ + 1)

((
1− 1

2(τ + 1)

)τ+1
) τ

τ+1

+ α

≤ − 1

2(τ + 1)

(
1

2

) τ
τ+1

+ α < − 1

20(τ + 1)
+ α ≤ 0, (19)

so by continuity of pz , we get that a real-valued root exists in
(

1− 1
2(τ+1) , 1− α

]
.

Next, we show that τ non-dominant roots of pα are of absolute value smaller thanR = 1− 3
2(τ+1) .

To this end, we invoke Rouché’s theorem, which states that for any two holomorphic functions f, g
in some region K ⊆ C with closed contour ∂K, if |g(z)| < |f(z)| for any z ∈ ∂K, then f and
f + g have the same number of zeros (counted with multiplicity) inside K. In particular, choosing
f(z) = −zτ , g(z) = zτ+1 + α and K = {z : |z| ≤ R}, it follows that if |zτ+1 + α| < | − zτ | for
all z such that |z| = R, then f + g (which equals our polynomial pα) has the same number of zeros
as f = −zτ inside K (namely, exactly τ ). However, since pα is a degree τ + 1 polynomial, it has
exactly τ + 1 roots, so the only root of absolute value larger than R is the real-valued one we found
earlier. It remains to verify the condition |zτ+1 + α| < | − zτ | for all z such that |z| = R. For that,
it is sufficient to show that |zτ+1|+ α < |zτ | for all such z, or equivalently, Rτ > α+Rτ+1.

Rτ =

(
1− 3

2(τ + 1)

)τ
=

(
1− 3

2(τ + 1)

)τ
−
(

1− 3

2(τ + 1)

)τ+1

+

(
1− 3

2(τ + 1)

)τ+1

=
3

2(τ + 1)

(
1− 3

2(τ + 1)

)τ
+Rτ+1.

By the inequality 1− 1/(x+ 1) ≥ exp(−1/x) (see Lemma 8 below), we have

1− 3

2(τ + 1)
≥ exp

(
−1

2/3τ − 1/3

)
=⇒

(
1− 3

2(τ + 1)

)τ
≥ exp

(
−τ

2/3τ − 1/3

)

14
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It is straightforward to verify that

−τ
2/3τ − 1/3

≥ −3, τ ≥ 1,

implying that

Rτ =
3

2(τ + 1)

(
1− 3

2(τ + 1)

)τ
+Rτ+1

≥ 3

2e3(τ + 1)
+Rτ+1

>
1

20(τ + 1)
+Rτ+1 ≥ α+Rτ+1 ,

where in the last inequality we used the assumption that α ∈
(

0, 1
20(τ+1)

]
. As mentioned earlier, the

roots of pα are exactly the reciprocals of the roots of πα, therefore we conclude∣∣∣∣ 1

ζi

∣∣∣∣ ≤ 1− 3

2(τ + 1)
, i ∈ [τ ]. (20)

We now turn to bound |π′α(ζi)| from above. By definition, any root of πa satisfies αζτ+1
i −ζi+1 = 0.

Thus, αζτi = ζi−1
ζi

(note that as mentioned in the first part of the proof, ζi 6= 0). This, in turn, gives

π′α(ζi) = α(τ + 1)ζτi − 1 =
(τ + 1)(ζi − 1)

ζi
− 1

=
(τ + 1)(ζi − 1)− ζi

ζi

=
(τ + 1)ζi − (τ + 1)− ζi

ζi

=
τζi − (τ + 1)

ζi
= τ − (τ + 1)

ζi
= (τ + 1)

(
τ

τ + 1
− 1

ζi

)
. (21)

In the previous parts of the proof, we showed that the distance from any root of pα to the contour
{z | |z| = 1− 1/(τ + 1)} is bounded from below by 1

2(τ+1) (Ineq. 19 and Ineq. 20), therefore

|π′α(ζi)| = (τ + 1)

∣∣∣∣1− 1

τ + 1
− 1

ζi

∣∣∣∣ ≥ τ + 1

2(τ + 1)
=

1

2
, i = 1, . . . , τ + 1 ,

thus concluding the proof.

Appendix B. Technical Lemmas

Lemma 6 For any α ∈ [0, 1/τ ] and k ≥ 0, it holds that |[zk]1/πα(z)| ≤ 1.

Proof Recall that by Eq. (11), bk = [zk] b0
πα(z)

. Therefore, suffices it to prove that (bk) (defined in 9)
with b0 = 1 and α ∈ [0, 1/τ ], satisfies |bk| ≤ 1 for any k ≥ 0.
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For the sake of simplicity, we slightly extend (bk) to the negative indices by defining b−τ =
b−τ+1 = · · · = b−1 = 1. We proceed by full induction. The base case holds trivially by the definition
of the initial conditions of bk. For the induction step, suppose that |b0|, . . . , |bk| ≤ 1. We have
bk+1 = bk − αbk−τ , and therefore

bk+1 = (1− α)bk + α(bk − bk−τ ) = (1− α)bk + α

k−1∑
i=k−τ

(bi+1 − bi).

Using the recurrence relation again, this equals

(1− α)bk + α
k−1∑
i=k−τ

(−αbi−τ ) = (1− α)bk − α

(
α
k−τ−1∑
i=k−2τ

bi

)
.

By the induction hypothesis, this equals (1 − α)bk + αrk, where |rk| ≤ ατ ≤ 1. Thus, bk+1 is a
weighted average of bk and rk which are both in [−1,+1] by the induction hypothesis and the above,
implying that we must have bk+1 ∈ [−1,+1] as well. Thus, proving the induction step.

Lemma 7 Let F (w) := 1
2w
>Aw + b>w, A ∈ Rd×d,b ∈ Rd be a convex quadratic function

defined over Rd. If F is bounded from below, then F has a minimizer at which the gradient vanishes.

Proof Since F is convex and twice differentiable, A is positive semidefinite. In particular, we have
Rd = ker(A)⊕ im(A) (namely, the direct sum of the null space and the image space of A). Thus,
b can be expressed as a sum of two orthogonal vectors b = b⊥ + b̄, where b⊥ ∈ ker(A) and
b̄ ∈ im(A). For any α ∈ R, we have

F (αb⊥) =
1

2
((b⊥)>Ab⊥)α2 + αb>b⊥ = α‖b⊥‖2.

By the hypothesis, F is bounded from below, hence b⊥ must vanish (otherwise we can take α→ −∞
and make F as negative as we wish). In particular, b = b̄ ∈ im(A). Let y ∈ Rd be such that
Ay = b, then ∇F (−y) = A(−y) + b = 0. Lastly, F is convex, therefore −y must be a (global)
minimizer, thus concluding the proof.

Lemma 8 For any x > 0, it holds that 1− 1/(x+ 1) ≥ exp(−1/x).

Proof Since (ln(1 + x))′ = 1/(1 + x) > 0 for any x > −1, it follows by the mean-value theorem
that for any x > 0

ln(1 + x) = ln(1 + x)− ln(1) =
1

1 + ξ
x,

for some ξ ∈ (0, x), hence ln(1 + x) ≤ x for any x > 0. In particular, for any x > 0 we have

ln

(
1 +

1

x

)
≤ 1

x
=⇒ ln

(
x

x+ 1

)
≥ −1

x
.

Taking the exponent of both sides yields the desired lower bound.
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Lemma 9 Let τ ≥ 0. If α ∈ (0, 1/(20(τ + 1)] then(
1− 3

2(τ+1)

1− α

)k+1

≤ exp

(
−k + 1

τ + 1

)
.

In particular, for k ≥ (τ + 1) ln(2(τ + 1))− 1, we have

1 + τ

(
1− 3

2(τ+1)

1− α

)k+1

≤ 3/2. (22)

Proof(
1− 3

2(τ+1)

1− α

)k+1

=

(
1− α+ α− 3

2(τ+1)

1− α

)k+1

=

(
1 +

α− 3
2(τ+1)

1− α

)k+1

≤
(

1 + α− 3

2(τ + 1)

)k+1

,

where the latter inequality follows from that fact that α < 1
20(τ+1) <

3
2(τ+1) . Now,(

1 + α− 3

2(τ + 1)

)k+1

≤ exp

(
(k + 1)(α− 3

2(τ + 1)
)

)
≤ exp

(
(k + 1)

(
1

20(τ + 1)
− 3

2(τ + 1)

))
= exp

(
−k + 1

τ + 1

(
3

2
− 1

20

))
≤ exp

(
−k + 1

τ + 1

)
.

Lastly, to derive Ineq. 22, we have

1 + τ

(
1− 3

2(τ+1)

1− α

)k+1

≤ 1 + (τ + 1) exp

(
−k + 1

τ + 1

)
= 1 + exp

(
ln(τ + 1)− k + 1

τ + 1

)
≤ 1 + 1/2,

where the last inequality by the assumption k ≥ (τ + 1) ln(2(τ + 1))− 1.

Appendix C. Proof of Thm. 4

The proof technique is based on a construction, first presented in (Nesterov, 2004, Section 2.1.2),
which has been proven effective in various settings of optimization since then.

First, we address the strongly convex case. Given µ > λ > 0, we consider the following function
(devised by Lan and Zhou (2018)):

F (w) :=
µ(κ− 1)

4

(
1

2
〈Aw,w〉 − 〈ε1,w〉

)
+
λ

2
‖w‖2, (23)

where κ = µ/λ as before, ε1 denotes the first unit vector, and A is a d× d matrix defined as follows

A =


2 −1 0 0 · · · 0 0 0
−1 2 −1 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · ·
0 0 0 0 · · · −1 2 −1

0 0 0 0 · · · 0 −1
√
κ+1√
κ+3

 . (24)
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It can be easily verified that F is µ-smooth and λ-strongly convex function. Moreover, by (Lan
and Zhou, 2018, Lemma 8), it follows that the minimizer of f is w∗ = (q, q2, . . . , qd) where
q = (

√
κ− 1)/(

√
κ+ 1). In particular, if w ∈ Rd is a vector whose all non-zero entries are located

in the first m coordinates, where m is such that d ≥ m/2 + log(1/2)/log(q2), then

‖w‖2

‖w∗‖2
≥
∑d

i=m+1 q
2i∑d

i=1 q
2i

= q2(m+1) 1− q2(d−m−1)

1− q2d
≥ 1

2
q2(m+1) ≥ 1

2
exp

(
−4(m+ 1)√

κ− 1

)
, (25)

where the last two inequalities follow from (Lan and Zhou, 2018, Lemma 9.b) and Lemma 8,
respectively. Therefore, by bookkeeping which entries of the iterates are non-zero, we can bound
from below the distance to the minimizer. To this end, we will need the following lemma which,
based on the tridiagonal structure of the Hessian of F , determines the non-zero entries:

Lemma 10 Let F : Rd → R be a convex quadratic function specified as follows F (w) :=
c
2w
>Aw + dε>1 w, where A is a tridiagonal matrix and c, d are real scalars. Assuming that the

iterates produced by a given optimization algorithm satisfy w0 = · · · = wτ = 0 and

∀k ≥ τ, wk+1 ∈ span{∇F (w0),∇F (w1), . . . ,∇F (wk−τ )},

then wk ∈ span{ε0, ε1, . . . , εbk/(τ+1)c} for all k ≥ 0 (where ε0 denotes the vector of all zeros, and
εi denote the i’th standard unit vector).

Proof
First, note that, given a vector w ∈ Rd, such that w ∈ span{ε0, ε1, . . . , εm} for some m ≥ 0,

we have

∇F (w) = cAw + dε1.

Since the entries of w are all zero start from the m + 1 coordinate, cAw is a linear combination
of the first m columns of A. Being a A tridiagonal matrix, it follows that all the entries of cAw
are zero, except for its first m + 1 coordinates, that is, cAw ∈ span{ε0, ε1 . . . , εm+1}. Together,
∇F (w) = cAw + dε1 ∈ span{ε1 . . . , εm+1}.

We proceed by full induction. For k = 0, . . . , τ , the claim holds trivially. Now, assume the
claim holds for all i ≤ k, where k ≥ τ , we show that the claim holds for k + 1. By the induction
hypothesis, wi ∈ span{ε0, ε1, . . . , εbi/(τ+1)c} for all i ≤ k. Therefore, by the first part of the
proof, we have, ∇F (wi) ∈ span{ε1, ε2, . . . , εbi/(τ+1)c+1} for all i ≤ k, by which we conclude
that span{∇F (w0),∇F (w1), . . . ,∇F (wk−τ )} ⊆ span{ε1, ε2, . . . , εb(k−τ)/(τ+1)c+1}. Thus, by
the linear span assumption, it follows that

wk+1 ∈ span{ε1, ε2, . . . , εb(k−τ)/(τ+1)c+1}. (26)

Observing that,

b(k − τ)/(τ + 1)c+ 1 = b(k − τ)/(τ + 1) + 1c = b(k + 1)/(τ + 1)c,

concludes the proof.
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Overall, by Lemma 10, the k’th iterate wk, has all its entries zero, expect for (possibly) the first
bk/(τ + 1)c first coordinates. By Ineq. 25, for any τ + 1 ≤ k ≤ 2

(
d− log(1/2)

2 log(q)

)
, we then have

‖wk‖2

‖w∗‖2
≥ 1

2
exp

(
−4(bk/(τ + 1)c+ 1)√

κ− 1

)
≥ 1

2
exp

(
−4(k/(τ + 1) + 1)√

κ− 1

)
≥ 1

2
exp

(
− 5k

(
√
κ− 1)(τ + 1)

)
.

For the convex case, we use a construction (devised by Nesterov (2004)) similar to that of the
strongly convex case. Let µ > 0 be fixed and consider the following function

Fk(w) :=
µ

4

(
1

2
〈Akw,w〉 − 〈ε1,w〉

)
,

where Ak is a d× d matrix defined as follows

A =



2 −1 0 0 · · · 0 0 0
−1 2 −1 0 · · · 0 0 0
· · · · · · · · · · · · · · · · · · · · · · · · 0k,d−k
0 0 0 0 · · · −1 2 −1
0 0 0 0 · · · 0 −1 2

0d−k,k 0d−k,d−k

 ,

where 0m,n is an m × n zero matrix. Given an iteration number k such that τ + 1 ≤ k ≤
1
2(d− 1)(τ + 1), we take our function F to be F2b k

τ+1
c+1(w). Using Lemma 10, the only (possibly)

non-zero entries of the k’th iterate wk are the first bk/(τ + 1)c coordinates. Thus, following the
same lines of proof as in (Nesterov, 2004, Theorem 2.1.6) yields

F (wk)− F (w∗)

‖w∗‖2
≥ 3L

32(k/(τ + 1) + 1)2
≥ L(τ + 1)2

45k2
.

Appendix D. Proof of Thm. 5

We will first state and prove the following auxiliary lemma:

Lemma 11 The following holds for any η > 0:

• For any k ≥ 1,

max
{a : 0<a<1/η}

a(1− ηa)k ≤ 1

eηk
,

where e = 2.718... is Euler’s number. In particular,
∑k

i=0 max{a : 0<a<1/η} a(1−ηa)2(i+1) ≤
1

2eηHk ≤ 1
2eη (1 + ln(k + 1)), where Hk denotes the k’th harmonic number.

• If, in addition, we assume that a > λ for some constant λ > 0, then

k∑
i=0

max
{a : λ<a<1/η}

a(1− ηa)2(i+1) ≤
1 + e+ ln( 1

ηλ)

eη
.
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Proof By the well-known inequality 1 + x ≤ exp(x), x ∈ R, and since for the domain over which
we optimize it holds that 1− ηa > 0, we have for any k ≥ 1

a(1− ηa)k ≤ a exp(−ηak).

Let us denote the latter by ψ(a) := a exp(−ηak), and derive for it the desired upper bound.
Taking the derivative of ψ and setting to zero, gives

(1− aηk) exp(−ηak) = 0.

Therefore, the only stationary point of ψ is a∗ = 1
ηk . Since ψ′ is positive for a < a∗ and negative for

a > a∗, it follows that a∗ is a global maximum, at which the value of ψ is 1
eηk , concluding the first

part of the proof.
Now, let λ > 0. Since, the only maximizer of ψ is at a = 1

ηk , if λ ≥ 1
2η(i+1) , or equivalently

i ≥ 1
2ηλ − 1, then max{a : λ<a<1/η} a(1− ηa)2(i+1) ≤ λ(1− ηλ)2(i+1). Therefore,

k∑
i=1

max
{a : λ<a<1/η}

a(1− ηa)2(i+1) ≤
b 1
2ηλ
−1c∑

i=1

max
{a : λ<a<1/η}

a(1− ηa)2(i+1)

+

k∑
i=d 1

2ηλ
−1e

max
{a : λ<a<1/η}

a(1− ηa)2(i+1)

≤
b 1
2ηλ
−1c∑

i=1

1

eηk
+

k∑
i=d 1

2ηλ
−1e

λ(1− ηλ)2(i+1)

≤ 1

eη
(1 + ln(

1

2ηλ
)) +

1

η

≤
1 + e+ ln( 1

ηλ)

eη

We now turn to prove Thm. 5 itself. By Ineq. 18 we have

2E[F (wk)− F (w∗)] ≤ ‖
√
A[zk]D‖2‖e0‖2 + η2σ2

k∑
i=0

∥∥∥√A[zi]D
∥∥∥2 . (27)

We will bound each of the terms above separately. Assuming η ∈
(

0, 1
20µ(τ+1)

]
we have by Ineq. 14

and Ineq. 13,

‖
√
A[zk]D‖2 = ‖

√
A[zk]

(
(I − Iz + ηAzτ+1)−1

)
‖2

≤ max
i∈[d]

∣∣∣∣√ai[zk] 1

πηai(z)

∣∣∣∣2
≤

{
maxi∈[d] ai 0 ≤ k ≤ (τ + 1) ln(2(τ + 1))− 1,

9 maxi∈[d] ai(1− α)2(k+1) k ≥ (τ + 1) ln(2(τ + 1)),

(28)
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Thus, for the first term, assuming k ≥ (τ + 1) ln(2(τ + 1)), we have

‖
√
A[zk]D‖2 ≤ 9 max

i∈[d]
ai(1− ηai)2(k+1) ≤ 9µmax

i∈[d]
(1− ηai)2(k+1)

≤ 9µ exp(−2ηλ(k + 1)).
(29)

Bounding the second term in Ineq. 27 is somewhat more involved and requires seperating into the
two regimes stated in Ineq. 28:

k∑
i=0

∥∥∥√A[zi]D
∥∥∥2 ≤ d(τ+1) ln(2(τ+1))e−1∑

i=0

∥∥∥√A[zi]D
∥∥∥2 +

k∑
i=d(τ+1) ln(2(τ+1))e

∥∥∥√A[zi]D
∥∥∥2

≤ µ(τ + 1) ln(2(τ + 1)) + 9
k∑
i=0

max
i∈[d]

ai(1− ηai)2(i+1)

(30)

We proceed by considering the strongly convex case and the convex case separately. For the strongly
convex case we have by Lemma 11

k∑
i=0

∥∥∥√A[zi]D
∥∥∥2 ≤ µ(τ + 1) ln(2(τ + 1)) + 9

k∑
i=0

max
i∈[d]

ai(1− ηai)2(i+1)

≤ µ(τ + 1) ln(2(τ + 1)) +
1 + e+ ln( 1

ηλ)

η
.

Together with Ineq. 27 and Ineq. 29, this implies that for k ≥ (τ + 1) ln(2(τ + 1)),

2E[F (wk)− F (w∗)] ≤ ‖
√
A[zk]D‖2‖e0‖2 + η2σ2

k∑
i=0

∥∥∥√A[zi]D
∥∥∥2

≤ 9µ exp(−2ηλ(k + 1))‖e0‖2 + η2σ2

(
µ(τ + 1) ln(2(τ + 1)) +

1 + e+ ln( 1
ηλ)

eη

)
,

resulting in the first bound stated in the theorem. To get the second bound, we show how to optimally
tune the step size η (up to log factors). Ignoring the log factors, the bound above is

E (F (wk)− F (w∗)) ≤ Õ
(
µ‖e0‖2 exp(−2ηλk) + η2σ2

(
µτ +

1

η

))
.

Moreover, since we assume that η ≤ O(1/µτ), we get that µτ is dominated (up to constants) by
1/η, so we can simplify the above to

E (F (wk)− F (w∗)) ≤ Õ
(
µ‖e0‖2 exp(−2ηλk) + ησ2

)
. (31)

We now consider three cases:

• If 0 ≤ ln(λµ‖e0‖2k/σ2)
2λk ≤ 1

20(µτ) , we can pick η = ln(λµ‖e0‖2k/σ2)
2λk , and get that Eq. (31) is

Õ
(
σ2

λk

)
= Õ

(
µ‖e0‖2 exp

(
− λk

10µτ

)
+
σ2

λk

)
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• If ln(λµ‖e0‖2k/σ2)
2λk < 0, it follows that µ‖e0‖2 ≤ σ2

λk . In that case, we pick η = 0, and get that
Eq. (31) is

Õ
(
µ‖e0‖2

)
≤ Õ

(
σ2

λk

)
= Õ

(
µ‖e0‖2 exp

(
− λk

10µτ

)
+
σ2

λk

)
.

• If ln(λµ‖e0‖2k/σ2)
2λk > 1

20(µτ) , we pick η = 1
20(µτ) , and get that Eq. (31) is

Õ
(
µ‖e0‖2 exp

(
− λk

10µτ

)
+
σ2

µτ

)
≤ Õ

(
µ‖e0‖2 exp

(
− λk

10µτ

)
+
σ2

λk

)
.

Collecting the three cases above, we get a bound of

Õ
(
µ‖e0‖2 exp

(
− λk

10µτ

)
+
σ2

λk

)
as required.

For the convex case, we have by Ineq. 27, Ineq. 28 and Lemma 11, that for k ≥ (τ + 1) ln(2(τ +
1))

E[F (wk)− F (w∗)]

≤ 9

4eη(k + 1)
‖e0‖2 +

η2σ2

2

(
µ(τ + 1) ln(2(τ + 1)) +

9

2eη
(1 + ln(k + 1))

)
,

resulting in the third bound in the theorem. To get the fourth bound, we now show how to optimally
tune the step size η (up to log factors). Ignoring the log factors, the bound above is

Õ
(
‖e0‖2

ηk
+ η2σ2

(
µτ +

1

η

))
.

As in the strongly convex case, since we assume η ≤ O(1/(µτ), we can simplify the above to

Õ
(
‖e0‖2

ηk
+ ησ2

)
.

We now consider two cases:

• If ‖e0‖
σ
√
k
≤ 1

20(µτ) , we choose η = ‖e0‖
σ
√
k

, and get

Õ
(
‖e0‖σ√

k

)
= Õ

(
‖e0‖2µτ

k
+
‖e0‖σ√

k

)
.

• If ‖e0‖
σ
√
k
> 1

20(µτ) , we choose η = 1
20(µτ) , and get

Õ
(
‖e0‖2µτ

k
+
σ2

µτ

)
≤ Õ

(
‖e0‖2µτ

k
+
‖e0‖σ√

k

)
.

Collecting the two cases above, we get a bound of

Õ
(
‖e0‖2µτ

k
+
‖e0‖σ√

k

)
as required.
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