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Abstract. Payment channel networks, and the Lightning Network in
particular, seem to offer a solution to the lack of scalability and privacy
offered by Bitcoin and other blockchain-based cryptocurrencies. Previous
research has focused on the scalability, availability, and crypto-economics
of the Lightning Network, but relatively little attention has been paid to
exploring the level of privacy it achieves in practice. This paper presents
a thorough analysis of the privacy offered by the Lightning Network,
by presenting several attacks that exploit publicly available information
about the network in order to learn information that is designed to be
kept secret, such as how many coins a node has available or who the
sender and recipient are in a payment routed through the network.

1 Introduction

Since its introduction in 2008, Bitcoin [29] has become the most widely adopted
cryptocurrency. The decentralized and permissionless nature of Bitcoin allows
all users to join the network and avoids the need for intermediaries and author-
ities who control the flow of money between them. Instead, the validity of each
transaction is verified by a consensus decision made by the network participants
themselves; valid transactions are then recorded in the public blockchain. The
blockchain thus acts as a ledger of all transactions that have ever taken place.
The need to broadcast transactions to all peers in the network and store
them in a permanent ledger, however, presents two problems for the longevity
of blockchain-based cryptocurrencies. First, it imposes severe scalability limi-
tations: the Bitcoin blockchain today is over 300 GB, and Bitcoin can achieve
a throughput of only ten transactions per second. Other cryptocurrencies achieve
somewhat higher throughputs, but there is an inherent tradeoff in these broadcast-
based systems between throughput and security [11}/14]. Second, the transparent
nature of the ledger means anyone can observe the flow of coins, identify the
counterparties to a transaction, and link different transactions. This has been
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shown most decisively for Bitcoin [4}[27,[35,/39,41], but this type of analysis

extends even to cryptocurrencies that were explicitly designed with privacy in

mind [6,/17,{19%2328,|34}[48].

The most promising solutions that have been deployed today to address the
issue of scalability are so-called “layer-two” protocols [15], with the Lightning
Network (LN) [33] emerging as the most popular one since its launch in March
2018. In Lightning, pairs of participants use the Bitcoin blockchain to open and
close payment channels between themselves. Within a channel, these two users
can make arbitrarily many off-chain payments between themselves, without hav-
ing to use the blockchain. Beyond a single channel, Lightning supports multi-hop
payment routing, meaning even participants who are not connected directly can
still route payments through a broader payment channel network (PCN). Nodes
in the network are incentivized to route payments by a fee they can charge for
payments they forward.

In addition to the promise it shows in improving scalability, Lightning also
seems to address the issue of privacy. As we elaborate on in Section [2], the nodes
in the network and most of the channels in the network are publicly known in
order to build up the PCN (although some channels may be kept private), as
is the capacity of a given channel, meaning the maximum payment value that
can be routed through it. The individual balances associated with the channel,
however, are kept secret. Furthermore, payments are not broadcast to all peers
and are not stored in a public ledger. Even if a payment passes through multiple
channels, onion routing is used to ensure that each node on the path can identify
only its immediate predecessor and successor.

As is the case with ledger-based cryptocurrencies, however, the gap in Light-
ning between the potential for privacy and the reality is significant, as we show
in this work. In particular, we consider four main privacy properties promised
by LN [2}/24]:

Private channels should allow two nodes to share a channel but keep its ex-
istence, along with all of its information (capacity, participants, etc.), hidden
from the rest of the network. We explore this property in Section [3.2] by pre-
senting a heuristic that identifies on-chain funding of private channels and one
or even both of the participants.

Third-party balance secrecy says that although the capacity of the chan-
nel is public, the respective balances of the participants should remain secret.
We explore this property in Section [d] by presenting and evaluating a generic
method by which an active attacker (i.e., one opening channels with nodes in
the network) can discover channel balances.

On-path relationship anonymity says that intermediate nodes routing the
payment should not learn which other nodes, besides their immediate prede-
cessor or successor, are part of the payment’s route. We explore this property
in Section [5] where we leverage an LN simulator we developed (described in
Section to evaluate the ability of an intermediate node to infer the sender
and recipient in payments that it routes.

Off-path payment privacy says that any node not involved in routing a pay-
ment should not infer any information regarding the routing nodes or the pay-



ment value. We explore this property in Section [6] by presenting and evaluating
a method by which an active attacker can use the ability to discover balances
to form network snapshots. By comparing consecutive network snapshots, the
attacker can infer payments by identifying where and by how much the balances
of channels changed.

1.1 Ethical considerations

The attacks presented in Sections [f] and [f] are evaluated on a simulated network
rather than the live one, but our attack in Section [4]is evaluated on the live test
network. As in related active attacks on Bitcoin [7,/8[22], we made every effort
to ensure that our attacks did not interfere with the normal functioning of the
network: the messages sent during the attack have no abnormal effect and do
not cost any money to process, and their volume is relatively modest (we sent
at most 24 messages per node we attacked). We thus believe that they did not
have any long- or short-term destructive effect on the nodes that processed them.
We disclosed the results of this paper to the developers of the three main LN
clients and the liquidity provider Bitrefill in February 2020, and have discussed
the paper with the Lightning developers since then.

1.2 Related work

We consider as related all research that focuses on the Lightning Network, par-
ticularly as it relates to privacy. Most of the previous research has focused on
the scalability, utility and crypto-economic aspects of LN [9}[20L[21}[24}/45], or on
its graph properties [26,40]. Rohrer et al. [37] study the susceptibility of LN to
topology-based attacks, and Tochner et al. [44] present a DoS attack that exploits
how multi-hop payments are routed. Among other findings, they show that the
ten most central nodes can disrupt roughly 80% of all paths using their attack.
Pérez-Sola et al. [32] present an attack that diminishes the capacity of a node’s
channels, preventing it from participating in the network. Tikhomirov et al. [42]
show how a wormhole attack prevents honest intermediaries from participating
in routing payments.

In terms of privacy, Malavolta et al. [25] identify a new attack exploiting
the locking mechanism, which allows dishonest users to steal payment fees from
honest intermediaries along the path. They propose anonymous multi-hop locks
as a more secure option. Nowatowski and Ten [31] study various heuristics in
order to identify Lightning transactions on the Bitcoin blockchain. Concurrently
to our work, Romiti et al. [38] developed several heuristics to link Bitcoin wallets
to Lightning entities. One of their heuristics is similar to the tracing heuristic
we develop in Section [3.2] but their goal is to create augmented Bitcoin clus-
tering methods rather than identify private channels. As we describe further in
Section others have performed balance discovery attacks [16l30,/43]. The main
limitation of these attacks is that they rely on specifics of the error messages the
attacker receives, so may easily become irrelevant as the network evolves. We



overcome this limitation by presenting a generic attack (in Section , as well
as investigating the implications of such an attack more broadly (in Section @

Béres et al. [5] look briefly at the question of finding the sender and recipient
of a payment. Similarly to our work, they develop an LN traffic simulator based
on publicly available network snapshots and information published by certain
node owners. Their work considers only single-hop payments, however, and does
not look at other privacy properties. There are a number of other Lightning
network studies that use a network simulator [9}|10L[13[|49]. Several of these
simulators were used to perform economic analysis of the Lightning network [9,
13/49], while the CLoTH simulator [10] provides only performance statistics (e.g.,
time to complete a payment, probability of payment failure, etc.). However, all
of those simulators make several simplifying assumptions about the topology,
path selection algorithm, and distribution of payments. As such, they are not
suitable for an analysis of its privacy properties.

2 Background

In order to open a Lightning channel, two parties deposit bitcoins into a 2-of-2
multi-signature address, meaning any transaction spending these coins would
need to be signed by both of them. These funds represent the channel capacity;
i.e., the maximum amount of coins that can be transferred via this channel.
Once a channel is established, its participants can use it to exchange arbitrarily
many payments, as long as either has a positive balance. They can also close the
channel using a Bitcoin transaction that sends them their respective balances
from the 2-of-2 multi-signature address.

Most users, however, are not connected directly, so instead need to route their
payments through the global Lightning Network. Here, nodes are identified by
public keys, and edges represent channels, which are publicly associated with
a channel identifier cid, the channel capacity C, and a fee fee that is charged
for routing payments via this channel. Privately, edges are also implicitly asso-
ciated with the inward and outward balances of the channel. Except for private
channels, which are revealed only at the time of routing, the topology of this
network and its public labels are known to every peer. When routing a payment,
the sender (Alice) uses onion routing to hide her relationship with the recipient
(Bob). Alice selects the entire path to Bob (source routing), based on the ca-
pacities and fees of the channels between them. The eventual goal is that each
intermediate node on this path forwards the payment to its successor, expecting
that its predecessor will do the same so its balance will not change. The nodes
cannot send the money right away, however, because it may be the case that
the payment fails. To thus create an intermediate state, LN uses hashed time-
lock contracts (HTLCs), which allow for time-bound conditional payments. In
summary, the protocol follow five basic steps to have Alice pay Bob:

1. Invoicing Bob generates a secret  and computes the hash h of it. He issues
an invoice containing h and some payment amount amt, and sends it to Alice.



2. Onion routing Alice picks a path A — U; — --- — U, — B. Alice then
forms a Sphinx [12] packet destined for Bob and routed via the U; nodes. Alice
then sends the outermost onion packet onion; to Uj.

3. Channel preparation Upon receiving onion; from U;_1, U; decodes it to
reveal: cid, which identifies the next node U; 1, the amount amt; to send them, a
timeout ¢;, and the packet onion;; to forward to U, . Before sending onion; 1
to U;11, U; and U;_1 prepare their channel by updating their intermediate state
using an HTLC, which ensures that if U;_; does not provide U; with the pre-
image of h before the timeout t;, U; can claim a refund of their payment. After
this is done, U; can send onion;+; to U;41.

4. Invoice settlement Eventually, Bob receives onion,,; from U,, and decodes
it to find (amt,¢, k). If amt and A match what he put in his invoice, he sends
the invoice pre-image x to U, _1 in order to redeem his payment of amt. This
value is in turn sent backwards along the path.

5. Channel settlement At every step on the path, U; and U;41 use x to settle
their channel; i.e., to confirm the updated state reflecting the fact that amt;
was sent from U; to U;+1 and thus that amt was sent from Alice to Bob.

3 Blockchain Analysis

3.1 Data and measurements

The Lightning network can be captured over time by periodic snapshots of the
public network graph, which provide ground-truth data about nodes (identi-
fiers, network addresses, status, etc.) and their channels (identifiers, capacity,
endpoints, etc.). To obtain a comprehensive set of snapshots, we used data pro-
vided to us by (1) our own Ind client, (2) one of the main c-lightning developers,
and (3) scraped user-submitted (and validated) data from 1ML® and LN Big-
sun.” To analyze on-chain transactions, we also ran a full Bitcoin node, using
the BlockSci tool [18] to parse and analyze the raw blockchain data.

Our LN dataset included the hash of the Bitcoin transaction used to open
each channel. By combining this with our blockchain data, we were thus able to
identify when channels closed and how their funds were distributed. In total, we
identified 174,378 channels, of which 135,850 had closed with a total capacity of
3315.18 BTC. Of the channels that closed, 69.22% were claimed by a single out-
put address (i.e., the channel was completely unbalanced at the time of closure),
29.01% by two output addresses, and 1.76% by more than two outputs.

3.2 Private channels

Private channels provide a way for two Lightning nodes to create a channel but
not announce it to the rest of the network. In this section, we seek to understand
the extent to which private channels can nevertheless be identified, to understand
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their privacy limitations as well as the scope of our remaining attacks on the
public network.

We first provide an upper bound on the number of private channels using a
property heuristic, which identifies Bitcoin transactions that seem to represent
the opening and closing of channels but for which we have no public channel
identifier.

Property Heuristic To align with our LN dataset, we first looked for all Bit-
coin transactions that (1) occurred after January 12, 2018 and (2) before Septem-
ber 7, 2020, and (3) where one of the outputs was a P2WSH address (which LN
channels have to be, according to the specification). We identified 3,500,312
transactions meeting these criteria, as compared with the 174,378 public chan-
nels opened during this period. We then identified several common features of
the known opening transactions identified from our dataset: (i) 99.91% had at
most two outputs, which likely represents the funder creating the channel and
sending themselves change; (ii) 99.91% had a single P2WSH output address; (iii)
99.85% had a P2WSH output address that received at most 16,777,215 satoshis,
which at the time of our analysis is the maximum capacity of an LN channel;
(iv) 99.99% had a P2WSH output that appeared at most once as both an input
and output, which reflects its “one-time” usage as a payment channel and not as
a reusable script; and (v) 99.99% were funded with either a WitnessPubHeyHash
address or ScriptHash address.

By requiring our collected transactions to also have these features and exclud-
ing any transactions involved in opening or closing public channels, we were left
with 267,674 potential transactions representing the opening of private channels.
If the outputs in these transactions had spent their contents (i.e., the channel
had been closed), then we were further able to see how they did so, which would
provide better evidence of whether or not they were associated with the Light-
ning Network. Again, we identified the following features based on known closing
transactions we had from our network data: (i) 100% had a non-zero sequence
number, as required by the Lightning specification [2]; (ii) 100% had a single in-
put that was a 2-of-2 multisig address, again as required by the Lightning design;
and (iii) 98.24% had at most two outputs, which reflects the two participants in
the channel.

By requiring our collected opening transactions to also have a closing trans-
action with these three features, we were left with 77,245 pairs of transactions
that were potentially involved in opening and closing private channels. Again,
this is just an upper bound, since there are other reasons to use 2-of-2 multisigs
in this way that have nothing to do with Lightning.

We identified 77,245 pairs of transactions that were potentially involved in
opening and closing private channels, but likely has a high false positive rate.
We thus developed a tracing heuristic, which follows the “peeling chain” [27]
initiated at the opening and closing of public channels to identify any associated
private channels.



Tracing heuristic. We next look not just at the properties of individual trans-
actions, but also at the flow of bitcoins between transactions. In particular, we
observed that it was common for users opening channels to do so in a “peel-
ing chain” pattern [27]. This meant they would (1) use the change in a channel
opening transaction to continue to create channels and (2) use the outputs in a
channel closing transaction to open new channels. Furthermore, they would often
(3) co-spend change with closing outputs; i.e., create a channel opening trans-
action in which the input addresses were the change from a previous opening
transaction and the output from a previous closing one.

By systematically identifying these operations, we were able to link together
channels that were opened or closed by the same Lightning node by following the
peeling chain both forwards and backwards. Going backwards, we followed each
input until we hit a transaction that did not seem to represent a channel opening
or closure, according to our property heuristic. Going forwards, we identified the
change address in a transaction, again using the property heuristic to identify
the channel creation address and thus isolate the change address as the other
output, and continued until we hit one of the following: (1) a transaction with no
change output or one that was unspent, meaning we could not move forwards, or
(2) a transaction that did not satisfy the property heuristic. We also did this for
all of the outputs in a known channel closing transaction, to reflect the second
pattern identified above.

We started with the 174,378 public channels identified in our LN dataset.
By applying our tracing heuristic, we ended up with 27,386 additional channel
opening transactions. Of these, there were 27,183 that fell within the same range
of blocks as the transactions identified by our property heuristic.

Using the tracing heuristic, however, not only identified private channels but
also allowed us to cluster together different channels (both public and private),
according to the shared ownership of transactions within a peeling chain [27]. To
this end, we first clustered together different channels according to their presence
in the same peeling chain, and then looked at the public channels within each
cluster and calculated the common participant, if any, across their endpoints. If
there was a single common participant, then we could confidently tag them as
the node responsible for opening all of these channels.

In order to find the other endpoint of each private channel, we followed
the closing outputs of the channel’s closing transaction, whenever applicable,
leveraging the second and third observed patterns in the tracing heuristic. In
particular, when a closing output was spent in order to open a new channel,
we performed the same clustering operation as earlier. We failed to identify
the second participant in each channel only when the channel was still open,
the channel was closed but the closing output was still unspent, or the closing
output was used for something other than Lightning.

Out of the 27,183 transactions we identified as representing the opening of
private channels, we were able to identify both participants in 2,035 (7.5%), one
participant in 21,557 (79.3%), and no participants in 3,591 (13.2%). Our identi-
fication method applies equally well, however, to public channels. We were able



to identify the opening participant for 155,202 (89.0%) public channels. Simi-
larly, for the public channels that were already closed, which represent 185,860
closing outputs, we were able to associate 143,577 (77.25%) closing outputs with
a specific participant.

4 Balance Discovery

Previous attacks designed to discover the balances associated with individual
channels (as opposed to just their capacity) |16}30,/43] exploited debug infor-
mation as an oracle. In these attacks, an attacker opens a channel with a node
and routes a fake payment hash, with some associated amount amt, through its
other channels. Based on the error messages received and performing a binary
search on amt (i.e., increasing amt if the payment went through and decreasing
it if it failed), the attacker efficiently determines the exact balance of one side of
the channel. In this section we perform a new generic attack on the LN testnet.
As compared to previous attacks, our attacker must run two nodes rather than
one. If error messages are removed or made generic in the future, however, our
attack would continue to work whereas previous attacks would not.

The attack. In our attack, an attacker running nodes A and D needs to form
a path A - B — C — D, with the goal of finding the balance of the channel
B — C. This means our attacker needs to run two nodes, one with a channel
with outgoing balance (A4), and one with a channel with incoming balance (D).
Creating the channel A — B is easy, as the attacker can just open a channel
with B and fund it themselves. Opening the channel C' — D is harder though,
given that the attacker must create incoming balance.

Today, there are two main options for doing this. First, the attacker can
open the channel C — D and fund it themselves, but assign the balance to C
rather than to D (this is called funding the “remote balance”). This presents
the risk, however, that C' will immediately close the channel and take all of its
funds. We call this approach unassisted channel opening. The second option is
to use a liquidity provider (e.g., Bitrefill® or LNBIG?), which is a service that
sells channels with incoming balance.'® We call this assisted channel opening.

Once the attacker has created the channels A — B and C — D, they route a
random payment hash H to D, via B and C, with some associated amount amt.
If D receives H, this means the channel from B to C' had sufficient balance to
route a payment of amount amt. If D did not receive H after some timeout, the
attacker can assume the payment failed, meaning amt exceeded the balance from
B to C. Either way, the attacker can (as in previous attacks) repeat the process
using a binary search on amt. Eventually, the attacker discovers the balance of
the channel as the maximum value for which D successfully receives H.

8https: / /www.bitrefill.com/
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(the equivalent at the time of writing of 493.50 USD) for 8.48 USD.
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To a certain extent, this attack generalizes even to the case in which there
is more than one intermediate channel between the two attacker nodes. In this
more general case, however, the above method identifies the bottleneck balance
in the entire path, rather than the balance of an individual channel. In the event
of a payment failure though, the current C-lightning and LND clients return
an error index, which is the position of the node at which the payment failed.
This means that an attacker would know exactly where a payment failed along
a longer path. We chose not to use this index when implementing our attack,
in order to keep it fully generic and to test just the basic version, but leave an
attack that does use this index as interesting future research.

Attack results. We performed this attack on testnet on September 3 2020.
We ran two LN nodes and funded all our channels (unassisted), both locally
and remotely, which required a slight modification of the client (as fully funding
a remote channel is restricted by default). We opened channels with every ac-
cessible node in the network. At the time of the attack there were 3,159 nodes
and 9,136 channels, of which we were able to connect to 103 nodes and attack
1,017 channels. We were not able to connect to a majority of the overall nodes,
which happened for a variety of reasons: some nodes did not publish an IPv4
address, some were not online, some had their advertised LN ports closed, and
some refused to open a channel.

Of these 1,017 channels, we determined the balance of 568. Many (65%) of
the channels were fairly one-sided, meaning the balance of the attacked party
was 70% or more of the total capacity. We received a variety of errors for the
channels where we were unsuccessful, such as TemporaryChannelFailure, or we
timed out as the client took more than 30 seconds to return a response.

We did not carry out the attack on mainnet due to cost and ethical consid-
erations, but believe it likely that the attack would perform better there. This
is because there is no cost for forgetting to close open channels on testnet or
maintain a node, whereas on mainnet a user is incentivized by an opportunity
cost (from fees) to ensure a node is maintained and its channels are active.

Attacker cost. In our experiment we used testnet coins, which are of essentially
no value, so the monetary cost for us to perform this attack was negligible. To
understand the practical limitations of this attack, however, we estimate the
minimum cost on mainnet. When creating the outgoing channel A — B, the
attacker must pay for the opening and closing transaction fees on the Bitcoin
blockchain. At the time of our attack, this was 0.00043 BTC per transaction.
They must also remotely fund the recipient node with enough reserve satoshis to
allow the forwarding of high payments, which at present are 1% of the channel
capacity. To create the incoming channel C' — D, the attacker can use liquidity
providers like Bitrefill, who at the time of writing allow users to buy channels
with 0.16 BTC incoming capacity for 0.002604 BTC.

Purchasing the cheapest incoming liquidity available today would cost the
attacker 0.00086 BTC and 0.005 BTC on hold, enabling routes to 4,811 channels



(with a total capacity of 45 BTC). This would require opening 2,191 channels
with a maximum channel capacity of 0.04998769 BTC. In total, this would re-
quire the attacker to spend 1.097 BTC and put 109.53 BTC on hold.

5 Path Discovery

We now describe how an honest-but-curious intermediate node involved in rout-
ing the payment can infer information regarding its path, and in particular can
identify the sender and recipient of the payment. Our strategy is similar to a
passive variant of a predecessor attack [46] proposed against the Crowds [36)
anonymous communication network. Our strategy can be further extended by
analyzing the sparse network connectivity and limited number of potential paths
due to channel capacity.

In contrast to previous work [5], we consider not only single-hop routes but
also routes with multiple intermediate nodes. The only assumption we make
about the adversary’s intermediate node is that it keeps its channel balanced,
which can be easily done in practice.

We define Prg and Pry as the probability that the adversary successfully
discovers, respectively, the sender and recipient in a payment. Following our
notation, Béres et al. claim, based on their own simulated results, that Prg = Prg
ranges from 0.17 to 0.37 depending on parameters used in their simulation. We
show that this probability is actually a lower bound, as it does not take into
account multiple possible path lengths or the chance that a payment fails (their
simulation assumes that all payments succeed on the first try).

The strategy of our honest-but-curious adversary is simple: they always guess
that their immediate predecessor is the sender. In other words, if we define H
as the adversary’s position along the path, they always assume that H = 1.
Similarly, they always guess that their immediate successor is the recipient. We
focus on the probability of successfully guessing the sender; the probability of
succesfully guessing the recipient can be computed in an analogous way.

Successful payments. We start by analyzing the success probability of this
adversary in the case of a successful payment, which we denote as Prg§®. We
define as Pr[L = {] the probability of a path being of length ¢, and as Pr[H =
h | L = £] the probability that the adversary’s node is at position h given that
the path length is £. According to the Lightning specification [2], the maximum

path length is 20. By following the strategy defined above, we have that

20
PI‘?CC — ZPI.[L =/ | SUCC] . PI‘[H =1 | L=, SUCC]
n=3
= Pr[L = 3 | succ]
20

+ ZPr[L =/ |succ]-Pr[H =1]| L = ¢,succ]
n=4



since Pr[H =1 | L = 3,succ] = 1 given that the adversary is the only interme-
diate node in this case. Hence, Pr[L = 3 | succ] is a lower bound on Prg.

To consider the overall probability, we focus on the conditional probabilities
Pr[H = 1 | L = ¢,succ]. If all nodes form a clique,’! then it would be almost
equally probable for any node to be in any hop position H = h. (The only
reason the distribution is not entirely uniform is that some channels may be
chosen more often than others, depending on the relative fees they charge, but
an adversary could choose fees to match its neighbors as closely as possible.) In
this case then, the probability that H =1 is just 1/(¢ — 2).

20
P! = N Pr[L = ¢ | fail] - Pr[H = 1| L = £, fail].
£=3

This is the same formula as for Prg“® so far, but we know that Pr[L = 3 | fail] = 0,
since if the adversary is the only intermediate node the payment cannot fail.
Furthermore, the conditional probability Pr[H = 1 | L = ¢, fail] is different
from the probability Pr[H = 1 | L = ¢,succ], as the fact that a payment failed
reveals information to the adversary about their role as an intermediate node.
In particular, if an intermediate node successfully forwards the payment to their
successor but the payment eventually fails, the node learns that their immediate
successor was not the recipient and thus that the failed path was of length
L > 4 and their position is not L — 1. This means that Pr[L = ¢ | fail] becomes
Pr[L = ¢ | fail, £ > 4]. We thus get

Pria! = Pr[L = 4 | fail, £ > 4]
20
+ ) Pr[L = | fail] - Pr[H =1 | L = ¢,fail.
£=5
This gives Pr[L = 4 | fail, £ > 4] as a lower bound in the case of a failed payment.
As we did in the case of successful payments, we assume a clique topology as the
best case for this adversary’s strategy, in which their chance of guessing their
position is 1/(¢ — 3) (since they know they are not the last position). We thus
obtain
20
Pr§' = Pr(L =4 | fail £ > 4] + Y " Pr[L = | fail] -
£=5

L
(=3

5.1 Lightning Network simulator

In order to investigate the success of this on-path adversary, we need measure-
ments that it would require significant resources to obtain from the live net-
work, such as the average path length for a payment. Given the financial and

1This would rather be a clique excluding a link between the sender and recipient,
since otherwise they would presumably use their channel directly.



ethical concerns this would raise, we make the same decision as in previous
work [5,(9/104/13,{49] to develop a Lightning network simulator to perform our
analysis. We implemented our simulator in 2,624 lines of Python 3 and will
release it as open-source software.

Network topology. As mentioned in Section [2] we represent the network as
a graph G = (V, E). We obtain the information regarding V' and E from the
snapshots we collected, as described in Section which also include addi-
tional information such as capacities and fees. The network topology view of our
simulator is thus an exact representation of the actual public network.

Geolocation. Nodes may publish an IPv4, IPv6 or .onion address, or some com-
bination of these. If a node advertised an IPv4 or IPv6 address then we used it
to assign this node a corresponding geolocation. This enabled us to accurately
simulate TCP delays on the packets routed between nodes, based on their dis-
tance and following previous studies [14] in using the global IP latency from
Verizon.'? For nodes that published only a .onion, we assign delays according to
the statistics published by Tor metrics, given the higher latency associated with
the Tor network.'3

Path selection. As discussed in Section 2 the route to the destination in LN
is constructed solely by the payment sender. All clients generally aim to find
the shortest path in the network, meaning the path with the lowest amount of
fees. As shown by Tochner et al. [44], however, both the routing algorithm and
the fee calculation differ across the three main choices of client software: Ind, c-
lightning, and eclair. We could not easily extract or isolate the routing algorithms
from these different implementations, so chose to implement all three versions
of the path finding algorithm ourselves. We did this using Yen’s k-shortest path
algorithm [47] and the networkx Dijkstra’s SPF algorithm.!*

Software versions. Our collected snapshots did not include information about
software versions, so we scraped the Owner Info field for each node listed on
the 1ML website. Although in 91% of the cases this field is empty, the results
allow us to at least estimate the distribution of the client software. We obtained
information about 370 nodes and found that 292 were Ind, 54 were c-lightning, and
24 were eclair. We randomly assign software versions to the remaining nodes in
the network according to this distribution, and then modify the weight function
in the path finding algorithm according to the software version.

Payment parameters Our first parameter, t,,y, represents the total daily num-
ber of payments happening in LN. For this, we use an estimate from LNBIG |[3],
the largest node that holds more than 40% of the network’s total capacity at the
time of writing. According to LNBIG, the total number of routed transactions

2https: //enterprise.verizon.com /terms/latency/

3https: //metrics.torproject.org /onionperf-latencies.html

“https: //networkx.github.io/documentation /stable/reference/algorithms/
shortest_paths.html
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going through the network is 1000-1500 per day, but this does not take into ac-
count the payments performed via direct channels. Given this estimation, we use
two values for tp,y: 1000, representing a slight underestimate of today’s volume,
and 10,000, representing a potential estimate for the future of LN.

We also define as endpoints the parameter that determines the sender and
the recipient of a payment. We define two values for this parameter: uniform,
which means that the payment participants are chosen uniformly at random,
and weighted, which means the participants are chosen randomly according to
a weighted distribution that takes into account their number of direct channels
(i.e., their degree). Similarly, we use values to determine the values of payments.
When values is cheap, the payment value is the smallest value the sender can
perform, given its current balances. When values is ezpensive, the payment value
is the biggest value the sender can send.

5.2 Simulation results

Given the parameters t,,,, endpoints, and values, we ran two simulation instances,
with the goal of finding the worst-case and best-case scenarios for the on-path
adversary. Based on the respective probabilities for Pry'“ and Prg’”, we can see
that the worst case is when the path is long and the payment is likely to succeed,
while the best case is when the path is short and the payment is likely to fail.
Since the total volume t,,, does not affect the path length, we use tp,, = 1000 for
both instances. Each simulation instance was run using the network and node
parameters scraped on September 1, 2020.

In our first simulation, lengths,,,, our goal was to capture the adversary’s
worst case. This meant we chose endpoints = wuniform, so that the choice of
sender and receiver was not biased by connectivity, and thus paths were not
short due to their potentially high connectivity. Similarly, we chose values =
cheap to minimize the probability of having a payment fail. For our second

simulation, lengthsg,,,, our goal was to capture the adversary’s best case, so we
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chose endpoints = weighted to ensure highly connected nodes were picked more
often and thus paths were shorter. We also chose values = expensive, leading to
many balance failures.

As shown in Figure[l] even when we attempted to maximize the path length
in lengthsy,,., 14.98% of paths still consist of only one hop. In lengthsy, ., 56.65%
of paths consisted of a single hop. This interval agrees with recent research,
which argues that 17-37% of paths have only one intermediate node [5]. The
main reason the paths are short even in lengthsy,,, is that the network topology
and the client path finding algorithm have a much larger effect on the path
length than endpoints or values.

Beyond the results in Figure[I] running our simulator enabled us to estimate
the probabilities Pr[L = ¢] for 3 < ¢ < 20 for both the best- and worst-case
scenario for the adversary. We now use those results to compute the probabil-
ities Prg“ and Prg’" for the case where our adversary is succesful only when
it is impossible to be wrong (LowerBound) as well as in the case of a clique
topology (clique), as shown in Figure [2l Here the clique topology is the worst
possible topology for the adversary, since a less complete topology would allow
the adversary to rule out nodes that cannot be involved in the payment and thus
increase their confidence.

Prg“ is bounded from below when L = 3, since in that case the adversary

can never be wrong. Similarly, Prfsa" is bounded from below when L = 4. In

the case of a successful payment, the lower bound on Prg“ ranges from 15%
(lengths;y,,) to 57% (lengthsg,,). On the other hand, the lower bound of priat
increases with the percentage of unsuccessful attempts, up to 83% (lengthsg,o.),
which is significantly higher than any previously recorded experiment. This is
also not just a theoretical result: according to recent measurements, 34% of

payments fail on the first try [1].



Our measurements show that even an adversary following an extremely sim-
ple strategy can have a high probability of inferring the sender of a payment
routed through their node, especially in the case in which the payment fails.
This is likely due to LN’s highly centralized topology, which means paths are
short and often involve the same intermediate nodes, as well as the fact that
clients are designed to find the cheapest—and thus shortest—paths. Without
changes in the client or the network topology, it is thus likely that intermediate
nodes will continue to be able to violate on-path relationship anonymity.

6 Payment Discovery

In this section, we analyze the off-path payment privacy in Lightning, in terms
of the ability of an attacker to learn information about payments it did not
participate in routing.

Informally, our attack works as follows: using the balance discovery attack
described in Section |4} the attacker constructs a network snapshot at time ¢
consisting of all channels and their associated balances. It then runs the attack
again at some later time ¢+ 7 and uses the differences between the two snapshots
to infer information about payments that took place by looking at any paths that
changed. In the simplest case that only a single payment took place between t and
t+ 7 (and assuming all fees are zero), the attacker can see a single path in which
the balances changed by some amount amt and thus learn everything about this
payment: the sender, the recipient, and the amount amt. More generally, two
payments might overlap in the paths they use, so an attacker would need to
heuristically identify such overlap and separate the payments accordingly.

6.1 Payment discovery algorithm

We define 7 to be the interval in which an attacker is able to capture two snap-
shots, S; and Sii,, and let Ggir = Si4r — S be the difference in balance for
each channel. Our goal is then to decompose Gy into paths representing dis-
tinct payments. More specifically, we construct paths such that (1) each edge on
the path has the same amount (plus fees), (2) the union of all paths results in
the entire graph Glifr, and (3) the total number of paths is minimal. This last
requirement is to avoid splitting up multi-hop payments: if there is a payment
from A to C along the path A — B — C, we do not want to count it as two
(equal-sized) payments of the form A to B and B to C.

We give a simple algorithm that solves the above problem under the assump-
tion the paths are disjoint. This assumption may not always hold, but we will
see in Section [6.3] that it often holds when the interval between snapshots is rel-
atively short. Our algorithm proceeds iteratively by “merging” payment paths.
We initially consider each non-zero edge in Gy as a distinct payment. We then
select an arbitrary edge with difference amt, and merge it with any adjacent
edges with the same amount (plus the publicly known fee f) until no edge of
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We then remove this path from G and continue with another edge. Asymptot-
ically the running time of this algorithm is O(|E|?) for E edges; given the size
and sparsity of Lightning Network today this means it runs in under a second.
There are several ways this algorithm can make incorrect inferences. First, it
would incorrectly merge two same-valued payments A to B and B to C occurring
end-to-end. Second, our algorithm does not attempt to resolve the case that a
single channel is used for multiple payments in an interval. Looking ahead to
Section [6.3] our experiments show this happens infrequently when the snapshot
intervals are short enough. Finally, as we saw in Section [] balance discovery
may fail for some (or many) channels in the network. Our algorithm takes a
conservative approach designed to minimize the false positive rate: as a final
filtering step, it suppresses any pairs of inferred payments with approximately
the same amount (within a small threshold of two satoshis).

6.2 Attack simulation

We denote the attacker’s precision by P (the number of correctly detected pay-
ments divided by the total number of detected payments) and recall by R (the
number of correctly detected payments divided by the number of actual pay-
ments). We are primarily interested in understanding how these performance
metrics depend on the interval at which an attacker takes snapshots (7), al-
though we also present in Appendix [C]an analysis of the attacker’s recall based
on the number of channels it opens (n).



To answer these questions we leverage the simulator we developed in Sec-
tion [5.1] and extend it to include the balance discovery attack from Section [4
Due to the fact that 98% of the errors in this attack were because a node was
not online or did not participate in any payments, we set a 0.05 probability of it
failing on a functional channel in which both nodes are online. In keeping with
the discussion in Section we use tpay = 2000 as the total number of pay-
ments per day and sample the senders and recipients randomly from all nodes
in the network. In terms of payment value, our simulation is a pessimistic sce-
nario where the payment amounts are very small (1000 satoshis on average) but
fluctuate uniformly within a small range around this average (10 satoshis).
This is pessimistic because it is close to the worst-case scenario, in which all
payments have identical amounts, but two factors make it likely that real-world
payments would have much greater variation: (1) payments are denominated in
fine-grained units (1 satoshi = 1078 BTC), and (2) wallets typically support
generating payment invoices in units of fiat currency by applying the real-time
Bitcoin exchange rate, which is volatile.

6.3 Simulated attack results

In order to figure out the effect of the snapshot interval 7 on P and R, we take
balance inference snapshots of the entire network for varying time intervals,
ranging from 7 = 1 second to 7 = 28 seconds. Each time, we run the simulator
for a period of 30 days, amounting to 60,000 payments in total. Figure |3| shows
the relationship between 7 and the number of payments inferred and confirms the
intuition that the attack is less effective the longer the attacker waits between
snapshots, as this causes overlap between multiple payments. At some point,
however, sampling faster and faster offers diminishing returns; e.g., for 7 = 32
seconds, the attacker has a recall R of 66%, which increases slowly to 74.1% for
7 =1 second. With a realistic minimum of 7 = 30 seconds, which is the time it
took us and others to run the balance discovery attack on a single channel [16]),
the attacker has a recall of more than 67%. Because of our final filtering step
in our discovery algorithm, we have a precision P very close to 95% for smaller
values of 7.

7 Conclusions

In this paper, we systematically explored the main privacy properties of the
Lightning Network and showed that, at least in its existing state, each property
is susceptible to attack. Unlike previous work that demonstrated similar gaps
between theoretical and achievable privacy in cryptocurrencies, our research does
not rely on patterns of usage or user behavior. Instead, the same interfaces that
allow users to perform the basic functions of the network, such as connecting to
peers and routing payments, can also be exploited to learn information that was
meant to be kept secret. This suggests that these limitations may be somewhat
inherent, or at least that avoiding them would require changes at the design level
rather than at the level of individual users.
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A More Details on How LN Works

A.1 Channel management

In this section, we describe in detail the channel management operations, in-
cluding its opening and closing, and channel state updates.

Opening a channel For Alice and Bob to create a channel between them, they
must fund the channel by forming a funding transaction txgnq. Let’s assume that
Alice is the one funding the channel.'® The funding transaction consists of one
input, which is a UTXO associated with one of Alice’s addresses, and one output,
which is a 2-of-2 multisig address representing both Alice and Bob’s public keys.
This means that both Alice and Bob must provide their signatures in order to
release the funds. The amount sent to the multisig address is the initial capacity
C of the channel.

It is important that Alice does not just put this transaction on the Bitcoin
blockchain; otherwise, her coins may be locked up if Bob refuses to provide a
signature. Instead, she and Bob first go on to form two commitment transactions,
one for each of them, which represent their agreement on the current state of
the channel. Each commitment transaction has the 2-of-2 multisig as input, and
has two outputs: local and remote. The transaction tx4 ;, representing Alice’s
view of state i, essentially sends her current balance to local and sends Bob’s
current balance to remote. Likewise, txg ; sends Bob’s balance to local and Alice’s
balance to remote.

The remote output is simply the address of the other involved party (so
addrp in tx4; and addry in txp;), but the local output is more complicated.
Instead, the local output in txp; is encoded with some timeout ¢, and awaits
some potential input o. If the timeout ¢ has passed, then the funds go to addrp
as planned. Otherwise, if a valid revocation signature o is provided before time
t, the funds go to addrs. This means that the revocation signature allows one
party to claim the entire capacity of the channel for themselves. As we explore
fully in Section this is used to disincentive bad behavior in the form of
publishing old states.

To create a channel, Alice thus creates the transaction txp o, sending C to
remote and 0 to local (since so far she has supplied all the funds for the channel).
She signs this transaction and sends her signature to Bob, who signs it as well.
Bob then forms tx 4,9, sending 0 to remote and C to local, and sends his signature
on this to Alice. Alice then signs it and publishes txsng to the Bitcoin blockchain.

At this point, Alice and Bob both have valid transactions, meaning transac-
tions that are signed by both parties in the input multisig, which is itself the
output of a transaction on the blockchain (i.e., the funding transaction). Ei-
ther of them could thus publish their transaction to the blockchain to close the
channel. Alternatively, if they mutually agree to close the channel and want to
avoid having one of them wait until the timeout to claim their funds, they could
update to a new state without the timeout in local and publish that.

15Tn general, either one of the parties funds the channel, or both of them.



Updating a channel state Once both Alice and Bob have signed tx4,0 and
txp,0, they have agreed on the state of the channel, which represents their re-
spective balances B4 and Bp. In particular, the amount sent to local in txa
and to remote in txp o represents Alice’s balance, and similarly the amount sent
to local in txp,p and to remote in tx4 ¢ represents Bob’s balance. The question
is now how these transactions are updated when one of them wants to pay the
other one, and thus these balances change.

In theory, this should be simple: Alice and Bob can repeat the same process
as for the creation of these initial commitment transactions, but with the new
balances produced by the payment. The complicating factor, however, is if the
old commitment transactions are still valid after the creation of the new ones,
then one of them might try to revert to an earlier state by broadcasting an old
commitment transaction to the Bitcoin blockchain. For example, if Alice pays
Bob in exchange for some service, then it is important that once the service has
been provided, Alice cannot publish an old commitment transaction claiming
her (higher) balance before she made the payment.

This is exactly the role of the revocation signature introduced earlier. In addi-
tion to exchanging signatures on the new transactions tx4 ;11 and txg i1, Alice
and Bob also exchange the revocation secret keys sk 4 ; and skp ; that correspond
to the public keys pk, ; and pkp ; used in tx4 ; and txp ;. These public keys are
derived from base public keys pk 4 and pkg such that (1) both Alice and Bob can
compute pk, ; and pkp ; for any state i, thus can independently form tx4 ; and
txp,; as long as they know the right amounts, and (2) the corresponding secret
keys sk,i+1 and skp ;41 are completely unknown until one party reveals them to
the other. Thus, up until they exchange revocation keys, they can broadcast the
transactions for state ¢ to the Bitcoin blockchain as a way to close the channel.
Once they exchange the secret keys, however, Bob can form a valid revocation
signature and claim all of Alice’s funds in local if she broadcasts tx4; (it is in-
deed only Alice who can broadcast a valid tx4 ; as only she has both her and
Bob’s signatures on it). At this point the new channel state 7 + 1 is confirmed
and Bob can safely perform his service for Alice.

Closing a channel As long as either Alice or Bob has a positive balance, they
can send payments to the other, knowing that if there is a disagreement they can
settle their previously agreed channel state onto the blockchain, as described in
the previous section. If there is no dispute, and both Alice and Bob agree to close
the channel, they perform a mutual close of the channel. This means providing
a signature that authorizes a settlement transaction.

A.2 Hashed time-lock contracts (HTLCs)

The previous section describes how the state of a two-party channel can be
updated, in which both Alice and Bob are sure that they want a payment to
go through, and can thus transition to the new state immediately. In a broader
network of channels, however, it may very well be the case that two parties



need to prepare their channel for an update that does not happen. To see why,
remember from Section [2] that when Alice is picking a path from herself to Bob,
the information she has about the channels along the way is their capacity C,
which is C = G, + Cout. If cid(U,,—1 <> U,,) has capacity C > amt but Coye < amt
(i.e., Up—1 does not have enough to pay U, the amount Alice is asking), then
the payment fails at this point, so no one along the path should have actually
sent any money. Equally, the payment could fail due to a malicious intermediary
simply deciding not to forward the onion packet or otherwise follow the protocol.

To thus create an intermediate state, and to unite payments across an en-
tire path of channels, the Lightning network uses hashed time-lock contracts, or
HTLCs for short. In using HTLCs, Alice and Bob can still transition from txy4 ;
and txp,; to new transactions txa ;41 and txp ;41 representing a payment of n
coins from Alice to Bob, but the first message that Alice sends includes the hash
h and timeout ¢. This signals to Bob to add an additional output htlc to tx4 41,
which sends n coins to Alice if the time is greater than ¢ (as a refund) and sends
them to him if he provides as input a value x such that H(z) = h. Alice and
Bob then proceed as usual in exchanging signatures and revocation keys for their
respective transactions.

If at some point before ¢ Bob sends such an x to Alice, then it is clear to
both parties that Bob could claim the htlc output of tx4 ;41 if it were posted to
the blockchain. They thus transition to a new state, i + 2, in which they go back
to two-output commitment transactions, with the additional n coins now added
to Bob’s balance.

Going back to the third step in the description provided in Section [2] then,
U;_1 and U; prepare their channel by updating to this intermediate state j + 1,
using the h and ¢; provided in the packet onion; to form the htlc output. In
the fifth and final step, they settle their channel by updating to state j + 2 by
removing the htlc output, once U; has sent the pre-image x to U;,_; and thus
demonstrated their ability to claim it. If Bob never provides the pre-image x,
then by the pre-image resistance of the hash function no party along the path
is able to claim the htlc output, so the payment simply does not happen. If
some malicious U; along the path decides not to continue forwarding z, then all
previous Uy, 1 < k < i can still claim the htlc output in the intermediate state.

B Node Throughput

Given the parameters t,ay, endpoints, and values, we ran two simulation instances,
with the goal of finding the upper and lower bound for the number of payments
a node forwards per day. Each simulation instance was run using the network
and node parameters scraped on September 1, 2020. We define the throughput
T, as the number of payments a node x forwards per day.

In our first simulation instance, throughputy;,, we aim to find the upper bound
of T. For this, we use tpay = 10000 since the throughput per node increases if the
total number of payments increases. We also use endpoints = weighted, which
means that well-connected nodes will be picked more frequently as payment
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Fig. 4: Average throughput

participants. This will increase T, for that set of nodes. Similarly, we use values =
erpensive, as this again increases T, for nodes that are part of channels with
high capacities. Using these parameters thus maximizes T, for nodes with high
degree and high capacity, which we refer to as routers.

In contrast, for throughput,,,;, we aim to find the lower bound of T,. We
thus use tpay = 1,000 and endpoints = uniform, as the throughput per node
is lowest when the (low) traffic is spread evenly across them. Similarly, we use
values = cheap to evenly distribute the load across all channels, even those with
low capacity.

After running the simulations, we group nodes into four categories, according
to the number of channels they possess (1-150, 150-300, 300-500, 500+). We next
measure the average number of payments each of these categories forwards per
day. The results are in Figure [d] and show that—in both scenarios—the number
of channels a node has directly influences the number of payments it forwards.

In particular, for tp,, = 2000 we see that a node with over 500 channels
forwards around 276 payments per day, whereas a node with 150-300 channels
forwards slightly above 130. When tp,, = 4500, the node with the maximum
number of channels forwarded 1,485 payments, which translates to a throughput
of 0.0172 payments per second.

On-path discovery observation. As mentioned in Section[l} a node in a path
should not learn anything about the other participating nodes, and even two
colluding nodes should not be able to infer that they belong in the same path.
Malavolta et al. [25] observed that there is a common identifier in a path (the
hash of the secret x) that would make this trivially possible, but overcame this
by blinding the common identifier in each hop.

In practice, however, as we saw above, even in throughputy;,, where we max-
imized the throughput, it still remained low; i.e., 0.48 payments per minute for
the busiest nodes. Given this, if two colluding nodes are asked to forward a
payment of approximately the same value at approximately the same time (de-
pending on the TCP delays of the nodes in between), it trivial to infer that they



are forwarding the same payment, even with blinded identifiers. Anonymous
communication systems have tackled the same problem of low bandwidth by
adding cover traffic, so LN could similarly add dummy payments to make such
correlation attacks harder to perform. We leave a more thorough exploration of
this countermeasure as future work.

C Effect of Attacker Budget on Recall R

We consider an attacker that chooses the top n nodes with the greatest number
of channels. Here we fix the snapshot interval of 7 = 30 seconds (which, based
on our experiment in Section [4f we believe to be a feasible minimum). In the
following discussion, we refer to our balance discovery attack as a generic attack,
and to previous attacks [16,[30,/43] that rely on error messages as oracle-aided
attacks.

Figure [5 shows how the number of nodes (n) to which the attacker opens
a channel affects the number of payments inferred. For the same number of
nodes attacked, we see that the oracle-aided attack performs significantly better
than the generic attack. This is because the generic attack requires successfully
connecting to both nodes involved in a channel, whereas either node can suffice
for the oracle-aided attack to succeed. This is also why we see the recall for the
oracle-aided attack taper off whereas it continues to increase gradually (but with
a decreasing slope) for the generic attack.

As we observe in the oracle-aided attack especially, creating more channels
provides diminishing returns after a certain point. This is expected given that
most payments are routed through a small subset of nodes, and suggests that
if the attacker is operating with a relatively modest budget, they can choose to
attack a small subset of nodes rather than the entire network. In our simula-
tion, the oracle-aided attacker achieved a recall of 56.3% after opening only 100
channels.

Additionally, an attacker may choose to target a subset of nodes, or even a
single target node, for other reasons; e.g., if it is particularly interested in their
payment activities and less interested in the broader network. By connecting to
and then continuously probing the target node to observe changes in its balances,
the attacker can identify its payments: if the node was an intermediate routing
node, then the channels around it should have similar incoming and outgoing
balances. If instead only a single channel changed by a particular amount, that
node must have been either the sender or the recipient of a payment of that
amount.
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indicate a 95% confidence interval over five simulation runs.
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