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Abstract. A class of C∗-algebras, to be called those of generalized
tracial rank one, is introduced. A second class of unital simple separable

amenable C∗-algebras, those whose tensor products with UHF-algebras of

infinite type are in the first class, to be referred to as those of rational
generalized tracial rank one, is proved to exhaust all possible values of the

Elliott invariant for unital finite simple separable amenable Z-stable C∗-
algebras. A number of results toward the classification of the second class
are presented including an isomorphism theorem for a special sub-class of

the first class, leading to the general classification of all unital simple C∗-
algebras with rational generalized tracial rank one in Part II.

Résumé. . Dans cet article et le prochain, on donne une classification

complète, au moyen de l’invariant d’Elliott, d’une sous-classe de la classe
des C*-algèbres simples, moyennables, séparables, à élément unité, absor-

bant l’algèbre de Jiang-Su, et satisfaisant au UCT, qui épuise l’ensemble
des valeurs possibles de l’invariant pour cette class. La partie I réalise une

grande partie de ce projet, et la partie II l’achève.

1. Introduction The concept of a C∗-algebra exists harmoniously in many
areas of mathematics. The abstract definition of a C∗-algebra axiomatized the
norm closed self-adjoint subalgebras of B(H), the algebra of all bounded linear
operators on a Hilbert space H. Thus, C∗-algebras are operator algebras. The
study of C∗-algebras may also be viewed as the study of a non-commutative
analogue of topology. This is because every unital commutative C∗-algebra is
isomorphic to C(X), the algebra of continuous functions on a compact Hausdorff
space X (by means of the Gelfand transform). If we take our space X and equip
it with a group action via homeomorphisms, we enter the realm of topological
dynamical systems, where remarkable progress has been made by considering
the transformation C∗-algebra C(X) o G arising via the crossed product con-
struction. Analogously, we can consider the study of general crossed products as
the study of non-commutative topological dynamical systems. The most special
case is the group C∗-algebra of G, which is fundamental in the study of abstract
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harmonic analysis. C∗-algebra theory is also basic to the non-commutative ge-
ometry of Connes. There are deep and extremely important interactions between
the theory of C∗-algebras and the theory of the very special concrete C∗-algebras
(weak operator closed) called von Neumann algebras. One might continue in this
vein. Therefore, naturally, it would be of great interest to classify C∗-algebras.
There has already been noteworthy progress in this direction.

Early classification theorems start with the work of Glimm in the late 1950s
who classified infinite tensor products of matrix algebras, which he called uni-
formly hyperfinite algebras (UHF-algebras) by supernatural numbers. Dixmier,
a few years later, classified non-unital inductive limits of UHF-algebras, not-
ing that these were more complex. Bratteli, in 1972, generalized the results
of Glimm and Dixmier to arbitrary inductive limits of finite-dimensional C∗-
algebras (AF-algebras), using an analogue of the combinatorial data of Glimm
which is now called a Bratteli diagram. (For instance, Pascal’s triangle is a
Bratteli diagram.) Bratteli’s classification of AF-algebras was reformulated in a
striking way by Elliott in 1976. He showed in effect that Bratteli’s equivalence
relation on Bratteli diagrams, which corresponded to isomorphism of the AF-
algebras they described, was in fact the same as isomorphism of certain ordered
groups arising in a natural way from these diagrams: in a sense, just their in-
ductive limits. These ordered groups turned out to be just the K-groups of the
algebras (generated by their Murray-von Neumann semigroups).

By 1989, Elliott had begun his classification program by classifying AT-
algebras of real rank zero by scaled ordered K-theory. Notably, this used an
approximate version of an (exact) intertwining argument used by both Bratteli
and Elliott in the AF case. Since then there has been rapid progress in the
program to classify separable amenable C∗-algebras now known as the Elliott
program. Elliott and Gong ([32]) and Elliott, Gong, and Li ([33]) (together with
a deep reduction theorem by Gong ([43])) classified simple AH-algebras with no
dimension growth by means of the Elliott invariant (see Definition 2.4 below).

The Elliott intertwining argument provided a framework for further classifi-
cation proofs and focused attention on the invariants of and the maps between
certain building block algebras (for AF-algebras these building blocks would be
finite dimensional algebras and for AH-algebras these building blocks would be
certain homogeneous C∗-algebras). In particular, one wants to know when maps
between invariants are induced by maps between building blocks (sometimes re-
ferred to as an existence theorem) and to know when maps between the building
blocks are approximately unitarily equivalent (often called an uniqueness theo-
rem). To classify C∗-algebras without assuming some particular inductive limit
structure, one would like to establish abstract existence theorems and unique-
ness theorems. These efforts became the engine for these rapid developments
([64], [60], [69] and [21] for example). Both existence theorems and uniqueness
theorems used KL-theory ([105]) and the total K-theory (K(A)) developed by
Dadarlat and Loring ([20]). These existence and uniqueness theorems provide
not only the technical tools for the classification program but also the foundation
for understanding the morphisms in the category of C∗-algebras.
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The rapid developments mentioned above include the Kirchberg-Phillips clas-
sification ([54], [55], and [97]) of purely infinite simple separable amenable C∗-
algebras which satisfy the UCT, by means of their K-theory. There is also the
classification of unital simple amenable C∗-algebras in the UCT class which have
tracial rank zero or one ([60], [67], and [71]).

On the other hand, it had been suggested in [22] and [4] that unital simple AH-
algebras without a dimension growth condition might behave differently. It was
Villadsen ([116] and [117]) who showed that unital simple AH-algebras may have
perforated K0-groups and may have stable rank equal to any non-zero natural
number. Rørdam exhibited an amenable separable simple C∗-algebra which is
finite but not stably finite ([106]). It was shown by Toms ([115]) that there are
unital simple AH-algebras of stable rank one with the same Elliott invariant that
are not isomorphic. Before that, Jiang and Su ([53]) constructed a unital simple
ASH-algebra Z of stable rank one which has the same Elliott invariant as that
of C. In particular, Z has no non-trivial projections.

If A is a simple separable amenable C∗-algebra with weakly unperforated
K0(A) which belongs to a (reasonable) classifiable class, then one would expect
that A must be isomorphic to A ⊗ Z, since these two algebras have the same
Elliott invariant (Theorem 1 of [44]). If A is isomorphic to A⊗Z, then A is called
Z-stable. The existence of non-elementary simple C∗-algebras which are not Z-
stable was first proved by Gong, Jiang and Su (see [44]). Toms’s counterexample
is in particular not Z-stable. Thus, Z-stability should be added to the hypotheses
if one uses the conventional Elliott invariant. (The class of simple AH-algebras
of [33] are known to be Z-stable. In fact, all unital separable simple amenable
C∗-algebras with finite tracial rank are Z-stable; see Corollary 8.4 of [81].)

The next development in this direction came from a new approach due to
Winter, who made use of the assumption of Z-stability in a remarkably innovative
way ([119]). His idea was to view A⊗Z as an inductive limit of algebras of paths
in A⊗Q with endpoints in A⊗Mp and A⊗Mq (where Q is the UHF-algebra with
K0(Q) = Q, p and q are coprime supernatural numbers, and Mp and Mq their
associated UHF algebras). Suppose that the endpoint algebras are classifiable.
Winter showed that if somehow there is a continuous path of isomorphisms from
one endpoint to the other, then the algebra A itself is also classifiable.

Winter’s procedure provided a new framework to carry out classification.
However, to actually execute the continuation from endpoint to endpoint alluded
to above, one needs new types of uniqueness and existence theorems. In other
words, just like before, in Elliott’s intertwining argument, the new procedure
ultimately, but not surprisingly, depends on certain existence and uniqueness
theorems. However, this time we need the uniqueness and existence theorems
with respect to (one-parameter) asymptotic unitary equivalence of the maps
involved rather than just (sequential) approximate unitary equivalence. This is
significantly more demanding. For example, in the case of the existence theorem,
we need to construct a map which lifts a prescribed KK-element rather than
just a KL-element. This was once thought to be out of reach for general stably
finite algebras since the KK-functor does not preserve inductive limits (as the
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KL-functor does; see [20]). It was an unexpected usage of the Basic Homotopy
Lemma that made this possible. Moreover, the existence theorem also needs
to respect a prescribed rotation related map. The existence theorems are very
different from those developed in the early study of the subject. Inevitably, the
uniqueness theorem also becomes more complicated (again the Basic Homotopy
Lemma plays the key role).

Once we overcame these new hurdles arising in following the Winter approach,
we were able to classify the class of all unital separable simple Z-stable C∗-
algebras A which satisfy the UCT and whose tensor products with all UHF-
algebras of infinite type are of tracial rank zero, by means of the Elliott invariant,
in [83]. We were then able in [77] to extend this result to the class A of all
unital simple separable amenable Z-stable C∗-algebras which satisfy the UCT
and have tracial rank one (not just zero) after tensoring with (just) some infinite
dimensional UHF-algebra. The class A, and already for that matter just the
subclass mentioned above, the C∗-algebras rationally of tracial rank zero, carry
classification substantially beyond earlier results. For instance, the Jiang-Su
algebra Z is unital projectionless, but Z ⊗ U ∼= U for any infinite dimensional
UHF-algebra U. In fact, the class A exhausts all Elliott invariants with simple
weakly unperforated rationally Riesz groups as ordered K0-group and pairing
with the trace simplex taking extreme traces to extreme K0-states ([84]).

The class A not only contains all unital simple separable amenable C∗-algebras
with tracial rank one in the UCT class, and the Jiang-Su algebra, but also con-
tains many other simple C∗-algebras. In fact it unifies the previously classified
classes such as the simple limits of dimension drop interval algebras and dimen-
sion drop circle algebras which, like the Jiang-Su algebra, are not AH-algebras
([76]). However, the restriction on the pairing between traces and K0 prevents
the class A from including inductive limits of “point–line” algebras, which we
called Elliott-Thomsen building blocks. This brings us to the main goal of our
work.

The goal of the present article, and its sequel (Part II), is to give a classification
of a new class of unital simple separable amenable C∗-algebras satisfying the
UCT, by means of the Elliott invariant. This class is significant because it
exhausts all possible values of the Elliott invariant for all unital, simple, finite,
Z-stable, separable amenable C∗-algebras. (It strictly contains the class A

mentioned above.)

First, we shall introduce a class of unital simple separable C∗-algebras which
we shall refer to as the C∗-algebras of generalized tracial rank one. The def-
inition is in the same spirit as that of tracial rank one, but, instead of using
only matrix algebras of continuous functions on a one-dimensional finite CW
complex, it uses the point–line algebras. These were first introduced into the
Elliott program by Elliott and Thomsen ([38]), in connection with determining
the range of the Elliott invariant. Some time later, these C∗-algebras were also
called one dimensional non-commutative CW complexes (NCCW). This class
of unital simple separable C∗-algebras (of generalized tracial rank one) will be
denoted by B1. If we insist that the point–line algebras used in the definition
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have trivial K1, then the resulted sub-class will be denoted by B0. Amenable
C∗-algebras in the class B1 are proved here to be Jiang-Su stable.

Denote by N1 the family of unital simple separable amenable C∗-algebras
A which satisfy the UCT such that A ⊗ Q ∈ B1, and by N0 the subclass of
those C∗-algebras A such that A ⊗ Q ∈ B0, where Q is the UHF-algebra with
K0(Q) = Q.

As earlier for C∗-algebras of tracial rank one, we shall expand the new class of
unital simple separable C∗-algebras of generalized tracial rank one (the class B1)
to include those Z-stable C∗-algebras such that the tensor product with some
infinite-dimensional UHF algebra belongs to this class (B1). We shall show,
in the present Part I of this work, that this expanded new class, the class of
Z-stable unital simple separable amenable C∗-algebras rationally of generalized
tracial rank one, exhausts the Elliott invariant for finite Z-stable unital simple
separable C∗-algebras. We shall also prove, in the present Part I of this work,
that, if A and B are amenable C∗-algebras in B0 satisfying the UCT, then
A⊗ U ∼= B ⊗ U for some UHF-algebra U of infinite type if, and only if, A⊗ U
and B ⊗ U have isomorphic Elliott invariants.

In other words, we classify a certain sub-class of C∗-algebras of generalized
tracial rank one. In Part II, we shall classify the class of all C∗-algebras rationally
of generalized tracial rank one.

The present part of the paper, Part I, is organized as follows. Section 2
serves as preliminaries and establishes some conventions. In Section 3, we study
the class of unital Elliott-Thomsen building blocks, denoted by C (see [26] and
[31]). Elliott-Thomsen building blocks are also called point–line algebras, or
one dimensional non-commutative CW complexes (NCCW complexes, studied
in [27] and [28]). Sections 4 and 5 discuss the uniqueness theorem for maps
from C∗-algebras in C to finite dimensional C∗-algebras. Section 8 presents a
uniqueness theorem for maps from a C∗-algebra in C to another C∗-algebra in C.
This is done by using a homotopy lemma established in Section 6 and existence
theorems established in Section 7 to bridge the uniqueness theorems of Sections 4
and 5 with those of Section 8. In Section 9, the classes B1 (as above) and B0 (as
above) are introduced. Properties of C∗-algebras in the class B1 are discussed in
Sections 9, 10, and 11. These C∗-algebras, unital separable simple C∗-algebras of
generalized tracial rank (at most) one, can also be characterized as being tracially
approximable by (arbitrary) subhomogeneous C∗-algebras with one-dimensional
spectrum. For example, we show, in Section 9, that B1 and B0 are not the same
(unlike the previous case, in which unital simple separable C∗-algebras of tracial
rank one are TAI), and in Section 10, that amenable C∗-algebras in B1 are
Z-stable. Section 12 is dedicated to the main uniqueness theorem used in the
isomorphism theorem of Section 21.

Sections 13 and 14 are devoted to the range theorem, one of the main results:
given any possible Elliott invariant sextuple for a Z-stable unital simple sepa-
rable amenable C∗-algebra, namely, any countable weakly unperforated simple
order-unit abelian group, paired with an arbitrary metrizable Choquet simplex
mapping onto the state space of the order-unit group, together with an arbitrary
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countable abelian group, there is a C∗-algebra in the class N1 realizing this
sextuple as its Elliott invariant. (The construction of this model, an inductive
limit of subhomogeneous C∗-algebras, is similar to that in [31], but additional
work is needed to show that the inductive limits in question belong to the class
N1.) This is shown in Section 13; Section 14 gives a similar construction, for a
restricted class of invariants, and yielding a correspondingly restricted class of
(inductive limit) algebras. For reasons that will become clear later, this second,
restricted, model construction is very important.

Sections 15 to 19 could all be described as different stages in the development
of the existence theorem, to be used in the later sections as well as final iso-
morphism theorem (in Part II). These deal with the issue of existence for maps
from C∗-algebras in C to finite dimensional C∗-algebras and then to C∗-algebras
in C that match prescribed K0-maps and tracial information. The ordered K0-
structure and combined simplex information of these C∗-algebras become com-
plicated. We also need to consider maps from homogeneous C∗-algebras to
C∗-algebras in C. The mixture with higher dimensional noncommutative CW
complexes does not ease the difficulties. However, in Section 18, we show that,
at least under certain restrictions, any given compatible triple which consists
of a strictly positive KL-element, a map on the tracial state space, and a ho-
momorphism on a quotient of the unitary group, it is possible to construct a
homomorphism from a separable amenable C∗-algebra A satisfying the UCT of
the form B ⊗ U for some B ∈ B0 and some UHF-algebra U of infinite type to
another separable C∗-algebra C of the form D ⊗ V, where D ∈ B0 and V is a
UHF-algebra of infinite type, which matches the triple. Variations of this are
also discussed. In Section 19, we show that N1 = N0, even though B1 6= B0, as
indicated in Section 9. In Section 20, we continue to study the existence theo-
rem. In Section 21, we show that any unital simple C∗-algebra, which satisfies
the UCT, in the class N1 absorbing tensorially a UHF algebra of infinite type
is isomorphic to an inductive limit C∗-algebra as constructed in Section 14, and
any two such C∗-algebras are isomorphic if they have the same Elliott invari-
ant. This isomorphism theorem is special but is also the foundation of our main
isomorphism theorem in Part II of the paper.
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2. Notation and Preliminaries This section includes a list of notations
and definitions most of which are standard. We list them here for the reader’s
convenience. However, we also recommend skipping this section until some of
these notions appear.

Definition 2.1. Let A be a unital C∗-algebra. Denote by As.a. the self-adjoint
part of A and A+ the set of all positive elements of A.Denote by U(A) the unitary
group of A, and denote by U0(A) the normal subgroup of U(A) consisting of those
unitaries which are in the connected component of U(A) containing 1A. Denote
by DU(A) the commutator subgroup of U0(A) and CU(A) the closure of DU(A)
in U(A).

Definition 2.2. Let A be a unital C∗-algebra and let T (A) denote the simplex
of tracial states of A, a compact subset of A∗, the dual of A, with the weak*
topology (see also [109] and II.4.4 of [5]). Let τ ∈ T (A). We say that τ is faithful
if τ(a) > 0 for all a ∈ A+ \ {0}. Denote by Tf (A) the set of all faithful tracial
states.

For each integer n ≥ 1 and a ∈Mn(A), write τ(a) = (τ ⊗Tr)(a), where Tr is
the (non-normalized) standard trace on Mn.

Let S be a compact convex set. Denote by Aff(S) the space of all real con-
tinuous affine functions on S and denote by LAffb(S)) the set of all bounded
lower semi-continuous real affine functions on S. Denote by Aff(S)+ the set of
those non-negative valued functions in Aff(S) and Aff(S)+ = Aff(S)+\{0}. Also
define Aff(S)++ = {f ∈ Aff(A)+ : f(s) > 0, s ∈ S}. Define LAffb(S)+ to be the
set of those non-negative valued functions in LAffb(S), and LAffb(S)++ to be
the set {f ∈ LAffb(S)+ : f(s) > 0, s ∈ S}.

Suppose that T (A) 6= ∅. There is a linear map raff : As.a. → Aff(T (A))
defined by

raff(a)(τ) = â(τ) = τ(a) for all τ ∈ T (A)

and for all a ∈ As.a..
Let A0 denote the closure of the set of all self–adjoint elements of A of the form∑
xix
∗
i −
∑
x∗i xi. Then by Theorem 2.9 of [17] (also see the proof of Lemma 3.1

of [112] for further explanation), we know that A0 = ker(raff). As in [17], denote
by Aq the quotient space As.a./A0. It is a real Banach space. Denote by Aq+ the
image of A+ in A/A0. Denote by q : As.a. → Aq the quotient map. It follows
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from Proposition 2.7 of [17] that T (A) is precisely the set of those real bounded
linear functionals f on Aq such that f(x) ≥ 0 for all x ∈ Aq+ and f(q(1A)) = 1.
Moreover, the topology on T (A) is the weak* topology of T (A) as a subset of the
dual space of Aq. For a given element g ∈ Aff(T (A)), by Proposition 2.8 of [17],
g can be uniquely extended to a bounded linear functional on (Aq)∗, the dual
space of Aq. Since g is continuous on T (A), g is weak*-continuous. Therefore this
gives an element Γ(g) in Aq (this also shows that the map raff is surjective). Let
τ ∈ T (A). Then we view τ as an element in (Aq)∗ as above. Then τ(Γ(g)) = g(τ)
for all τ ∈ T (A). It follows that Γ is a linear map from Aff(T (A)) to Aq. It is
clear that Γ is injective. To see it is surjective, let x ∈ Aq. Then, viewing T (A)
as a subset of the dual of Aq, x̂(τ) = τ(x) (for all τ ∈ T (A)) defines an element of
Aff(T (A)). It is clear that Γ(x̂) = x. That the map Γ is an isometry now follows
from the equation (3.1) of the proof of Lemma 3.1 of [112] (see also Theorem 2.9
of [17]). (Hence Γ is also positive.)

Suppose that A and B are two unital separable C∗-algebras such that
Aff(T (A)) ∼= Aff(T (B)), i.e., there is an isometric order isomorphism γ from
the real Banach space Aff(T (A)) onto the real Banach space Aff(T (B)) which
preserves the constant function 1. Then there is an isometric isomorphism from
Aq onto Bq which maps Aq+ into Bq+ and q(1A) to q(1B), and the inverse maps Bq+
into Aq+ and maps q(1B) to q(1A). Since we have identified T (A) and T (B) with
the subset of (Aq)∗ which preserves the order and has value 1 on q(1A) and the
subset of (Bq)∗ which preserves the order and has value 1 on q(1B), respectively,
the map γ induces an affine homeomorphism from T (B) onto T (A).

Definition 2.3. Let A be a unital stably finite C∗-algebra with T (A) 6=
∅. Denote by ρA : K0(A) → Aff(T (A)) the order preserving homomorphism
defined by ρA([p])(τ) = τ(p) for any projection p ∈ Mn(A), n = 1, 2, ... (see the
convention above).

A map s : K0(A) → R is said to be a state if s is an order preserving
homomorphism such that s([1A]) = 1. The set of states on K0(A) is denoted by
S[1A](K0(A)).

Denote by rA : T (A) → S[1A](K0(A)) the map defined by rA(τ)([p]) = τ(p)
for all projections p ∈Mn(A) (for all integers n) and for all τ ∈ T (A).

Definition 2.4. Let A be a unital simple C∗-algebra. The Elliott invariant
of A, denoted by Ell(A), is the sextuple

Ell(A) = (K0(A),K0(A)+, [1A],K1(A), T (A), rA).

Suppose that B is another unital simple C∗-algebra. We say that Γ : Ell(A) →
Ell(B) is a homomorphism if there are an order preserving homomorphism κ0 :
K0(A) → K0(B) such that κ0([1A]) = [1B ], a homomorphism κ1 : K1(A) →
K1(B), and a continuous affine map κT : T (B)→ T (A) such that

rA(κT (t))(x) = rB(t)(κ0(x)) for all x ∈ K0(A) and(e 2.1)
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for all t ∈ T (B), and we write Γ = (κ0, κ1, κT ).
We write Ell(A) ∼= Ell(B) if there is Γ as above such that κ0 is an order

isomorphism such that κ0([1A]) = [1B ], κ1 is an isomorphism, and κT is an
affine homeomorphism. If, in addition, A is separable and satisfies the UCT,
then there exists an element α ∈ KL(A,B) such that α|Ki(A) = κi, i = 0, 1
(recall that, by [105], in this case, KL(A,B) = KK(A,B)/Pext, where Pext is
the subgroup corresponding to the pure extensions of K∗(A) by K∗(B)). If B
is also separable and satisfies the UCT, then there also exists α−1 ∈ KL(B,A)
with α−1 × α = [idA] and α× α−1 = [idB ] (see 23.10.1 of [2]).

Any continuous affine map κT : T (B)→ T (A) induces a map κ]T : Aff(T (A))→
Aff(T (B)) defined by κ]T (l)(τ) = l(κ(τ)) for all τ ∈ T (B) and l ∈ Aff(T (A)).

Furthermore, κT is compatible with κ0 in the sense of (e 2.1) if and only if κ]T
and κ0 are compatible in the following sense:

ρB(κ0(x)) = κ]T (ρA(x)) for all x ∈ K0(A).

Note that any unital homomorphism ϕ : A → B induces maps ϕ∗,0 : K0(A) →
K0(B) and ϕ# : Aff(T (A))→ Aff(T (B)), which are compatible.

Definition 2.5. Let X be a compact metric space, let x ∈ X be a point, and
let r > 0. Denote by B(x, r) the open unit ball {y ∈ X : dist(x, y) < r}.

Let ε > 0. Define fε ∈ C0((0,∞)) to be the function with fε(t) = 0 if t ∈
[0, ε/2], fε(t) = 1 if t ∈ [ε,∞), and fε(t) = (2 − ε)/ε if t ∈ [ε/2, ε]. Note that
0 ≤ f ≤ 1 and fεfε/2 = fε.

Denote by t+ the continuous function g(t) := (1/2)(t+ |t|) for all t ∈ R. Then,
if A is a C∗-algebra and a ∈ A+, the element a+ := g(a) = (1/2)(a+ |a|) is the
positive part of a.

Definition 2.6. Let A be a C∗-algebra. Let a, b ∈ Mn(A)+. Following
Cuntz ([16]), we write a . b if there exists a sequence {xn} in Mn(A) such that
limn→∞ x∗nbxn = a. If a . b and b . a, then we write a ∼ b. The relation “∼”
is an equivalence relation. Denote by W (A) the Cuntz semigroup, consisting
of the equivalence classes of positive elements in

⋃∞
m=1Mm(A) with orthogonal

addition (i.e., [a+ b] = [a⊕ b]).
If p, q ∈ Mn(A) are projections, then p . q if and only if p is Murray-von

Neumann equivalent to a subprojection of q. In particular, when A is stably
finite, p ∼ q if and only if p and q are Murray-von Neumann equivalent.

Recall (see II. 1.1 of [5]) that a (normalized) 2-quasi-trace of a C∗-algebra A
is a function τ : A→ C satisfying

(1) τ(1) = 1,
(2) 0 ≤ τ(xx∗) = τ(x∗x), x ∈ A,
(3) τ(a+ ib) = τ(a) + iτ(b), a, b ∈ As.a.,
(4) τ is linear on abelian C∗-subalgebra of A, and
(5) τ extends to a function from M2(A) to C satisfying the conditions above.
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Denote by QT (A) the set of normalized 2-quasi-traces on A. It follows from
II 4.1 of [5] that every 2-quasi-trace τ extends to a quasi-trace on Mn(A) (for all
n ≥ 1). For a ∈ A+ and τ ∈ QT (A), define

dτ (a) = lim
ε→0

τ(fε(a)).

Suppose that QT (A) 6= ∅. We say A has strict comparison for positive el-
ements if, for any a, b ∈ Mn(A) (for all integers n ≥ 1), dτ (a) < dτ (b) for
τ ∈ QT (Mn(A)) implies a . b.

Definition 2.7. Let A be a C∗-algebra. Denote by A1 the unit ball of A,
and by Aq,1+ the image of the intersection of A+ ∩A1 in Aq+. (Recall that Aq+ =
raff(A+); see Definition 2.2.)

Definition 2.8. Let A be a unital C∗-algebra and let u ∈ U(A). We write
Adu for the automorphism a 7→ u∗au for all a ∈ A. Suppose B ⊂ A is a
unital C∗-subalgebra. Denote by Inn(B,A) the set of all those monomorphisms
ϕ : B → A such that there exists a sequence of unitaries {un} ⊂ A with ϕ(b) =
limn→∞ u∗nbun for all b ∈ B.

Definition 2.9. Denote by N the class of separable amenable C∗-algebras
which satisfy the Universal Coefficient Theorem (UCT).

Denote by Z the Jiang-Su algebra ([53]). Note that Z has a unique trace
state and Ki(Z) = Ki(C) (i = 0, 1). A C∗-algebra A is said to be Z-stable if
A ∼= A⊗ Z.

Definition 2.10. LetA be a unital C∗-algebra . Recall that, following Dădărlat
and Loring ([20]), one defines

(e 2.2) K(A) =
⊕
i=0,1

Ki(A)⊕
⊕
i=0,1

⊕
k≥2

Ki(A,Z/kZ).

There is a commutative C∗-algebra Ck such that one may identify Ki(A⊗ Ck)
with Ki(A,Z/kZ). Let A be a unital separable amenable C∗-algebra , and let
B be a σ-unital C∗-algebra. Following Rørdam ([105]), KL(A,B) is the quo-
tient of KK(A,B) by those elements represented by limits of trivial extensions
(see [69]). In the case that A satisfies the UCT, Rørdam defines KL(A,B) =
KK(A,B)/Pext, where Pext is the subgroup corresponding to the pure exten-
sions of K∗(A) by K∗(B). In [20], Dădărlat and Loring proved that (if A satisfies
the UCT)

KL(A,B) = HomΛ(K(A),K(B))(e 2.3)

(see page 362 of [20] for the definition of the group of module homomorphisms
HomΛ(−,−)).
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Now suppose that A is stably finite. Denote by KK(A,B)++ the set of
those elements κ ∈ KK(A,B) such that κ(K0(A)+) \ {0}) ⊂ K0(B)+ \ {0}.
(Warning: the notation here may be different from other papers.) In the absence
of the UCT, we denote by HomΛ(K(A),K(B))++ the set of those elements
κ ∈ HomΛ(K(A),K(B)) such that κ(K0(A) \ {0}) ⊂ K0(B)+ \ {0}. Suppose
further that both A and B are unital. Denote by KKe(A,B)++ the subset of
those κ ∈ KK(A,B)++ such that κ([1A]) = [1B ]. Denote by KLe(A,B)++ the
image of KKe(A,B)++ in KL(A,B).

Definition 2.11. Let A and B be C∗-algebras and ϕ : A → B be a linear
map. We will sometimes, without notice, continue to use ϕ for the induced map
ϕ ⊗ idMn

: A ⊗ Mn → B ⊗ Mn. Also, ϕ ⊗ 1Mn
: A → B ⊗ Mn is used for

the amplification which maps a to ϕ(a) ⊗ 1Mn , the diagonal element with ϕ(a)
repeated n times. Throughout the paper, if ϕ is a homomorphism, we will use
ϕ∗i : Ki(A) → Ki(B), i = 0, 1, for the induced homomorphism. We will use
[ϕ] for the element of KL(A,B) (or KK(A,B) if there is no confusion) which is
induced by ϕ. Suppose that A and B are unital and ϕ(1A) = 1B . Then ϕ induces
an affine map ϕT : T (B)→ T (A) defined by ϕT (τ)(a) = τ(ϕ(a)) for all τ ∈ T (B)
and a ∈ As.a.. Denote by ϕ] : Aff(T (A))→ Aff(T (B)) the affine continuous map
defined by ϕ](f)(τ) = f(ϕT (τ)) for all f ∈ Aff(T (A)) and τ ∈ T (B).

Definition 2.12. Let A be a unital separable amenable C∗-algebra and let
x ∈ A. Suppose that ‖xx∗− 1‖ < 1 and ‖x∗x− 1‖ < 1. Then x|x|−1 is a unitary.
Let us use 〈x〉 to denote x|x|−1.

Let F ⊂ A be a finite subset and ε > 0 be a positive number. We may assume
that 1A ∈ F. We say a map L : A→ B is F-ε-multiplicative if

‖L(xy)− L(x)L(y)‖ < ε for all x, y ∈ F.

Let P ⊂ K(A) be a finite subset. Let us first assume that P ⊂ K0(A)⊕K1(A)
Assume also that {pi, p′i : 1 ≤ i ≤ m0} ⊂MN (A) is a finite subset of projections
and {uj : 1 ≤ j ≤ m1} ⊂ MN (A) is a finite subset of unitaries such that
{[pi]− [p′i], [uj ] : 1 ≤ i ≤ m0, 1 ≤ j ≤ m1} = P. Then there is ε > 0 and a finite
subset F of A satisfying the following condition: for any unital C∗-algebra B and
any unital F-ε-multiplicative completely positive linear map L : A→ B, the map
L induces a homomorphism [L] defined on G(P), where G(P) is the subgroup
generated by P, to K(B) such that there are projections qi, q

′
i ∈ MN (B) with

[qi] = [L]([pi]), [q′i] = [L]([p′i]) in K0(B) (1 ≤ i ≤ m0) and unitaries uj ∈MN (B)
(1 ≤ j ≤ m1) with [vj ] = [L]([uj ]) such that

‖L(pi)− qi‖ < 1/2, ‖L(p′i)− q′i‖ < 1/2 (1 ≤ i ≤ m0) and(e 2.4)

‖〈L(uj)〉 − vj‖ < 1/2 (1 ≤ j ≤ m1).(e 2.5)

In general, P∩Ki(A,Z/kZ) 6= ∅. Then the above also applies to P∩Ki(A,Z/kZ)
with a necessary modification, by replacing L, by L ⊗ idCk , where Ck is the
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commutative C∗-algebra referred to in 2.10. Suppose that the triple (ε,F,P)
also has the following property: if L′ is another such map with the property
that ‖L(a)− L′(a)‖ < 2ε for all a ∈ F, then [L]|P = [L′]|P. Then such a triple
(ε,F,P) may be called a KL-triple for A (see, for example, 1.2 of [58] and 3.3 of
[21]). Note that these considerations, in particular, imply that, if uj ∈ U0(A),
then [L]([uj ]) ∈ U0(B).

Suppose that A is unital and L is a contractive completely positive linear map
which is not unital. We may always assume that 1A ∈ F. When ε < 1/4, let
p = χ(L(1A)), where 0 ≤ χ(t) ≤ 1 is a function in C([0, 1]) which is zero on
[0, 1/3] and 1 on [1/2, 1]. For small ε, pL(1A)p is close to p and so invertible in
pBp. Let b ∈ pBp be the inverse of pL(1A)p in B. Then ‖b1/2 − p‖ < 4ε. Define
L′ : A → pBp by L′(a) = b1/2pL(a)pb1/2 for a ∈ A. Note that, for any η > 0,
‖L − L′‖ < η if ε is sufficiently small. The convention of this article, as usual,
will be that we may always assume that L(1A) is a projection when we mention
an F-ε-multiplicative map L.

Then, if u is a unitary, with sufficiently large G and small ε, as above, then
〈L(u)〉 is a unitary in pBp. By [L]([u]), in K1(B), we then mean [〈L(u)〉+(1−p)].

Suppose that Ki(A) is finitely generated. Then, by Proposition 2.4 of [74],
for some large P, if (ε,F,P) (with sufficiently small ε, and sufficiently large F)
is a KL-triple for A, then [L] defines an element in KL(A,B) = KK(A,B). In
this case, we say (ε,F) is a KK-pair.

Lemma 2.13 (Lemma 2.8 of [74]). Let A be a unital separable amenable C∗-
algebra. Let ε > 0, let F0 ⊂ A be a finite subset and let F ⊂ A ⊗ C(T) be
a finite subset. There exist a finite subset G ⊂ A and δ > 0 satisfying the
following condition: For any unital G-δ-multiplicative completely positive linear
map ϕ : A → B (for some unital C∗-algebra B) and any unitary u ∈ B such
that

‖ϕ(g)u− uϕ(g)‖ < δ for all g ∈ G,(e 2.6)

there exists a unital F-ε-multiplicative completely positive linear map L : A ⊗
C(T)→ B such that

‖ϕ(f)− L(f ⊗ 1)‖ < ε and ‖L(1⊗ z)− u‖ < ε(e 2.7)

for all f ∈ F0, where z ∈ C(T) is the identity function on the unit circle.

Proof. This is well known. The proof follows the same lines as that of 2.1
of [85]. We sketch the proof here. Claim: Suppose that there exists a se-
quence of unital completely positive linear maps ϕn : A → Bn for some se-
quence of unital C∗-algebras {Bn} and a sequence of unitaries un ∈ Bn such
that limn→∞ ‖ϕn(ab)−ϕn(a)ϕn(b)‖ = 0 for all a, b ∈ A and limn→∞ ‖ϕn(a)un−
unϕn(a) = 0 for all a ∈ A. Then there exists a sequence of unital completely posi-
tive linear maps Ln : A⊗C(T)→ Bn such that limn→∞ ‖Ln(a⊗1C(T))−ϕn(a)‖ =



A classification of finite simple amenable Z-stable C∗-algebras, I 75

0 and limn→∞ ‖Ln(1 ⊗ g) − g(un)‖ = 0 for all g ∈ C(T). As in the proof of 2.1
of [85], the lemma follows from the claim.

Now we prove the claim with exactly the same argument as that of 2.1 of [85].
Consider the C∗-algebras C =

∏∞
n=1Bn and C0 =

⊕∞
n=1Bn. Let π : C → C/C0

be the quotient map. Define ΦA : A → C by ΦA(a) = {ϕ(a)} for all a ∈ A and
ΦT : C(T)→ C by ΦT (g) = {g(un)} for all g ∈ C(T). Then π◦ΦA and π◦ΦT are
unital homomorphisms such that π◦ΦA(a) and π◦ΦT (g) commute for each a ∈ A
and g ∈ C(T). Thus, there is a unital homomorphism Ψ : A ⊗ C(T) → C/C0

such that Ψ(a ⊗ g) = ΦA(a)ΦT (g) for all a ∈ A and g ∈ C(T). Since A ⊗ C(T)
is amenable, by a result of Choi and Effros, just as in the proof of 2.1 of [85],
we obtain a unital completely positive linear map L : A⊗ C(T)→ C such that
π◦L = Ψ. Write L(a) = {Ln(a)}, where each Ln : A→ Bn is a unital completely
positive linear map. Then

lim
n→∞

‖Ln(a⊗ 1C(T))− ϕn(a)‖ = 0 for all a ∈ A and(e 2.8)

lim
n→∞

‖Ln(1⊗ g)− g(un)‖ = 0 for all g ∈ C(T),(e 2.9)

as desired. �

Definition 2.14. Let A be a unital C∗-algebra. Consider the tensor product
A⊗C(T). By the Künneth Formula (note that K∗(C(T)) is finitely generated),
the tensor product induces two canonical injective homomorphisms

(e 2.10) β(0) : K0(A)→ K1(A⊗ C(T)) and β(1) : K1(A)→ K0(A⊗ C(T)).

In this way (with further application of the Künneth Formula), one may write

(e 2.11) Ki(A⊗ C(T)) = Ki(A)⊕ β(i−1)(Ki−1(A)), i = 0, 1.

For each i ≥ 2, one also obtains the following injective homomorphisms

(e 2.12) β
(i)
k : Ki(A,Z/kZ)→ Ki−1(A⊗ C(T),Z/kZ), i = 0, 1.

Moreover, one may write

(e 2.13) Ki(A⊗C(T),Z/kZ) = Ki(A,Z/kZ)⊕β(i−1)
k (Ki−1(A,Z/kZ)), i = 0, 1.

If x ∈ K(A), let us write β(x) for β(i)(x) if x ∈ Ki(A) and for β
(i)
k (x) if

x ∈ Ki(A,Z/kZ). So we have an injective homomorphism

β : K(A)→ K(A⊗ C(T)),(e 2.14)

and

K(A⊗ C(T)) = K(A)⊕ β(K(A)).(e 2.15)
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Let h : A ⊗ C(T) → B be a unital homomorphism. Then h induces a ho-
momorphism h∗i,k : Ki(A ⊗ C(T),Z/kZ) → Ki(B,Z/kZ), k = 0, 2, 3, ... and
i = 0, 1. Suppose that ϕ : A→ B is a unital homomorphism and v ∈ U(B) is a
unitary such that ϕ(a)v = vϕ(a) for all a ∈ A. Then ϕ and v determine a unital
homomorphism h : A ⊗ C(T) → B by h(a ⊗ z) = ϕ(a)v for all a ∈ A, where
z ∈ C(T) is the identity function on the unit circle T, and every unital homomor-
phism A⊗ C(T)→ B arises in this way. We use Bott(ϕ, v) : K(A)→ K(B) to

denote the collection of all homomorphisms h∗i−1,k◦β(i)
k , where h : A⊗C(T)→ B

is the homomorphism determined by (ϕ, v), and we write

Bott(ϕ, v) = 0(e 2.16)

if h∗i−1,k ◦β(i)
k = 0 for all k and i. In particular, since A is unital, (e 2.16) implies

that [v] = 0 in K1(B). We also use botti(ϕ, v) for h∗i−1 ◦ β(i), i = 0, 1.
Suppose that A is a unital separable amenable C∗-algebra. Let Q ⊂ K(A ⊗

C(T)) be a finite subset, let F0 ⊂ A be a finite subset, and let F1 ⊂ A ⊗ C(T)
also be a finite subset. Suppose that (ε,F0,Q) is a KL-triple. Then, by 2.13
there exist a finite subset G ⊂ A and δ > 0 satisfying the following condition: For
any unital G-δ-multiplicative completely positive linear map ϕ : A→ B (where
B is a unital C∗-algebra ) and any unitary v ∈ B such that

‖[ϕ(g), v]‖ < δ for all g ∈ G,(e 2.17)

there exists a unital F1-ε-multiplicative completely positive linear map L : A⊗
C(T)→ B such that

‖L(f ⊗ 1)− ϕ(f)‖ < ε for all f ∈ F0 and ‖L(1⊗ z)− v‖ < ε,(e 2.18)

where z ∈ C(T) is the standard unitary generator of C(T). In particular, [L]|Q is
well defined (see 2.12). Let P ⊂ K(A) be a finite subset. There are δP > 0 and
a finite subset FP satisfying the following condition: if ϕ : A → B is a unital
FP-δP-multiplicative completely positive linear map and (e 2.17) holds for δP (in
place of δ) and FP (in place of G), then there exists a unital completely positive
linear map L : A ⊗ C(T) → B which satisfies (e 2.18) such that [L]|β(P) is well
defined, and [L′]|β(P) = [L]|β(P) if L′ also satisfies (e 2.18) (for the same ϕ and
v) (see 2.12). In this case, we will write

Bott(ϕ, v)|P(x) = [L]|β(P)(x)(e 2.19)

for all x ∈ P. In particular, when [L]|β(P) = 0, we will write

Bott(ϕ, v)|P = 0.(e 2.20)

WhenK∗(A) is finitely generated, HomΛ(K(A),K(B)) is determined by a finitely
generated subgroup of K(A) (see [20]). Let P be a finite subset which generates
this subgroup. Then, in this case, instead of (e 2.20), we may write

Bott(ϕ, v) = 0.(e 2.21)
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In general, if P ⊂ K0(A), we will write

bott0(ϕ, v)|P = Bott(ϕ, v)|P,(e 2.22)

and if P ⊂ K1(A), we will write

bott1(ϕ, v)|P = Bott(ϕ, v)|P.(e 2.23)

Definition 2.15. Let A be a unital C∗-algebra. Each element u ∈ U0(A) can
be written as u = eih1eih2 · · · eihk for h1, h2, ..., hk ∈ As.a.. We write cer(u) ≤ k
if u = eih1eih2 · · · eihk for selfadjoint elements h1, h2, ..., hk. We write cer(u) = k
if cer(u) ≤ k and u is not a norm limit of unitaries {un} with cer(un) ≤ k − 1.
We write cer(u) = k + ε if cer(u) 6≤ k and there exists a sequence of unitaries
{un} ⊂ A such that un ∈ U0(A) with cer(un) ≤ k.

Let u = u(t) ∈ C([0, 1], U(A)) be a unitary. Let Q = {0 = t0 < t1 < · · · tm =
b} be a partition of [0, 1]. Define LQ((u(t))0≤t≤1) =

∑m
i=1 ‖u(ti)− u(ti−1)‖, and

length(u(t))0≤t≤1 = sup{LP((u(t))0≤t≤1 : P},(e 2.24)

where the supremum is taken among all possible partitions Q. Define

cel(u) = inf
{

length of (u(t))0≤t≤1 | u(t) ∈ C([0, 1], U0(A)), u(0)) = u, u(1) = 1
}
.

Obviously, if u = eih1eih2 · · · eihk , then cel(u) ≤ ‖h1‖ + ‖h2‖ + · · · + ‖hk‖ . In
fact (see [101]),

cel(u) = inf{
n∑
j=1

‖hj‖ : u =
n∏
i=1

eihj , hj ∈ As.a.}.

Definition 2.16. Suppose that A is a unital C∗-algebra with T (A) 6= ∅.
Recall that CU(A) is the closure of the commutator subgroup of U0(A). Let
u ∈ U(A). We shall use ū to denote the image in U(A)/CU(A). It was proved
in [112] that there is a splitting short exact sequence
(e 2.25)

0→ Aff(T (A))/ρA(K0(A))→
∞⋃
n=1

U(Mn(A))/
∞⋃
n=1

CU(Mn(A))
κA1→K1(A)→ 0.

In what follows, we will use U(M∞(A)) for
⋃∞
n=1 U(Mn(A)), U0(M∞(A)) for⋃∞

n=1 U0(Mn(A)), and CU(M∞(A)) for
⋃∞
n=1 CU(Mn(A)). Let Jc (or JAc ) be a

fixed splitting map. Then one may write

(e 2.26) U(M∞(A))/CU(M∞(A)) = Aff(T (A))/ρA(K0(A))⊕ Jc(K1(A)).

As in [46], denote by Pn(A) the subgroup of K0(A) generated by the projec-
tions in Mn(A). Denote by ρnA(K0(A)) the subgroup ρA(Pn(A)) of ρA(K0(A)).
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In particular, ρ1
A(K0(A)) is the subgroup of ρA(K0(A)) generated by the images

of the projections in A under the map ρA. Let β : π1(U(M∞(A))) → K0(A)
denote the inverse of the Bott periodicity isomorphism. Then it is well known
that the image of π1(U(Mn(A))), under β, contains Pn(A). (Namely, for any
[p] ∈ K0(A) represented by a projection p ∈ Mn(A), we have β([u]) = [p],
for u ∈ C(T, Un(A)) defined by u(z) = z · p + (1n − p), for all z ∈ T.) By
Theorem 3.2 of [112] (see pertinent notation at the beginning of §3 of [112]), if
ρnA(K0(A)) = ρA(K0(A)), then

U0(Mn(A))/CU(Mn(A)) ∼= Aff T (A)/ρA(K0(A)) ∼= U0(M∞(A))/CU(M∞(A))

(cf. [46]).
In general, let r̃kaff : As.a. → U0(Mk(A))/CU(Mk(A)) be defined by the com-

position of raff : As.a. → Aff(T (A)) and the quotient map qk : Aff(T (A)) →
Aff(T (A))/ρA(π1(U0(Mk(A)))) ∼= U0(Mk(A))/CU(Mk(A)), where the last iso-
morphism is given by Theorem 3.2 of [112]. Denote by

r̃aff : As.a. → U0(M∞(A))/CU(M∞(A))

the composition of raff and the quotient map

q : Aff(T (A))→ Aff(T (A))/ρA(K0(A)).

Suppose that Aff(T (A))/ρA(K0(A)) ∼= U0(Mk(A))/CU(Mk(A)). Then the
map r̃aff = r̃kaff defined above can be defined concretely as

r̃aff(h) = [diag(exp(2πih), 1k−1)] ∈ U0(Mk(A))/CU(Mk(A))(e 2.27)

for any h ∈ As.a, (see Cor 2.12 of [46]). The map r̃aff is surjective, since raff is
surjective.

If A has stable rank k, then K1(A) = U(Mk(A))/U0(Mk(A)). Note that

csr(C(T, A)) ≤ tsr(A) + 1 = k + 1.

It follows from Theorem 3.10 of [46] that

(e 2.28) U0(M∞(A))/CU(M∞(A)) = U0(Mk(A))/CU(Mk(A)),

whence it follows that this holds with U in place of U0. Then, combining these
facts, one has the split short exact sequence

0→ Aff(T (A))/ρA(K0(A)) → U(Mk(A))/CU(Mk(A))

κA1→ U(Mk(A))/U0(Mk(A))→ 0,(e 2.29)
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and one may write

U(Mk(A))/CU(Mk(A)) = Aff(T (A))/ρA(K0(A))⊕ Jc(K1(A))(e 2.30)

= Aff(T (A))/ρA(K0(A))⊕ Jc(U(Mk(A))/U0(Mk(A))).(e 2.31)

Note that κA1 ◦ Jc = idK1(A). For each continuous and piecewise smooth path
and {u(t) : t ∈ [0, 1]} ⊂ U(Mk(A)), define

DA({u(t)})(τ) =
1

2πi

∫ 1

0

τ(
du(t)

dt
u∗(t))dt, τ ∈ T (A).

For each {u(t)}, the map DA({u}) is a real continuous affine function on T (A).
Let

DA : U0(Mk(A))/CU(Mk(A))→ Aff(T (A))/ρA(K0(A))

denote the de la Harpe and Skandalis determinant ([18]) given by

DA(ū) = DA({u}) + ρA(K0(A)), u ∈ U0(Mk(A)),

where {u(t) : t ∈ [0, 1]} ⊂ Mk(A) is a continuous and piecewise smooth path
of unitaries with u(0) = 1 and u(1) = u. It is known that the de la Harpe and
Skandalis determinant is independent of the choice of representative for ū and
the choice of path {u(t)}. Define

(e 2.32) ‖DA(ū)‖ = inf{‖DA({v})‖ : v(0) = 1, v(1) = v and v̄ = ū},

where ‖DA({v})‖ = supτ∈T (A) ‖DA({v})(τ)‖.
Suppose that u, v ∈ U(Mk(A)). Define

dist(u, v) = inf{‖uv∗ − c‖ : c ∈ CU(Mk(A))}.(e 2.33)

It is a metric. Note that dist(uv−1, 1) = dist(u, v) ≤ dist(u, 1) + dist(v, 1) =
dist(u, 1) + dist(v−1, 1). Define
(e 2.34)

d(ū, v̄) =

{
2, if uv∗ 6∈ U0(Mk(A)), or ‖DA(uv∗)‖ ≥ 1/2,

‖e2πi‖DA(uv∗)‖ − 1‖, otherwise.

This is also a metric (see the lines preceding Theorem 6.4 of [113]).
Note that, if u, v ∈ U0(Mk(A)), then d(uv∗, 1k) = dist(u, v). Now suppose that

A has the property that ρkA(K0(A)) ⊃ ρA(K0(A)). This means ρ1
A(Pk(A)) ⊃

ρA(Pk(A)), where Pk(A) is the subgroup of K0(A) which is generated by the
elements in K0(A) represented by projections in Mk(A). By 3.6 of [46],

U0(Mk(A))/CU(Mk(A)) = U0(Mm(A))/CU(Mm(A))

for all m ≥ k. It follows from the proof of Theorem 3.1 of [89] that for any uni-
taries u, v ∈ U0(Mk(A)), d(u, v) = dist(u, v) = inf{‖uv∗−w‖ : w ∈ CU(Mk(A))‖}.
On the other hand, if ‖DA(uv∗)‖ = δ < 1/2, then

inf{‖uv∗ − w‖ : w ∈ CU(Mk(A))‖} < 2πδ.(e 2.35)

See Proposition 3.23 below for further discussion.
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Definition 2.17. Let A be a unital separable amenable C∗-algebra and
B be another unital C∗-algebra. If ϕ : A → B is a unital homomorphism,
then ϕ induces a continuous homomorphism ϕ‡ : U(Mm(A))/CU(Mm(A)) →
U(Mm(B))/CU(Mm(B)) which maps U0(Mm(A))/CU(Mm(A)) to
U0(Mm(B))/CU(Mm(B))) for each m. Moreover, κB1 ◦ ϕ‡ = ϕ∗1 ◦ κA1 .

For any finite subset U ⊂ U(A), there exists 1 > δ > 0 and a finite subset
G ⊂ A with the following property: If L : A → B is a G-δ-multiplicative con-
tractive completely positive linear map, then 〈L(u)〉 is a well-defined element in
U(B)/CU(B) for all u ∈ U. Recall that we have assumed that L(1A) = p is a
projection in B. Here 〈L(u)〉 is originally defined as a unitary in pBp. But we
will also use 〈L(u)〉 for 〈L(u)〉+ (1− p), whenever it is convenient, and 〈L(u)〉 is
defined to be 〈L(u)〉+ (1− p).

Let G(U) denote the subgroup generated by U and let 1/4π > ε > 0. De-
note by G(U) the image of G(U) in U(A)/CU(A). Let V ⊂ G(U) be another
finite subset. By the Appendix of [81], there is a homomorphism L‡ : G(U) →
U(B)/CU(B) such that dist(L‡(u), 〈L(u)〉) < ε for all u ∈ V, if G is suffi-
ciently large and δ is sufficiently small. In particular, dist(〈L(u)〉, CU(B))) <
ε if u ∈ CU(A) ∩ V. Suppose that u, v ∈ U(A) and dist(u, v) < ε. Then
dist(uv∗, CU(A)) < ε. With sufficiently large G and small δ, we may assume that
dist(〈L(uv∗)〉, 1̄B) < ε. It follows that we may also assume that dist(L‡(u), L‡(v))
= dist(L‡(uv−1), 1B) < 2ε.

Note also that we may assume L‡((G(U)∩U0(A))/CU(A)) ⊂ U0(B)/CU(B).
To see this, let U0 be a finite subset of U0(A) ∩ G(U) which generates U0(A) ∩
G(U). (With sufficiently small δ and large G—see 2.12), we may assume 〈L(u)〉 ∈
U0(B) for each u ∈ U0, and [L] is well defined on the subgroup generated by the
image of U in K1(A). Let z ∈ U(B) be such that z = L‡(u). Then there exists
ζ ∈ CU(B) such that ‖z(〈L(u)〉)−1−ζ‖ < ε < 1/2. It follows that there exists y ∈
U0(B) such that z(〈L(u)〉)−1 = yζ. Since 〈L(u)〉 ∈ U0(B), z ∈ U0(B)/CU(B).
This proves the assertion above. It follows that κB1 ◦ L‡(u) = [L] ◦ κA1 ([u]) for
all u ∈ G(U), where κC1 :

⋃∞
n=1 U(Mn(C))/

⋃∞
n=1 CU(Mn(C)) → K1(C) is the

quotient map for a unital C∗-algebra C (see 2.16).
In what follows, whenever we write L‡ (associated with U and ε), U is specified,

and 1/2 > ε > 0 is given, we mean that δ is small enough and G is large
enough that we may choose L‡|

G(U)
as above to be a homomorphism such that,

if u, v ∈ U, then

dist(L‡(u), 〈L(u)〉) < ε/2 and(e 2.36)

dist(L‡(u), L‡(v)) < ε, if dist(u, v) < ε/2,(e 2.37)

and κB1 ◦ L‡(u) = [〈L(u)〉] = [L] ◦ κB1 (u) for all u ∈ G(U). The latter equa-
tion implies that L‡(u)−1(〈L(u)〉) ∈ U0(B)/CU(B). Note that such a choice is
not unique. However, if L† is another choice which satisfies the requirements
above, then dist(L†(u), L‡(u)) < ε and κB1 ◦ L†(u) = κB1 ◦ L‡(u) for all u ∈ U.
Moreover, for an integer k ≥ 1, we will also use L‡ for the map on a subgroup of
U(Mk(A))/CU(Mk(A)) induced by L⊗idMk

. Recall also, if e ∈ B is a projection,
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and w ∈ eBe is a unitary, then, we also write w̄ for w + (1− e) in U(B)/CU(B).
Finally, if e0, e1 ∈ A are two mutually orthogonal projections and ϕi : C → eiAei
(i = 0, 1) are two G-δ-multiplicative contractive completely positive linear maps,

then we shall write (ϕ0 ⊕ ϕ1)‡(u) := ϕ‡0(u)ϕ‡1(u) for u ∈ G(U).

Lemma 2.18. Let A be a unital C∗-algebra and let U ∈ U0(Mk(A)) be a finite

subset. There exists a finite subset H ∈ A+ with r̃kaff(H) ⊃ U := {ū : u ∈
U}⊂ U0(Mk(A))/CU(Mk(A)) with the following property: for any ε > 0, there
are a finite subset G ⊂ A , δ > 0, and η > 0 such that, for any two unital G-δ-
multiplicative completely positive linear maps ϕ,ψ : A → B (for any unital C∗-
algebra B) with the property |τ(ϕ(h)− ψ(h))| < η for all h ∈ H and τ ∈ T (B),
we have, in U0(Mk(B))/CU(Mk(B)), dist(ϕ‡(ū), ψ‡(ū)) < ε for all u ∈ U.

Proof. Assume that ε < 1/4. For the finite set U, since r̃kaff is surjective,

there is a finite set H ⊂ As.a. such that r̃kaff(H) ⊃ U. We may assume that
h ∈ A+ for all h ∈ H; otherwise replace h by h+2mπ1A, for a large enough pos-
itive integer m, which has the same image in Aff(T (A))/ρA(π1(U0(Mk(A)))) ∼=
U0(Mk(A))/CU(Mk(A)). For each u ∈ U, there are an h ∈ H and finitely many
unitaries ui, vi ∈ U0(Mk(A)) such that ‖u∗diag(exp(2πih), 1k−1)−

∏
j ujvju

∗
jv
∗
j ‖ <

ε/8. Choose a finite set G ⊂ A which contains all the elements h, 1A, and all
entries of u, u∗, uj , u

∗
j , vj , v

∗
j (as matrices in Mk(A)) for u ∈ U. Let η = ε/4π. If

δ > 0 is small enough, then for any unital G-δ-multiplicative completely positive
map ϕ : A→ B, ϕ‡|U can be defined so that

dist(ϕ‡(u), 〈ϕ(u)〉) < ε/32,

‖ϕ(u∗diag(exp(2πih), 1k−1))− 〈ϕ(u)〉∗diag(exp(2πiϕ(h)), 1k−1)‖ < ε/32, and

‖ϕ(
∏
j

ujvju
∗
jv
∗
j )−

∏
j

〈ϕ(uj)〉〈ϕ(vj)〉〈ϕ(uj)〉∗〈ϕ(vj)〉∗‖ < ε/32.

Consequently, in U0(Mk(B))/CU(Mk(B)),

dist(ϕ‡(ū), diag(exp(2πiϕ(h)), 1k−1)) < 3 · (ε/32) + ε/8 < ε/4.

If ψ : A → B is another unital G-δ-multiplicative completely positive map such
that
|τ(ϕ(h)− ψ(h))| < η for all h ∈ H and τ ∈ T (B), then by (e 2.35),

dist(diag(exp(2πiϕ(h)), 1k−1),diag(exp(2πiψ(h)), 1k−1)) < 2πη = ε/2.

Hence dist(ϕ‡(ū), ψ‡(ū)) < ε for all u ∈ U.
�

The following lemma is known and has appeared implicitly in some of the
proofs earlier. We present it here for convenience.
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Lemma 2.19. For any 0 < δ < 1/28, any pair of projections p and q, and any
element x in a C∗-algebra C, if ‖p−x∗x‖ < δ and ‖q−xx∗‖ < δ, then there exists
w ∈ C such that w∗w = p, ww∗ = q, and ‖w−x‖ < (4/3)(1 + δ)(δ)1/4 + 4(δ)1/2.

For any positive number ε < 1/4, and positive integer K ∈ N, there is a
positive number δ < ε such that the following statements are true:

(a) For any unital C∗-algebra C and any C∗-algebra C1 ⊂ C with 1C1 = p,
if e ∈ C is a projection with ‖ep − pe‖ < δ and pep ∈δ C1, then there exist
projections q ∈ C1 ⊂ pCp and q0 ∈ (1− p)C(1− p) such that

‖q − pep‖ < ε and ‖q0 − (1− p)e(1− p)‖ < ε.

(b) Under the assumptions of (a), if unitaries v ∈ C, u ∈ eCe, and w =
u⊕(1−e) are such that ‖vp−pv‖ < δ, ‖up−pu‖ < δ, ‖wp−pw‖ < δ, and pvp ∈δ
C1, pup ∈δ C1, then there exist unitaries v′ ∈ C1 ⊂ C, v′′ ∈ (1 − p)C(1 − p),
and z ∈ qC1q (q as in (a)) such that

‖v′−pvp‖ < ε, ‖v′′−(1−p)v(1−p)‖ < ε, ‖z−quq‖ < ε, and ‖z⊕(p−q)−pwp‖ < ε.

(c) Under the assumptions of (a), if mutually orthogonal projections e1, e2, ..., eK
∈ C and partial isometries s1, s2, ..., sK ∈ C satisfy s∗i si = e and sis

∗
i = ei for

all i = 1, 2, ...,K, where 1− e =
∑K
i=1 ei, and also satisfy

‖pei − eip‖ < δ, peip ∈δ C1, ‖psi − sip‖ < δ, and psip ∈δ C1,

for all i = 1, 2, ...,K, then there are mutually orthogonal projections q, e′1, e
′
2, ..., e

′
K

∈ C1 ⊂ pCp, q0, e
′′
1 , e
′′
2 , ..., e

′′
K ∈ (1−p)C(1−p), and partial isometries s′1, s

′
2, ..., s

′
K

∈ C1 ⊂ pCp, s′′1 , s
′′
2 , ..., s

′′
k ∈ (1− p)C(1− p), such that ‖q − pep‖ < ε,

‖(p−q)−
K∑
i=1

e′i‖ < ε, ‖(s′i)∗s′i−q‖ < ε, s′i(s
′
i)
∗ = e′i, for all i = 1, 2, ...,K,

and

‖((1−p)−q0)−
K∑
i=1

e′′i ‖ < ε, ‖(s′′i )∗s′′i−q0‖ < ε, s′′i (s′′)∗i = e′′i for all i = 1, 2, ...,K.

Consequently, [p− q] = K[q] ∈ K0(C1) and [(1− p)− q0] = K[q0] ∈ K0(C).
(d) Let 1/2 > ε > 0. Under the assumptions of (a), if {e1, e2, ..., em} and

{e′1, e′2, ..., e′m} are two sets of projections in C and {v1, v2, ..., vm} is a set of
partial isometries such that v∗j vj = ej and vjv

∗
j = e′j , and if u1, u2, ..., um,

u′1, u
′
2, ..., u

′
m ∈ C are unitaries such that uj = zju

′
j , with zj =

∏nj
k=1 exp(ihk,j),

where hk,j ∈ Cs.a., j = 1, 2, ...,m, then there exist ε′ > 0 and a finite subset
F′ ⊂ C with the following properties:

If ‖px − xp‖ < ε′ and dist(pxp,C1) < 2ε′ for all x ∈ F′, then there are
projections ej,0, e

′
j,0 ∈ (1− p)C(1− p) and vj,0 ∈ (1− p)A(1− p), and there are
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projections ej,1, e
′
j,1 ∈ C1 and vj,1 ∈ C1, such that ‖ej,0 − (1− p)ej(1− p)‖ < ε,

‖ej,1 − (1− p)e′j(1− p)‖ < ε, ‖ej,1 − pejp‖ < ε, ‖e′j,1 − pe′jp‖ < ε, v∗j,0vj,0 = ej,0
and vj,0v

∗
j,0 = e′j,0, and v∗j,1vj,1 = ej,1 and vj,1v

∗
j,1 = e′j,1, and there are unitaries

uj,0, u
′
j,0 ∈ (1 − p)C(1 − p), and hk,j,0 ∈ (1 − p)A(1 − p)s.a., and unitaries

uj,1, u
′
j,1 ∈ C1, and hk,j,1 ∈ (C1)s.a., k = 1, 2, ..., nj + 1, such that ‖uj,0 − (1 −

p)uj(1−p)]‖ < ε, ‖u′j,0−(1−p)u′j(1−p)‖ < ε, ‖uj,1−pujp‖ < ε, ‖u′j,1−pu′jp‖ < ε,

and uj,0 = zj,0u
′
j,0 and uj,1 = zj,1u

′
j,1, where zj,0 =

∏nj+1
k=1 exp(ihk,j,0) ∈ (1 −

p)A(1− p) and zj,1 =
∏nj+1
k=1 exp(ihk,j,1) ∈ C1, with ‖hnj+1,k,0‖, ‖hnj+1,k,1‖ ≤ ε

and ‖hj,k,0‖, ‖hk,j,1‖ ≤ ‖hk,j‖, 1 ≤ k ≤ nj, j = 1, 2, ...,m.

Proof. Variations of the first part of the statement are known. In fact, ‖|x|−
p‖ <

√
δ (see Lemma 2.3 of [14]). Write x = u|x| as the polar decomposition

of x in C∗∗. Then x = u|x| ≈√δ up = up2 ≈√δ u|x|p = xp. Consider the polar

decomposition x∗ = v(xx∗)1/2 in C∗∗. Then, similarly, ‖qx − x‖ < 2
√
δ. Put

y = qxp and η := (1 + δ)
√
δ + δ < 1/16. Then ‖y − x‖ < 4

√
δ and ‖p− y∗y‖ <

‖x∗x‖
√
δ + δ ≤ (1 + δ)

√
δ + δ = η. Also, ‖q − yy∗‖ < η. Thus, y∗y is invertible

in pCp and yy∗ is invertible in qCq. One computes that ‖p − |y|−1‖ <
√
η

1−√η <

(4/3)
√
η. Set w = y|y|−1. Then ‖w − y‖ ≤ ‖y‖‖p− |y|−1‖ ≤ (1 + δ)(4/3)

√
η. It

follows that ‖w − x‖ < (1 + δ)(4/3)
√
η + 4

√
δ. As in Lemma 2.5.3 of [63], one

checks that w∗w = p and ww∗ = q.
For the second part of the statement, one notes that it is straightforward to

prove part (a) and part (b) by standard perturbation arguments (see 2.5 of [63]).
For part (c), let e = e0. Let {ei,j : 1 ≤ i, j ≤ K + 1} be a system of matrix

units for MK+1. There is a unital homomorphism ϕ : MK+1 → C defined by
ϕ(ei,i) = ei−1, i = 1, 2, ...,K + 1, and ϕ(e1,j) = sj−1, j = 2, 3, ...,K. Define
ϕ1 : MK+1 → pCp by ϕ1(a) = pϕ(a)p, and define ϕ2 : MK+1 → (1− p)C(1− p)
by ϕ2(a) = (1 − p)ϕ(a)(1 − p) for all a ∈ MK+1, respectively. Fix η > 0.
Then, by semiprojectivity of MK+1, if δ is sufficiently small, there is a unital
homomorphism ψ1 : MK+1 → pCp and a unital homomorphism ψ2 : MK+1 →
(1− p)C(1− p) such that (note that the unital ball of MK+1 is compact)

max{‖ϕ1(a)− ψ1(a)‖ : ‖a‖ ≤ 1} < η(e 2.38)

and max{‖ϕ2(a)− ψ2(a)‖ : ‖a‖ = 1} < η.

Since pep, peip, psip ∈δ C1, i = 1, 2, ...,K, for sufficiently small δ we may assume
that there are ai,j ∈ C1 such that

‖ψ(ei,j)− ai,j‖ < 2η, 1 ≤ i, j ≤ K + 1.(e 2.39)

Then, by semiprojectivity of MK+1 again (see, for example, 2.5.9 of [63]), with
sufficiently small η (in other words, with sufficiently small δ), there is a unital
homomorphism ψ3 : MK+1 → C1 such that

sup{‖ψ3(a)− ψ1(a)‖ : ‖a‖ ≤ 1} < ε.(e 2.40)
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Now let q = ψ3(e1,1), e′i = ψ3(ei+1,i+1), s′i = ψ3(e1,i+1), q0 = ϕ2(e1,1), e′′i =
ϕ2(ei+1, ei+1), and s′′i = ϕ2(e1,i+1), i = 1, 2, ...,K. One then verifies that part
(c) of the lemma follows.

For part (d), the statement for projections follows a standard perturbation
argument as above. In fact, it is a direct consequence of (a) and the first part of
the statement of the lemma.

To see the second part of (d), let 1/2 > ε > 0 be fixed, and let uj , u
′
j , and

hk,j be given. With sufficiently small ε′ > 0 and sufficiently large finite subset
F′, we have

‖(1− p)uj(1− p)− z′j,0(1− p)u′j(1− p)‖ < ε/16(e 2.41)

and ‖pujp− z′j,1pu′jp‖ < ε/16,

with the unitaries z′j,0 =
∏nj
k=1 exp(i(1 − p)hk,j(1 − p)) ∈ (1 − p)C(1 − p) and

z′j,1 =
∏nj
k=1 exp(ihk,j,1) ∈ C1, where hk,j,1 ∈ (C1)s.a. with ‖hk,j,1 − phk,jp‖ < ε′

and ‖hk,j,1‖ ≤ ‖hk,j‖, j = 1, 2, ...,m. Moreover, there are unitaries uj,0, u
′
j,0 ∈

(1− p)C(1− p) and uj,1, u
′
j,1 ∈ C1 such that

‖(1− p)uj(1− p)− uj,0‖ < ε/16, ‖(1− p)u′j(1− p)− u′j,0‖ < ε/16,(e 2.42)

‖pujp− uj,1‖ < ε/16, and ‖pu′jp− u′j,1‖ < ε/16,(e 2.43)

j = 1, 2, ...,m. It follows that

‖uj,0 − z′j,0u′j,0‖ < ε/4 and ‖uj,1 − z′j,1u′j,1‖ < ε/4.(e 2.44)

Then, there are hnj+1,j,0 ∈ (1 − p)A(1 − p)s.a. and hnj+1,j,1 ∈ (C1)s.a. such
that ‖hnj+1,j,i‖ ≤ 2 arcsin(ε/4), i = 0, 1, and uj,0 = zj,0u

′
j,0 and uj,1 = zj,1u

′
j,1,

where zj,0 = exp(ihnj+1,j,0)zj,0 and zj,1 = exp(ihnj+1,j,1)z′j,1, j = 1, 2, ...,m.
This proves the second part of (d). �

Definition 2.20. Let C and B be unital C∗-algebras and let ϕ,ψ : C → B
be two monomorphisms. Consider the mapping torus

(e 2.45) Mϕ,ψ = {(f, c) : C([0, 1], B)⊕ C : f(0) = ϕ(c) and f(1) = ψ(c)}.

Denote by πt : Mϕ,ψ → B the point evaluation at t ∈ [0, 1]. One has the short
exact sequence

0→ SB
ı→Mϕ,ψ

πe→ C → 0,

where ı : SB →Mϕ,ψ is the embedding and πe is the quotient map from Mϕ,ψ to
C. Denote by π0, π1 : Mϕ,ψ → C the point evaluations at 0 and 1, respectively.
Since both ϕ and ψ are injective, one may identify πe with the point evaluation
at 0 for convenience.

Suppose that [ϕ] = [ψ] in KL(C,B). Then Mϕ,ψ corresponds to the zero
element of KL(C,B). In particular, the corresponding extensions

0→ Ki(B)
ı∗→ Ki(Mϕ,ψ)

πe→ Ki(C)→ 0 (i = 0, 1)

are pure (see Lemma 4.3 of [69]).
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Definition 2.21. Suppose that T (B) 6= ∅. Let u ∈ Ml(Mϕ,ψ) (for some
integer l ≥ 1) be a unitary which is a piecewise smooth continuous function on
[0, 1]. Recall from 2.16

DB({u(t)})(τ) =
1

2πi

∫ 1

0

τ(
du(t)

dt
u∗(t))dt for all τ ∈ T (B).

(see 2.2 for the extension of τ to Ml(B)). Suppose that τ ◦ ϕ = τ ◦ ψ for all
τ ∈ T (B). Then there exists a homomorphism

Rϕ,ψ : K1(Mϕ,ψ)→ Aff(T (B)),

defined by Rϕ,ψ([u])(τ) = DB({u(t)})(τ) as above, which is independent of the
choice of the piecewise smooth path u in [u]. We have the following commutative
diagram:

K0(B)
ı∗
−→ K1(Mϕ,ψ)

ρB ↘ ↙ Rϕ,ψ
Aff(T (B))

.

Suppose, in addition, that [ϕ] = [ψ] in KK(C,B). Then the following exact
sequence splits:

(e 2.46) 0→ K(SB)→ K(Mϕ,ψ)
[πe]


θ
K(C)→ 0.

We may assume that [π0] ◦ [θ] = [ϕ] and [π1] ◦ [θ] = [ψ]. In particular, one may
write K1(Mϕ,ψ) = K0(B)⊕K1(C). Then we obtain a homomorphism

Rϕ,ψ ◦ θ|K1(C) : K1(C)→ Aff(T (B)).

We shall say “the rotation map vanishes” if there exists a splitting map θ, as
above, such that Rϕ,ψ ◦ θ|K1(C) = 0.

Denote by R0 the set of those elements λ ∈ Hom(K1(C),Aff(T (B))) for which
there is a homomorphism h : K1(C)→ K0(B) such that λ = ρB ◦ h. It is a sub-
group of Hom(K1(C),Aff(T (B))). If [ϕ] = [ψ] in KK(C,B) and τ ◦ϕ = τ ◦ψ for
all τ ∈ T (B), one has a well-defined element Rϕ,ψ ∈ Hom(K1(C),Aff(T (B)))/R0

(which is independent of the choice of θ).
Under the assumptions that [ϕ] = [ψ] in KK(C,B), τ ◦ ϕ = τ ◦ ψ for all

τ ∈ T (B), and C satisfies the UCT, there exists a homomorphism θ′1 : K1(C)→
K1(Mϕ,ψ) such that (πe)∗1 ◦ θ′1 = idK1(C) and Rϕ,ψ ◦ θ′1 ∈ R0 if, and only if,
there is Θ ∈ HomΛ(K(C),K(Mϕ,ψ)) such that

[πe] ◦Θ = [idC ] in KK(C,B) and Rϕ,ψ ◦Θ|K1(C) = 0.

(See the proof of 4.5 of [83].) In other words, Rϕ,ψ = 0 if, and only if, there is
Θ as described above such that Rϕ,ψ ◦ Θ|K1(C) = 0. When Rϕ,ψ = 0, one has
that θ(K1(C)) ⊂ kerRϕ,ψ for some θ such that (e 2.46) holds. In this case θ also
gives the following decomposition:

kerRϕ,ψ = kerρB ⊕K1(C).
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Definition 2.22. Let C be a C∗-algebra, let a, b ∈ C be two elements, and
let ε > 0. We write a ≈ε b if ‖a− b‖ < ε. Suppose that A is another C∗-algebra,
L1, L2 : C → A are two maps, and F ⊂ C is a subset (usually finite). We write

L1 ≈ε L2 on F,(e 2.47)

if ‖L1(c)− L2(c)‖ < ε for all c ∈ F.

Definition 2.23. Let A and B be C∗-algebras, and assume that B is unital.
Let H ⊂ A+ \ {0} be a finite subset, and let functions T : A+ \ {0} → R+ \ {0}
and N : A+ \ {0} → N be given. A map L : A → B is said to be T ×N -H-full
if for any h ∈ H, there are b1, b2, ..., bN(h) ∈ B such that ‖bi‖ ≤ T (h) and

N(h)∑
i=1

b∗iL(h)bi = 1B .

We say L is T ×N -full, if it is T ×N -H-full for every finite H ⊂ A+ \ {0}.

Proposition 2.24. Let A, T,N be as in Definition 2.23. Let H1 ⊂ H2 ⊂ . . . ⊂
A1

+ \ {0} and G1 ⊂ G2 ⊂ · · · ⊂ A1 be two increasing sequences of finite subsets
such that

⋃∞
n=1 Hn is dense in the unit ball A1

+ of A+ and
⋃∞
n=1 Gn is dense in

the unit ball A1 of A. Suppose also that, if h ∈ Hn then f1/2(h) ∈ Hn+1 ∪ {0}.
Let {δn} be a decreasing sequence of positive numbers with limn→∞ δn = 0, let
{Bn} be a sequence of unital C∗-algebras, and let {σn : A→ Bn} be a sequence
of Gn-δn-multiplicative and T ×N -Hn-full unital completely positive maps. Then
{σn} induces a full homomorphism Σ : A → Q(B), where B =

∏∞
n=1Bn and

B0 =
⊕∞

n=1Bn, and Q(B) = B/B0.

Proof. Denote by S : A→
∏∞
n=1Bn the map defined by S(a) = {σn(a)} for

all a ∈ A. Note that Σ = π ◦S, where π : B → Q(B) is the quotient map. By the
properties of Gn and δn, the induced map Σ : A → Q(B) is a homomorphism.
To prove Σ is full, we need to prove that for any h ∈ A+ \ {0}, Σ(h) is full in
Q(B). For any h ∈ Hn, and for any m ≥ n, there are bm1 , b

m
2 , ..., b

m
N(h) ∈ Bm

such that ‖bmi ‖ ≤ T (h) and

N(h)∑
i=1

(bmi )∗σm(h)bmi = 1Bm .

Set bi = (0, · · · , 0︸ ︷︷ ︸
n−1

, bni , b
n+1
i , · · · ). Since ‖bni ‖ ≤ T (h) for all n, bi ∈ B, i =

1, 2, ..., N(h). Then
∑N(h)
i=1 π(bi)

∗
Σ(h)π(bi) = 1Q(B). That is, Σ(h) is full for

any h ∈ Hn. Now let a ∈ A+ with ‖a‖ = 1. Then there exists h ∈ Hn for
some n such that ‖a− h2‖ < 1/16. It follows from Proposition 2.2 and part (a)
of Lemma 2.3 of [104] that there exists r ∈ A such that r∗ar = f1/2(h). Since
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‖a‖ = 1, ‖h‖ > 15/16. Thus, f1/2(h) 6= 0. It follows that f1/2(h) ∈ Hn+1. Since
Σ(f1/2(h)) is full in Q(B), in other words, Σ(r)∗Σ(a)Σ(r) is full, one concludes
that Σ(a) is full. Thus, Σ(a) is full in Q(B) for any a ∈ A+ \ {0}. �

2.25. Let A be a unital separable C∗-algebra and U an infinite dimensional
UHF-algebra. Write U =

⋃∞
n=1Bn, where Bn is a full matrix algebra and

Bn+1 = Bn ⊗Mrn for some integer rn → ∞ and where Bn is identified with
Bn ⊗ 1rn as a C∗-subalgebra of Bn+1.

Let p ∈ A ⊗ U be a projection, r ∈ (0, 1), and ε > 0. Choose n0 ≥ 1 such
that rn0

> 1/2ε. There is a projection q ∈ A ⊗ Bn, for some n ≥ n0, such that
‖q − p‖ < 1/2. Then there is k ∈ N such that |r − k/rn| < ε and a projection
e = q ⊗ q′ with q′ ∈ Mrn and t(q′) = k/rn, where tr is the unique tracial
state of Mrn . Moreover, if τ ∈ T (A) then τ(e) = tr(q′)τ(p). In other words,
|τ(e)− rτ(p)| < ε for all τ ∈ T (A). We will use this fact later.

2.26. Let A be a unital C∗-algebra and let e1, e2, ..., en be mutually orthogonal
and mutually equivalent projections in A and set p =

∑n
i=1 ei. Let vi ∈ pAp

be partial isometries such that viv
∗
i = e1 and v∗i vi = ei, i = 1, 2, ..., n. Then

one may identify pAp with Mn(e1Ae1). Let C be another C∗-algebra and let
ϕ : C → e1Ae1 be a map. Define ϕi : C → eiAei by ϕi(c) = v∗i ϕ(c)vi for all
c ∈ C. In this paper, we shall often write

n∑
i=1

ϕi(c) = diag(

n︷ ︸︸ ︷
ϕ(c), ϕ(c), ..., ϕ(c)) = ϕ(c)⊗ 1n(e 2.48)

for all c ∈ C.

If a, b ∈ A and ab = ba = 0, we will write a+ b = a⊕ b.

3. The Elliott-Thomsen Building Blocks To generalize the class of C∗-
algebras of tracial rank at most one, it would be natural to consider all sub-
homogeneous C∗-algebras with one dimensional spectrum which, in particular,
include circle algebras as well as dimension drop interval algebras. We begin,
however, with the following special class:

Definition 3.1 (See [38] and [31]). Let F1 and F2 be two finite dimensional C∗-
algebras. Suppose that there are two unital homomorphisms ϕ0, ϕ1 : F1 → F2.
Consider the mapping torus Mϕ0,ϕ1

(see 2.20):

A = A(F1, F2, ϕ0, ϕ1)

= {(f, g) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(g) and f(1) = ϕ1(g)}.

These C∗-algebras were introduced into the Elliott program by Elliott and Thom-
sen ([38]), and in [31], Elliott used this class of C∗-algebras and some other build-
ing blocks with 2-dimensional spectra to realize any weakly unperforated simple
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ordered group with order unit as the K0-group of a simple ASH C∗-algebra.
Denote by C the class of all unital C∗-algebras of the form A = A(F1, F2, ϕ0, ϕ1)
(which includes all finite dimensional C∗-algebras). These C∗-algebras will be
called Elliott-Thomsen building blocks.

A unital C∗-algebra C ∈ C is said to be minimal if it is not the direct sum of
two non-zero of C∗-algebras. If A ∈ C is minimal and is not finite dimensional,
then kerϕ0 ∩ kerϕ1 = {0}. In general, if A ∈ C, and kerϕ0 ∩ kerϕ1 6= {0}, then
A = A1⊕(kerϕ0∩kerϕ1), where A1 = A(F ′1, F2, ϕ

′
0, ϕ
′
1), F1 = F ′1⊕(kerϕ0∩kerϕ1)

and ϕ′i = ϕi|F ′1 for i = 1, 2. (Note that A1 = A(F ′1, F2, ϕ
′
0, ϕ
′
1) satisfies the

condition kerϕ′0 ∩ kerϕ′1 = {0}, and that kerϕ0 ∩ kerϕ1 is a finite dimensional
C∗-algebra.)

Let λ : A→ C([0, 1], F2) be defined by λ((f, a)) = f. Note that if A is infinite
dimensional and minimal, then λ is injective, since kerϕ0 ∩ kerϕ1 = {0}. As in
Definition of 2.20, for t ∈ (0, 1), define πt : A → F2 by πt((f, g)) = f(t) for all
(f, g) ∈ A. For t = 0, define π0 : A → ϕ0(F1) ⊂ F2 by π0((f, g)) = ϕ0(g) for all
(f, g) ∈ A. For t = 1, define π1 : A→ ϕ1(F1) ⊂ F2 by π1((f, g)) = ϕ1(g)) for all
(f, g) ∈ A. In what follows, we will call πt a point evaluation of A at t. There
is a canonical map πe : A → F1 defined by πe(f, g) = g for all pair (f, g) ∈ A.
It is a surjective map. The notation πe will be used for this map throughout this
paper.

If A ∈ C, then A is the pull-back corresponding to the diagram

(e 3.1) A
λ

//

πe

��

C([0, 1], F2)

(π0,π1)

��

F1

(ϕ0,ϕ1)
// F2 ⊕ F2 .

Conversely, every such pull-back is an algebra in C. Infinite dimensional C∗-
algebras in C are also called one-dimensional non-commutative finite CW com-
plexes (NCCW) (see [27] and [28]).

We would like to mention that the C∗-algebras C([0, 1], F2) and C(T, F2) are
in C. Suppose that F1, F2, ϕ0 are as mentioned above, and fix a point t0 ∈ [0, 1].
Define

B = {(f, g) ∈ C([0, 1], F2)⊕ F1 : f(t0) = ϕ0(g)}.
Then one easily verifies that B is also in C.

Denote by C0 the sub-class of those C∗-algebras A in C such that K1(A) =
{0}.
C∗-algebras in C are finitely generated (Lemma 2.4.3 of [27]) and semiprojec-

tive (Theorem 6.22 of [27]). We will use these important features later without
further mention.

Lemma 3.2. Let f ∈ C([0, 1],Mk) and let a0, a1 ∈ Mk be invertible elements
with

‖a0 − f(0)‖ < ε and ‖a1 − f(1)‖ < ε.
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Then there exists an invertible element g ∈ C([0, 1],Mk) such that g(0) =
a0, g(1) = a1, and

‖f(t)− g(t)‖ < ε for all t ∈ [0, 1].

Proof. Let S⊂Mk denote the set consisting of all singular matrices. Then
Mk is a 2k2-dimensional differential manifold (diffeomorphic to R2k2), and S is a
finite union of closed submanifolds of codimension at least two. Since each con-
tinuous map between two differential manifolds (perhaps with boundary) can be
approximated arbitrarily well by smooth maps, we can find f1 ∈ C∞([0, 1],Mk)
with f1(0) = a0 and f1(1) = a1 and ‖f1(t)− f(t)‖ < ε′ < ε. Apply the relative
version of the transversality theorem—the corollary on page 73 of [49] and its
proof (see pages 70 and 68 of [49]), for example, with Z = S, Y = Mk, X =
[0, 1] and with ∂X = {0, 1}—to obtain g ∈ C∞([0, 1],Mk) with g(0) = f1(0),
g(1) = f1(1), g(t) /∈ S, and ‖g(t) − f1(t)‖ < ε − ε′. Hence, ‖f(t) − g(t)‖ < ε,
t ∈ [0, 1]. �

Proposition 3.3. If A ∈ C, then A has stable rank one.

Proof. Let (f, a) be in A with f ∈ C([0, 1], F2) and a ∈ F1 with f(0) = ϕ0(a)
and f(1) = ϕ1(a). For any ε > 0, since F1 is a finite dimensional C∗-algebra,
there is an invertible element b ∈ F1 such that ‖b− a‖ < ε. Since ϕ0 and ϕ1 are
unital, ϕ0(b) and ϕ1(b) are invertible. Also,

‖ϕ0(b)− f(0)‖ < ε and ‖ϕ1(b)− f(1)‖ < ε.

By Lemma 3.2 (applied to each direct summand of F2), there exists an invertible
element g ∈ C([0, 1], F2) such that g(0) = ϕ0(b), g(1) = ϕ1(b), and

‖g − f‖ < ε.

This is what was desired. �

3.4. Let F1 = MR(1)⊕MR(2)⊕· · ·⊕MR(l), let F2 = Mr(1)⊕Mr(2)⊕· · ·⊕Mr(k)

and let ϕ0, ϕ1 : F1 → F2 be unital homomorphisms, where R(j) and r(i) are
positive integers. Then ϕ0 and ϕ1 induce homomorphisms

ϕ0∗, ϕ1∗ : K0(F1) = Zl −→ K0(F2) = Zk

represented by matrices (aij)k×l and (bij)k×l, respectively, where

r(i) =
l∑

j=1

aijR(j) =
l∑

j=1

bijR(j)

for i = 1, 2, ..., k. Note that aij and bij are non-negative integers. The matrices
(aij)k×l and (bij)k×l will be called the multiplicities of ϕ0 and ϕ1, respectively.
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Proposition 3.5 (see also 2.1 of [114]). Let F1 and F2 be as in 3.4, and let
A = A(F1, F2, ϕ0, ϕ1), where ϕ1, ϕ2 : F1 → F2 are two unital homomorphisms.
Then K1(A) = Zk/Im(ϕ0∗0 − ϕ1∗0) and

K0(A) ∼=



v1

v2

...
vl

 ∈ Zl , ϕ0∗


v1

v2

...
vl

 = ϕ1∗


v1

v2

...
vl


 ,(e 3.2)

with positive cone K0(A) ∩ Zl+, and scale


R(1)
R(2)

...
R(l)

 ∈ Zl, where

Zl+ =



v1

v2

...
vl

 ; vi ≥ 0

⊂Zl .

Moreover, the map πe : A → F1 induces the natural order embedding (πe)∗0 :
K0(A)→ K0(F1) = Zl; in particular, kerρA = {0} (see Definition 2.3 for ρA).

Furthermore, if K1(A) = {0}, then Zl/K0(A) ∼= K1(C0((0, 1), F2)) is torsion
free, and in this case, [πe]|Ki(A,Z/kZ) is injective for all k ≥ 2 and i = 0, 1.

Proof. Most of these statements are known. We sketch the proof here. Con-
sider the short exact sequence

0 // C0((0, 1), F2) // A
πe
// F1

// 0.

We obtain the exact sequence
(e 3.3)

0 // K0(A)
πe∗
// K0(F1) // K0(F2) // K1(A) // 0,

where the map K0(F1)→ K0(F2) is given by ϕ0∗0 − ϕ1∗0. In particular, (πe)∗0
is injective. If x ∈ K0(A) is such that (πe)∗0(x) = [p], where p ∈ πe(Mm(A))
is a projection, then, by (e 3.3), ((ϕ0)∗0 − (ϕ1)∗0)([p]) = 0, or (ϕ0)∗0([p]) =
(ϕ1)∗0([p]). Therefore, ϕ0(p) and ϕ1(p) have the same rank. It follows that there
is a projection q ∈ Mm(A) such that πe(q) = p. Thus, (πe)∗0(x − [q]) = 0.
Since (πe)∗0 is injective, x = [q] ∈ K0(A)+. This implies that (πe)∗0 is an order
embedding. This also implies that kerρA = {0}. The descriptions of Ki(A) (i =
0, 1) also follow. The quotient group K0(F1)/(πe)∗0(K0(A)) is always torsion
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free, since K0(F1)/(πe)∗0(K0(A)) is a subgroup of K0(F2). It happens that
K0(F1)/(πe)∗0(K0(A)) = K0(F2) holds if and only if K1(A) = {0}.

In the case that K1(A) = {0}, one also computes that K0(A,Z/kZ) may be
identified with K0(A)/kK0(A) and K1(A,Z/kZ) = {0} for all k ≥ 2.

To see that [πe]|K0(A,Z/kZ) is injective for k ≥ 2, let x̄ ∈ K0(A,Z/kZ) =
K0(A)/kK0(A) and let x ∈ K0(A) be such that its image in K0(A)/kK0(A)
is x̄. If [πe](x̄) = 0, then (πe)∗0(x) ∈ kK0(F1). Let y ∈ K0(F1) be such that
ky = (πe)∗0(x). Then kȳ = (πe)∗0(x) = 0 in
K0(F1)/(πe)∗0(K0(A)). This implies that K0(F2) has torsion, a contradiction.
Therefore [πe]|K0(A/Z/kZ) is injective for k ≥ 2. Then the rest of the proposition
also follows from (e 3.3). �

Proposition 3.6. For fixed finite dimensional C∗-algebras F1, F2, the C∗-
algebra A = A(F1, F2, ϕ0, ϕ1) is completely determined (up to isomorphism)
by the maps ϕ0∗, ϕ1∗ : Zl −→ Zk.

Proof. Let B = A(F1, F2, ϕ
′
0, ϕ
′
1) with ϕ′0∗ = ϕ0∗, ϕ

′
1∗ = ϕ1∗. It is well known

that there exist two unitaries u0, u1 ∈ F2 such that

u0ϕ0(a)u∗0 = ϕ′0(a), a ∈ F1, and u1ϕ1(a)u∗1 = ϕ′1(a), a ∈ F1.

Since U(F2) is path connected, there is a unitary path u : [0, 1] → U(F2) with
u(0) = u0 and u(1) = u1. Define ϕ : A→ B by

ϕ(f, a) = (g, c),

where g(t) = u(t)f(t)u(t)∗. Then a straightforward calculation shows that the
map ϕ is a *-isomorphism. �

3.7. Let F1 = MR(1) ⊕ MR(2) ⊕ · · · ⊕ MR(l) and F2 = Mr(1) ⊕ Mr(2) ⊕
· · · ⊕ Mr(k) and let A = (F1, F2, ϕ0, ϕ1). Denote by m the greatest common

divisor of
{
R(1), R(2), · · · , R(l)

}
. Then each r(i) is also a multiple of m. Let

F̃1 = MR(1)
m
⊕MR(2)

m
⊕ · · · ⊕MR(l)

m
and F̃2 = M r(1)

m
⊕M r(2)

m
⊕ · · · ⊕M r(k)

m
. Let

ϕ̃0, ϕ̃1 : F̃1 → F̃2 be maps such that the K0-maps

ϕ̃0∗, ϕ̃1∗ : K0(F̃1) = Zl −→ Zk

satisfy ϕ̃0∗ = (aij)k×l and ϕ̃1∗ = (bij)k×l. That is, ϕ̃0∗ and ϕ̃1∗ are the same as
ϕ0∗ and ϕ1∗. By 3.6,

A(F1, F2, ϕ0, ϕ1) ∼= Mm(A(F̃1, F̃2, ϕ̃0, ϕ̃1)).

3.8. It is well known that the extreme points of T (A) are in canonical one-
to-one correspondence with the irreducible representations of A, which are given
by

k∐
j=1

(0, 1)j ∪ {ρ1, ρ2, ..., ρl} = Irr(A),
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where each (0, 1)j is the open interval (0, 1). (We use the subscript j to indicate
the j-th copy.)

It follows from Lemma 2.3 of [114] that the affine function space Aff(T(A))
can be identified with the subset of

k⊕
j=1

C([0, 1]j ,R)⊕ (R⊕ R⊕ · · · ⊕ R)︸ ︷︷ ︸
l copies

consisting of the elements (f1, f2, ..., fk, g1, g2, ..., gl) satisfying the conditions

fi(0) =
1

R(i)

l∑
j=1

aijgj · rj and fi(1) =
1

R(i)

l∑
j=1

bijgj · rj ,

where (aij)k×l = ϕ0∗ and (bij)k×l = ϕ1∗ as in 3.4.
Denote by τt,j ∈ T (A) the tracial state defined by τt,j((g, a)) = trj(πj(g(t)))

for all (g, a) ∈ A, where t ∈ (0, 1), trj is the tracial state of Mr(j), and πj :
F2 →Mr(j) is the quotient map, j = 1, 2, ..., k. Denote by τ0,j ∈ T (A) the tracial
state defined by τ0,j((g, a)) = trj ◦ πj(g(0)) and τ1,j((g, a)) = trj ◦ πj(g(1))
for all (g, a) ∈ A. If t → 0 in [0, 1], then τt,j ◦ πj(g(t)) → τ0,j ◦ πj(g(0))
for all (g, a) ∈ A, j = 1, 2, ..., k, It follows that τt,j → τ0,j in (the weak*
topology of) T (A). For exactly same reason τt,j → τ1,j in T (A) if t → 1 in
[0, 1]. Let f = (f1, f2, ..., fk, g1, g2, ..., gl) ∈ Aff(T (A)). Then f(τ0,j) = fj(0) and
f(τ1,j) = fj(1), j = 1, 2, ..., k. Denote by τe,i ∈ T (A) the tracial state defined
by τe,i((g, a)) = tre,i(ψe,i(a)) for all (g, a) ∈ A, where tre,i is the tracial state on
MR(i) and ψe,i : F1 →MR(i) is the quotient map, i = 1, 2, ..., l.

If h, h′ ∈ (F1)+ and τ(h) = τ(h′) for all τ ∈ T (F1), then, Trj ◦ π ◦ ϕ0 and
Trj ◦ πj ◦ ϕ1 are traces of F1. It follows that

Trj(πj(ϕ0(h))) = Trj(πj(ϕ0(h′)) and Trj(πj(ϕ1(h))) = Trj(πj(ϕ1(h′)),

where πj : F2 → Mr(j) is the quotient map and Trj is the standard trace on
Mr(j), j = 1, 2, ..., k. Furthermore, if h1, h2, .., hm, , h

′
1, h
′
2, ..., h

′
m′ ∈ (F1)+, and∑m

n=1 τ(hn) =
∑m′

s=1 τ(h′s) for all τ ∈ T (F1), then

Trj(πj(
m∑
n=1

ϕ0(hn))) = Trj(πj ◦ ϕ0(
m∑
n=1

(hn)))(e 3.4)

= Trj(πj ◦ ϕ0(
m′∑
s=1

(h′s))

= Trj(πj(
m′∑
s=1

ϕ0(h′s))),
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j = 1, 2, ..., k. For exactly the same reason, we have

Trj(πj(
m∑
n=1

ϕ1(hn))) = Trj(πj(
m′∑
s=1

ϕ1(h′s))), j = 1, 2, ..., k.(e 3.5)

Let f ∈ LAffb(T (A))+ (see 2.2) and let fn ∈ Aff(T (A))+ be such that fn ↗ f.
Then

f(τ0,i) = lim
n→∞

fn(τ0,i) = lim
n→∞

1

R(i)

l∑
j=1

aijfn(τe,j) · r(j)(e 3.6)

=
1

R(i)

l∑
j=1

aijf(τe,j) · r(j)

and f(τ1,i) =
1

R(i)

l∑
j=1

bijf(τe,j) · r(j), i = 1, 2, ..., k.(e 3.7)

Proposition 3.9. Let A be as in Proposition 3.5 and let u = (f, a) be a unitary

in A, where a = (a1, a2, ..., al) = eih ∈
⊕l

j=1MR(j) = F1 and where h =
(h1, h2, ..., hl) ∈ (F1)s.a..

(1) Then uv∗ ∈ U0(A) (hence [u] = [v] in K1(A)), where v = (fe−ig, 1F1
) and

where

g(t) =

 (1− 2t)ϕ0(h), 0 ≤ t ≤ 1
2 ,

(2t− 1)ϕ1(h), 1
2 < t ≤ 1.

(2) If det(u)(ψ) = 1 for all irreducible representations ψ of A, then det(v)(ψ) =
1 for all ψ.

(3) Write fe−ig = (v1, v2, ..., vk), where vi ∈ U(C0((0, 1), F2)∼). Then, [u] =
[(s1, s2, ..., sk)] ∈ Zk/((ϕ0)∗0 − (ϕ1)(0)(Zk), where sj is the winding number of
the map

[0, 1] 3 t 7→det(vj(t)) ∈ T ⊂ C (j = 1, 2, ..., k),

(4) If det(u)(ψ) = 1 for all irreducible representations ψ of A, then u ∈ U0(A).

Proof. Let u = (f, a) ∈ U(A). Then a ∈ U(F1). Therefore, a = eih for some

h = (h1, h2, ..., hl) ∈
⊕l

j=1MR(j) = F1. Define

g(t) =

 (1− 2t)ϕ0(h), 0 ≤ t ≤ 1
2 ,

(2t− 1)ϕ1(h), 1
2 < t ≤ 1.

(e 3.8)

Then (g, h) ∈ A. Let v = (f1, 1F1), where f1(t) = f(t)e−ig(t). Let U(s) =
(f(t)e−ig(t)s, eih(1−s)) for s ∈ [0, 1]. Then {U(s) : s ∈ [0, 1]} is a continuous path
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of unitaries in A with U(0) = u and U(1) = (f1, 1F1
). Therefore uv∗ ∈ U0(A).

In particular, [u] = [v] ∈ K1(A). This proves (1).
To prove (2), suppose that det(u(ψ)) = 1 for all irreducible representations

ψ of A. Then det(eih) = 1. So we may choose h above so that tre,j(hj) =
0, where tre,j is the normalized tracial state on MR(j), j = 1, 2, ..., l. Write
g(t) = (g1(t), g2(t), ..., gk(t)) ∈ C([0, 1], F2). Let πm : F2 → Mr(m) be the quo-
tient map. Then πm ◦ ϕi : F1 → Mr(m) is a homomorphism. Write ϕi(h) =
(g1(i), g2(i), ..., gk(i)), i = 0, 1, where gm(i) ∈ Mr(m), m = 1, 2, ..., k. Then
trm(gm(i)) = trm(ϕi(h)), i = 0, 1, where trm is the normalized trace on Mr(m),
m = 1, 2, ..., k. Since ϕi is unital, trm ◦ ϕi is a trace on F1, i = 0, 1 and
m = 1, 2, ..., k. Thus trm(gm(i)) = 0, i = 0, 1 and m = 1, 2, ..., k. It follows
that (see (e 3.8)) trm(g(t)) = 0 for all t ∈ [0, 1] and 1 ≤ m ≤ k. In other
words, det(e−g(t)) = 1 for all t ∈ [0, 1], as well as det(eih) = 1. This implies
det(v(ψ)) = 1 for all irreducible representations ψ of A.

For (3), we may write fe−ig = (v1, v2, ..., vk) with vm(0) = vm(1) = 1Mr(m)
,

where vm ∈ C([0, 1],Mr(m)), m = 1, 2, ..., k. Thus, we may view v as an ele-
ment of C0((0, 1), F2)∼, the unitalization of the ideal C0((0, 1), F2) of A, and
write v = (v1, v2, ..., vk) ∈ U(C0((0, 1), F2)∼) (as v = (fe−ig, 1F1)). Put w′ =
(det(v1(t)),det(v2(t)), ....,det(vk(t))) ∈ U(C([0, 1]) and w = diag(d1, d2, ..., dk) ∈
U(C0([0, 1], F2)∼), where dm = diag(1r(m)−1,det(vm(t))) ∈ U(C0((0, 1),Mr(m))

∼),
m = 1, 2, ..., k. Then w ∈ U(C0([0, 1], F2)∼). Note det(vw∗)(t) = 1 for all
t ∈ (0, 1). Then in C0([0, 1], F2)∼, vw∗ ∈ U0(C0((0, 1), F2)∼) ⊂ U0(A).

Let (s1, s2, ..., sk) ∈ Zk = K1(C0((0, 1), F2)), where sj is the winding number
of the map

[0, 1] 3 t 7→det(vj(t)) ∈ T ⊂ C.

In K1(C0(0, 1), F2), [v] = (s1, s2, ..., sk). Note that (as uv∗ ∈ U0(A), [u] is the
image of [v] under the map from K0(F2) = K1(C0((0, 1), F2)) onto K1(A) given
by (e 3.3). Thus

[u] = (s1, s2, ..., sk) ∈ Zk/(ϕ1∗ − ϕ0∗)(Zl) .

Finally (4) follows from (3) and the facts that A has stable rank one (by 3.3)
and stable rank one C∗-algebras are K1-injective by [100]. �

Lemma 3.10. Let A = A(F1, F2, ϕ0, ϕ1) be as in Definition 3.1. A unitary
u ∈ U(A) is in CU(A) (see the definition 2.16) if, and only if, for each irreducible
representation ψ of A, one has det(ψ(u)) = 1.

Proof. One direction is obvious. It remains to show that the condition is also
sufficient. From Proposition 3.9 above, if u ∈ U(A) with det(ψ(u)) = 1 for all
irreducible representations ψ, then u ∈ U0(A).

Write F1 = MR(1)⊕MR(2)⊕· · ·⊕MR(l) and F2 = Mr(1)⊕Mr(2)⊕· · ·⊕Mr(k).
Then, since u ∈ U0(A), we may write u =

∏m
n=1 exp(i2πhn) for some hn ∈

As.a., n = 1, 2, ...,m. We may write hn = (hnI , hnq) ∈ A, where hnI ∈
C([0, 1], F2)s.a. and hnq ∈ (F1)s.a. with ϕi(hnq) = hnI(i), i = 0, 1. Write hnq =
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(hnq,1, hnq,2, ..., hnq,l), where hnq,j ∈ (MR(j))s.a., j = 1, 2, ..., l. Let πF1
j : F1 →

MR(j) denote the quotient map and set πe,j = πF1
j ◦ πe, j = 1, 2, ..., l.

For any irreducible representation ψ ofA, as det(ψ(u)) = 1,
∑m
n=1 Trψ(ψ(hn)) ∈

Z, where Trψ is the standard (unnormalized) trace on ψ(A) ∼= Mn(ψ) for some
integer n(ψ). By replacing each hn with hn + J for a large enough integer
J , one may assume that hn ∈ A+ and

∑m
n=1 Trψ(ψ(hn)) is positive. Put

Hj(t) = Trj(
∑m
n=1 πj(hnI(t))) and H(t) = (H1(t), H2(t), ...,Hk(t)) for t ∈ [0, 1],

where Trj is the standard trace on Mr(j) and πj : F2 → Mr(j) is the projection
map, for j = 1, 2, ..., k. Note that Hj ∈ C([0, 1]) and Hj(t) ∈ Z for all t ∈ [0, 1],
j = 1, 2, ..., k. It follows that

Hj(t) = Hj(0) = Hj(1) for all t ∈ [0, 1], j = 1, 2, ..., k.(e 3.9)

Put b(ψ) =
∑m
n=1 Trψ(ψ(hn)) for ψ = πe,j , j = 1, 2, ..., l.

Since
∑m
n=1 Trψ(ψ(hn)) ∈ Z and is positive, there is a projection p ∈MN (F1)

such that Tr′πe,j ((idMN
⊗ πF1

j )(p)) = b(πe,j) for some N ≥ 1, where Tr′πe,j =

Tr′N⊗Trπe,j , and where Tr′N is the standard trace onMN .Write p = (p1, p2, ..., pl),
where ps ∈MN (MR(s)) is a projection, s = 1, 2, ..., l. Then

rank(ps) =
m∑
n=1

Tre,s(hnq,s),

where hnq = (hnq,1, hnq,2, ..., hnq,l) ∈ F1, where hnq,s ∈ (Mr(s))+, and where
Tre,s is the standard trace on Mr(s), s = 1, 2, ..., l. It follows that from (e 3.4)
that

Tr′j(π
′
j ◦ (idMN

⊗ ϕ0)(p)) =

m∑
n=1

Trj(πj ◦ ϕ0(hnq)) = Hj(0) and(e 3.10)

Tr′j(π
′
j ◦ (idMN

⊗ ϕ1)(p)) =
m∑
n=1

Trj(πj ◦ ϕ1(hnq)) = Hj(1),(e 3.11)

j = 1, 2, ..., k, where Tr′j is the standard trace on MN (Mr(j)) and π′j : MN (F2)→
MN (Mr(j)) is the projection map. Then, by (e 3.9),

Tr′j(π
′
j ◦ (idMN

⊗ ϕ0)(p)) = Hj(0) = Hj(1) = Tr′j(π
′
j(idMN

⊗ ϕ1)(p)),

j = 1, 2, ..., k. It follows that π′j(idMN
⊗ ϕ0)(p)) and π′j(idMN

⊗ ϕ1)(p)) have
the same rank. Therefore, there is a projection Pj ∈ MN (C([0, 1],Mr(j))) such
that Pj(0) = π′j ◦ (idMn

⊗ ϕ0)(p) and Pj(1) = π′j ◦ (idMn
⊗ ϕ1)(p). Choose P ∈

MN (C([0, 1], F2)) such that π′j(P ) = Pj and put e = (P, p). Then e ∈ MN (A).

Note that since Pj(t) has the same rank as Pj(0) (and Pj(1)), Tr′j(Pj(t)) =
Hj(t) = Hj(0) for all t ∈ [0, 1], j = 1, 2, ..., k. Consider the continuous path
u(t) =

∏m
n=1 exp(i2πhnt) for t ∈ [0, 1]. Then u(0) = 1, u(1) = u, and

τ(
du(t)

dt
u∗(t)) = i2π

m∑
n=1

τ(hn) for all τ ∈ T (A).
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But (see Lemma 2.6 of [61]), for all a ∈ A and τ ∈ T (A),

τ(a) =
l∑

s=1

αstre,s(πe,s(a)) +
k∑
j=1

∫
(0,1)

trj(πj(a(t)))dµj(t),

where µj is a Borel measure on (0, 1), tre,s is the tracial state on MR(s) and trj

is the tracial state on Mr(j), and αi ≥ 0 and
∑l
s=1 αs +

∑k
j=1 ‖µj‖ = 1. Note

that

tre,s(πe,s(
m∑
n=1

hn)) = (1/R(s))(Trπe,s(πe,s(
m∑
n=1

hn)))(e 3.12)

= (1/R(s))b(πe,s)

= (1/R(s))(Tr′πe,s((idMN
⊗πF1

s )(p)).(e 3.13)

Thus (recall that we write τ(q) = (τ ⊗ TrN )(q) for q ∈MN (A) as in 2.2)

m∑
n=1

τ(hn) = τ(
m∑
n=1

hn)

=
l∑

s=1

αstre,s(πe,s(
m∑
n=1

hn)) +
k∑
j=1

∫
(0,1)

trj(πj(
m∑
n=1

hnI(t)))dµj(t)

=
l∑

s=1

αstre,s((idMN
⊗πF1

s )(p)) +
k∑
j=1

∫
(0,1)

(1/r(j))Hj(t)dµj(t)(e 3.14)

=

l∑
s=1

αstre,s((idMN
⊗πe,s)(e)) +

k∑
j=1

∫
(0,1)

(1/r(j))Tr′j(Pj(t))dµj(t)(e 3.15)

=
l∑

s=1

αstre,s((idMN
⊗πe,s)(e))

+

k∑
j=1

∫
(0,1)

trj((idMN
⊗πj)(P (t)))dµj(t) = τ(e).(e 3.16)

It follows that

1

2πi

∫ 1

0

τ(
du(t)

dt
u(t)∗)dt = τ(e) for all τ ∈ T (A).

In other words, DA({u(t)}) ∈ ρA(K0(A)) (see 2.16). It follows from Lemma
3.1 of [112] and the fact that A has stable rank one that u ∈ CU(A) (see also
Corollary 3.11 of [46]). �
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The following statement is known (see [30], [13], and [96]).

Lemma 3.11. Let u be a unitary in C([0, 1],Mn). Then, for any ε > 0, there
exist continuous functions hj ∈ C([0, 1])s.a., j = 1, 2, ..., n, such that

‖u− u1‖ < ε,

where u1 = exp(2iπH), H =
∑n
j=1 hjpj where {p1, p2, ..., pn} is a set of mu-

tually orthogonal rank one projections in C([0, 1],Mn), and exp(2iπhj(t)) 6=
exp(2iπhk(t)) if j 6= k for all t ∈ (0, 1), and u1(0) = u(0) and u1(1) = u(1).

Furthermore, if det(u(t)) = 1 for all t ∈ [0, 1], then u1 can be chosen so that
det(u1(t)) = 1 for all t ∈ [0, 1].

Proof. The statement follows from Lemma 1.5 of [96] with m = 2 and d = 1,
whose proof was inspired by the proof of Theorem 4 of [13] for self adjoint
elements (rather than unitaries).

�

Lemma 3.12. Let A = A(F1, F2, ϕ0, ϕ1) be as in Definition 3.1. For any uni-
tary (f, a) ∈ U(A), ε > 0, there is a unitary (g, a) ∈ U(A) such that ‖g− f‖ < ε

and, for each block Mr(j)⊂F2 =
⊕k

j=1Mr(j), there are real valued functions

hj1, h
j
2, ..., h

j
r(j) : [0, 1]→ R such that gj =

∑r(j)
i=1 h

j
ipi and {p1, p2, ..., pn} is a set

of mutually orthogonal rank one projections in C([0, 1],Mr(j)) and exp(2iπhjs(t)) 6=
exp(2iπhjs′(t)) if s 6= s′ for all t ∈ (0, 1). Moreover, if (f, a) ∈ CU(A), one can
choose (g, a) ∈ CU(A).

Proof. By Lemma 3.11, for each unitary f j ∈ C([0, 1],Mr(j)), one can ap-

proximate f j by gj1 to within ε such that gj(0) = f j(0), gj(1) = f j(1), and for
each t in the open interval (0, 1), gj(t) has distinct eigenvalues. If (f, a) ∈ U(A),
then (g, a) ∈ U(A), too. On combining Lemma 3.11 with Lemma 3.10, the last
statement also follows. �

Remark 3.13. In Lemma 3.12, one may ensure that hj1(0), hj2(0), ..., hjr(j)(0) ∈
[0, 1), and that, for some δ ∈ (0, 1), for all t ∈ (0, δ),

(e 3.17) max{hji (t); 1 ≤ i ≤ r(j)} −min{hji (t); 1 ≤ i ≤ r(j)} < 1,

and hji1(t) 6= hji2(t) for i1 6= i2. From the choice of gj , we know that for any

t ∈ (0, 1), e2πihji1
(t) 6= e2πihji2

(t). That is, hji1(t) − hji2(t) 6∈ Z. This implies that
(e 3.17) in fact holds for all t ∈ (0, 1). Hence, also,

(e 3.18) max{hji (1); 1 ≤ i ≤ r(j)} −min{hji (1); 1 ≤ i ≤ r(j)} ≤ 1.

Lemma 3.14. Let A = A(F1, F2, ϕ0, ϕ1) be as in Definition 3.1. For any u ∈
CU(A), one has cer(u) ≤ 2 + ε and cel(u) ≤ 4π. Moreover, there exists a
continuous path of unitaries {u(t) : t ∈ [0, 1]} ⊂ CU(A) with length at most 4π
such that u(0) = 1A and u(1) = u.
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Proof. Case (i): the case that u = (f, a) with a = 1F1
. By Lemma 3.12, up

to approximation to within an arbitrarily small pre-specified number ε > 0, u is
unitarily equivalent to v = (g, a) ∈ CU(A) with g = (g1, g2, ..., gk) ∈ C([0, 1], F2),
where, for each t ∈ (0, 1), the unitary

gj(t) = diag
(
e2πihj1(t), e2πihj2(t), ..., e

2πihj
r(j)

(t))
has distinct eigenvalues. (Note that since f(0) = f(1) = 1 = g(0) = g(1), the
unitary intertwining the approximation of u and v can be chosen to be 1 at t =
0, 1, and therefore, the unitary is in A = A(F1, F2, ϕ0, ϕ1).) Since v ∈ CU(A),
det(ψ(v)) = 1 for every irreducible representation ψ of A (see Lemma 3.10).
Let N ≥ 1 be an integer such that every irreducible representation ψ of A has
rank no more than N. Then, we may assume that ‖u − v‖ < ε < 1/4Nπ. So
‖uv∗ − 1A‖ < ε. Write uv∗ = eih for some h ∈ As.a. with ‖h‖ < 2 arcsin(ε/2) <
1/2N. Note uv∗ ∈ CU(A). It follows that det(ψ(uv∗)) = 1 for every irreducible
representation ψ of A (see Lemma 3.10). Then, Trψ(ψ(h)) ∈ 2πZ for every irre-
ducible representation ψ of A, where Trψ is the standard trace on ψ(A) = Mn(ψ)

(for some integer n(ψ) ≤ N). Since ‖h‖ < 1/2N, |Trψ(ψ(h))| < 1/2. It fol-
lows that Trψ(ψ(h)) = 0 for every irreducible representation ψ of A. Define
w(t) = eihtv (t ∈ [0, 1]). Since Trψ(ψ(ht)) = 0 for every irreducible repre-
sentation ψ of A, det(ψ(w(t))) = 1 for each irreducible representation ψ of A.
It follows from Lemma 3.10 that w(t) ∈ CU(A) for all t ∈ [0, 1]. Note that
w(0) = v and w(1) = u. Moreover, the length of {w(t) : t ∈ [0, 1]} is no more
than 2 arcsin(ε/2). Therefore, without loss of generality, we may assume that
u = v = (g, a) with g as above.

Furthermore, one may assume that

hj1(0) = hj2(0) = · · · = hjr(j)(0) = 0.

Since det(gj(t)) = 1 for all t ∈ [0, 1], one has hj1(t) + hj2(t) + · · ·+ hjr(j)(t) ∈ Z.

By the continuity of each hjs(t), It follows that

(e 3.19)

r(j)∑
s=1

hjs(t) = 0.

Furthermore, as hjs(1) ∈ Z (since gj(1) = 1F2
), we know that hjs(1) = 0 for all

s ∈ {1, 2, ..., r(j)}. Otherwise, min
s

{
hjs(1)

}
≤ −1 and max

s

{
hjs(1)

}
≥ 1 which

implies that

max
s

{
hjs(1)

}
−min

s

{
hjs(1)

}
≥ 2,

and this contradicts Remark 3.13. That is, one has proved that
h =

(
(h1, h2, · · · , hk), 0

)
, where hj(t) = diag

(
hj1(t), hj2(t), ..., hjr(j)(t)

)
is an el-

ement of A = A(F1, F2, ϕ0, ϕ1) with h(0) = h(1) = 0. As g = e2πih, we have
cer(u) ≤ 1 + ε. We also have tr(h(t)) = 0 for all t ∈ [0, 1].
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It follows from (e 3.19) above and max
s

{
hjs(t)

}
−min

s

{
hjs(t)

}
≤ 1 (see (e 3.18)

in Remark 3.13) that

hjs(t) ⊂ (−1, 1), t ∈ [0, 1], s = 1, 2, ..., r(j) .

Hence ‖2πh‖ ≤ 2π, which implies cel(u) ≤ 2π. Moreover, let u(s) = exp(is2πh).
Then u(0) = 1A and u(1) = u. Since tr(s2πh(t)) = 2sπ · tr(h(t)) = 0 for all
t ∈ [0, 1], by Lemma 3.10, one has u(s) ∈ CU(A) for all s ∈ [0, 1].

Case (ii): The general case. In this case a = (a1, a2, ..., al) with det(aj) = 1
for aj ∈ F j1 . So aj = exp(2πihj) for hj ∈ F j1 with tr(hj) = 0 and ‖hj‖ < 1.
Define H ∈ A(F1, F2, ϕ0, ϕ1) by

H(t) =

 ϕ0(h1, h2, ..., hl) · (1− 2t), if 0 ≤ t ≤ 1
2 ,

ϕ1(h1, h2, ..., hl) · (2t− 1), if 1
2 < t ≤ 1.

Note H( 1
2 ) = 0, H(0) = ϕ0(h1, h2, ..., hl), and H(1) = ϕ1(h1, h2, ..., hl), and

therefore H ∈ A(F1, F2, ϕ0, ϕ1). Moreover, tr(H(t)) = 0 for all t. Then u′ =
u · exp(−2πiH) ∈ A(F1, F2, ϕ0, ϕ1) with u′(0) = u′(1) = 1F2

. By Case (i),
cer(u′) ≤ 1+ε and cel(u′) ≤ 2π, and so cer(u) ≤ 2+ε and cel(u) ≤ 2π+2π‖H‖ ≤
4π. Furthermore, we note that exp(−2πsH) ∈ CU(A) for all s as in Case (i). �

Theorem 3.15. Let G be a subgroup of the ordered group Zl (with the usual
positive cone Zl+). Then the semigroup G+ = G ∩ Zl+ is finitely generated. In
particular, one has the following special case:

Let A = A(F1, F2, ϕ1, ϕ2) be in C. Then K0(A)+ is finitely generated (by its
minimal elements); in other words, there are an integer m ≥ 1 and finitely many
minimal projections of Mm(A) such that these minimal projections generate the
positive cone K0(A)+.

Proof. Recall that an element e ∈ G+ \ {0} is minimal, if x ∈ G+ \ {0} and
x ≤ e, then x = e. We first show that G+ \ {0} has only finitely many minimal
elements.

Suppose otherwise that {qn} is an infinite set of minimal elements of G+\{0}.
Write qn = (m(1, n),m(2, n), ...,m(l, n)) ∈ Zl+, where m(i, n) are non-negative
integers, i = 1, 2, ..., l, and n = 1, 2, .... If there is an integer M ≥ 1 such that
m(i, n) ≤ M for all i and n, then {qn} is a finite set. So we may assume
that {m(i, n)} is unbounded for some 1 ≤ i ≤ l. There is a subsequence of
{nk} such that limk→∞m(i, nk) =∞. To simplify the notation, without loss of
generality, we may assume that limn→∞m(i, n) =∞. We may assume that, for
some j, the set {m(j, n)} is bounded. Otherwise, by passing to a subsequence,
we may assume that limn→∞m(i, n) = ∞ for all i ∈ {1, 2, ..., l}. Therefore
limn→∞m(i, n)−m(i, 1) =∞. It follows that, for some n ≥ 1, m(i, n) > m(i, 1)
for all i ∈ {1, 2, ..., l}. Therefore qn ≥ q1, which contradicts the fact that qn is
minimal. By passing to a subsequence, we may write {1, 2, ..., l} = N t B in
such a way that limn→∞m(i, n) =∞ if i ∈ N and {m(i, n)} is bounded if i ∈ B.
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Therefore {m(j, n)} has only finitely many different values for fixed j ∈ B. Thus,
by passing to a subsequence again, we may assume that m(j, n) = m(j, 1) for
fixed j ∈ B. Therefore, for some n > 1, m(i, n) > m(i, 1) for all n if i ∈ N and
m(j, n) = m(j, 1) for all n if j ∈ B. It follows that qn ≥ q1. This is impossible
since qn is minimal. This shows thatG+ has only finitely many minimal elements.

To show that G+ is generated by these minimal elements, fix an element
q ∈ G+ \ {0}. If q is not minimal, consider the set of all elements of G+ \ {0}
which are strictly smaller than q. This set is finite. Choose one which is minimal
among them, say p1. Then p1 is a minimal element ofG+ \ {0}, as otherwise there
is one smaller than p1. Since q is not minimal, q 6= p1. Consider q−p1 ∈ G+\{0}.
If q − p1 is minimal, then q = p1 + (q − p1). Otherwise, we repeat the same
argument to obtain a minimal element p2 ≤ q−p1. If q−p1−p2 is minimal, then
we have the decomposition q = p1 + p2 + (q− p1 − p2). Otherwise we repeat the
argument again. This process is finite. Therefore q is a finite sum of minimal
elements of G+ \ {0}. �

Theorem 3.16. The exponential rank of A = A(F1, F2, ϕ0, ϕ1) is at most 3+ε.

Proof. For each unitary u ∈ U0(A), as in Proposition 3.9, u = (f, a) ∈ A
where a = eih for some h ∈ (F2)s.a.. Therefore there is x ∈ As.a. such that
πe(x) = h and hence πe(e

ix) = eih = a. Therefore one may write u = veix

for some x ∈ As.a., where v = (g, 1F1
) with g(0) = g(1) = 1F2

∈ F2. So we
only need to prove the exponential rank of v is at most 2 + ε. Consider v as
an element in C0((0, 1), F2)∼ which defines an element (s1, s2, ..., sk) ∈ Zk =
K1(C0((0, 1), F2)). Since [v] = 0 in K1(A), there are (m1,m2, ...,ml) ∈ Zl such
that

(s1, s2, ..., sk) = ((ϕ1)∗0 − (ϕ0)∗0)((m1,m2, ...,ml)).

Note that

(ϕ0)∗0((R(1), R(2), ..., R(l))) = (ϕ1)∗0((R(1), R(2), ..., R(l)))

= (r(1), r(2), ..., r(k)) = [1F2 ] ∈ K0(F2).

Increasing (m1,m2, ...,ml) by adding a positive multiple of
(
R(1), R(2), ..., R(l)

)
,

we can assume mj ≥ 0 for all j ∈ {1, 2, ..., l}. Let a = (m1P1,m2P2, ...,mlPl),
where

Pj =


1

0
. . .

0

 ∈MR(j) ⊂ F1.

Let h be defined by

h(t) =

 ϕ0(a)(1− 2t), 0 ≤ t ≤ 1
2 ,

ϕ1(a)(2t− 1), 1
2 < t ≤ 1.
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Then (h, a) defines a self-adjoint element inA. One also has e2πih ∈ C0((0, 1), F2)̃,
since e2πih(0) = e2πih(1) = 1F2

. Furthermore, e2πih defines

(ϕ1∗ − ϕ0∗)((m1,m2, ...,ml)) ∈ Zk

as an element in K1(C0((0, 1), F2)) = Zk. Let w = ve−2πih. Then w satisfies

w(0) = w(1) = 1F2
and w ∈ ˜C0((0, 1), F2) defines the element

(0, 0, ..., 0) ∈ K1(C0((0, 1), F2)).

Up to an approximation to within a sufficiently small ε, by Lemma 3.12, one
may assume that w = (w1, w2, ..., wk) with, for all j = 1, 2, ..., k,

(1) wj(t) = diag
(
e2πihj1(t), e2πihj2(t), ..., e

2πihj
r(j)

(t))
,

(2) the numbers e2πihj1(t), e2πihj2(t), ..., e
2πihj

r(j)
(t)

are distinct for all t ∈ (0, 1),
and

(3) hj1(0) = hj2(0) = · · · = hr(j)
j(0) = 0.

Since wj(1) = 1F2 , one has that hji (1) ∈ Z.
On the other hand, the unitary w defines

hj1(1) + hj2(1) + · · ·+ hjr(j)(1) ∈ Z ∼= K1(C0((0, 1), F j2 ))

which is zero since hj1(0) = hj2(0) = · · · = hr(j)
j(0) = 0. From (e 3.18), one has

hji1(1)− hji2(1) ≤ 1 for i1 6= i2. This implies

hj1(1) = hj2(1) = · · · = hjr(j)(1) = 0.

Hence, h =
(
(h1, h2, ..., hk), 0

)
defines a selfadjoint element of A and w = e2πih.

�

3.17. Let A = A(F1, F2, ϕ0, ϕ1) ∈ C, where F1 = Mr(1) ⊕Mr(2) ⊕ · · · ⊕Mr(l)

and F2 = MR(1) ⊕MR(2) ⊕ · · · ⊕MR(k). By 3.4, we may write (ϕ0)∗0 = (aij)k×l
and (ϕ1)∗0 = (bij)k×l. Denote by πi : F2 → Mr(i) the projection map. Let us
calculate the Cuntz semigroup of A.

For any h ∈ (A ⊗K)+, consider the map Dh : Irr(A) → Z+ ∪ {∞}, for any
π ∈ Irr(A)

Dh(π) = lim
n→∞

Tr((π ⊗ idK)(h
1
n )) ,

where Tr is the standard unnormalized trace. Then we write

Dh = (D1
h, D

2
h, ..., D

k
h, Dh(ρ1), Dh(ρ2), ..., Dh(ρl)),

where Di
h = Dh|(0,1)i satisfy the following conditions:
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(1) Dj
h is lower semi-continuous on each (0, 1)j ,

(2) lim inft→0D
i
h(t) ≥

∑
j aijDh(ρj)= rank(πi(ϕ0(h))) and

lim inft→1D
i
h(t) ≥

∑
j bijDh(ρl)= rank(πi(ϕ1(h))).

It is straightforward to verify that the image of the map h ∈ (A ⊗ K)+ → Dh

is the subset of Map(Irr(A),Z+ ∪ {∞}) consisting elements satisfying the above
two conditions.

Note that Dh(π) = rank((π⊗ idK)(h)) for each π ∈ Irr(A) and h ∈ (A⊗K)+.
The following result is well known to experts (for example, see [15]). We also

keep the notation above in the following statement.

Theorem 3.18. Let A = A(F1, F2, ϕ0, ϕ1) ∈ C and let n ≥ 1 be an integer.
(a) The following statements are equivalent:

(1) h ∈Mn(A)+ is Cuntz equivalent to a projection;
(2) 0 is an isolated point in the spectrum of h;
(3) Di

h is continuous on each (0, 1)i, limt→0D
i
h(t) =

∑
j aijDh(ρj), and

limt→1D
i
h(t) =

∑
j bijDh(ρj).

(b) For h1, h2 ∈ Mn(A)+, h1 . h2 if and only if Dh1(π) ≤ Dh2(π) for each
π ∈ Irr(A). In particular, A has strict comparison for positive elements.

Proof. For part (b), without loss of generality, by Subsection 3.7, we may
assume that h1, h2 ∈ A. Obviously, h1.h2 implies Dh1(ϕ) ≤ Dh2(ϕ) for each
ϕ ∈ Irr(A). Conversely, assume that h1 = (f, a) and h2 = (g, b) satisfy Dh1

(ϕ) ≤
Dh2

(ϕ) for each ϕ ∈ Irr(A).
First, there are strictly positive functions s1, s2 ∈ C0((0, 1]) such that s1(a)

and s2(b) are projections in F1. Note that si(hi) are Cuntz equivalent to hi
(i = 1, 2). By replacing hi by si(hi), without loss of generality we may assume
that a and b are projections.

Let πi : F2 → MRi be the projection map. Fix 1/4 > ε > 0. There exists
δ1 > 0 such that

‖f(t)− ϕ0(a)‖ < ε/64 for all t ∈ [0, 2δ1]

and
‖f(t)− ϕ1(a)‖ < ε/16 for all t ∈ [1− 2δ1, 1].

It follows that fε/8(f(t)) is a projection in [0, 2δ1] and [1 − 2δ1, 1]. Put h0 =
fε/8(h1). Note that h0 = (fε/8(f), a). Then Di

h0
(π) is constant in (0, 2δ1] ⊂ (0, 1)i

and [1− 2δ1, 1] ⊂ (0, 1)i, i = 1, 2, ..., k. Choose δ2 > 0 such that

Di
h2

(t) ≥ rank(πi(ϕ0(b))) for all t ∈ (0, 2δ2]i and

Dh2(t) ≥ rank(πi(ϕ1(b))) for all t ∈ [2δ2, 1)i,(e 3.20)

i = 1, 2, ..., k. Choose δ = min{δ1, δ2}. Since a . b in F1, there is a unitary
ue ∈ F1 such that u∗eaue = q ≤ b, where q ≤ b is a subprojection. Let u0 = ϕ0(ue)
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and u1 = ϕ1(ue) ∈ F2. Then one can find a unitary u ∈ A such that u(0) = u0

and u(1) = u1. Without loss of generality, replacing h0 by u∗h0u, we may assume
that a = q≤ b.

Let β : [0, 1] → [0, 1] be a continuous function which is 1 on the boundary
and 0 on [δ, 1− δ]. Let h3 = (f2, b− a) with f2(t) = β(t)ϕ0(b− a) for t ∈ [0, δ],
f2(t) = β(t)ϕ1(b − a) for t ∈ [1 − δ, δ], and f2(t) = 0 for t ∈ [δ, 1 − δ]. Define
h′1 = h0 + h3. Note that h′1 has the form (f ′, b) for some f ′ ∈ C([0, 1], F2).

Then, for any π ∈ (δ, 1− δ) ⊂ (0, 1)i,

h0 ≤ h′1, Di
h′1

(π) = Di
h0

(π),

for any π ∈ (0, δ) ⊂ (0, 1)i,

rank(h′1(π)) ≤ rank(h0(t)) + rank(h3(t))

≤ rank(πi(ϕ0(a))) + rank(πi(ϕ0(b− a)))

= rank(πi(ϕ0(b))) ≤ Di
h2

(π),

and for any π ∈ (1− δ, 1) ⊂ (0, 1)i,

rank(h′1(π)) ≤ rank(h0(t)) + rank(h3(t))

≤ rank(πi(ϕ1(a))) + rank(πi(ϕ1(b− a)))

= rank(πi(ϕ1(b))) ≤ Di
h2

(π).

It follows that

Dh′1
(π) ≤ Dh2(π) for all π ∈ Irr(A).(e 3.21)

It follows from (e 3.21) and Theorem 1.1 of [102] that h′1 . h2 in C([0, 1], F2).
Since C([0, 1], F2) has stable rank one, there is a unitary w ∈ C([0, 1], F2) such
that w∗h′1w = h4 ∈ h2C([0, 1], F2)h2. Since h′1 = (f ′, b), h2 = (g, b), and b is a
projection, h4(0) = ϕ0(b) and h4 = ϕ1(b). In other words, h4 ∈ A. In particular,
h4 ∈ h2Ah2 and h4 . h2. Note that w∗ϕi(b)w = ϕi(b), i = 0, 1. By using a
continuous path of unitaries which commutes with ϕi(b) (i = 0, 1) and connects
to the identity, it is easy to find a sequence of unitaries un ∈ C([0, 1], F2) with
un(0) = un(1) = 1F2

such that

lim
n→∞

u∗nh
′
1un = h4.(e 3.22)

Notice that un ∈ A. We also have that unh4u
∗
n → h′1. Thus, h′1 . h4. It follows

that

fε(h1) . h0 . h
′
1 . h4 . h2(e 3.23)

for all ε > 0. This implies that h1 . h2 and part (b) follows.
To prove part (a), we note that (1) and (2) are obviously equivalent and both

imply (3). That (3) implies (1) follows from the computation of K0(A) in 3.5
and part (b).

�
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Lemma 3.19. Let C ∈ C, and let p ∈ C be a projection. Then pCp ∈ C.
Moreover, if p is full and C ∈ C0, then pCp ∈ C0.

Proof. We may assume that C is finite dimensional. Write C = C(F1, F2, ϕ0, ϕ1).
Denote by pe = πe(p), where πe : C → F1 is the map defined in 3.1.

For each t ∈ [0, 1], write πt(p) = p(t) and p̃ ∈ C([0, 1], F2) such that πt(p̃) =
p(t) for all t ∈ [0, 1]. Then ϕ0(pe) = p(0), ϕ1(pe) = p(1), and

(e 3.24) pCp = {(f, g) ∈ C : f(t) ∈ p(t)F2p(t), and g ∈ peF1pe}.

Put p0 = p(0). There is a unitary W ∈ C([0, 1], F2) such that (W ∗p̃W )(t) = p0

for all t ∈ [0, 1]. Define Φ : p̃C([0, 1], F2)p̃→ C([0, 1], p0F2p0) by Φ(f) = W ∗fW
for all f ∈ p̃C([0, 1], F2)p̃. Put F ′1 = p1F1p1 and F ′2 = p0F2p0. Define ψ0 =
AdW (0) ◦ ϕ0|F ′1 and ψ1 = AdW (1) ◦ ϕ1|F ′1 . Put

C1 = {(f, g) ∈ C([0, 1], F ′2)⊕ F ′1 : f(0) = ψ0(g) and f(1) = ψ1(g)},

and note that C1 ∈ C. Define Ψ : pCp→ C1 by

Ψ((f, g)) = (Φ(f), g) for all f ∈ p̃C([0, 1], F2)p̃ and g ∈ F ′1.(e 3.25)

It is readily verified that Ψ is an isomorphism.
If p is full and C ∈ C0, then, by Brown’s theorem ([9]), the hereditary C∗-

subalgebra pCp is stably isomorphic to C, and hence K1(pCp) = K1(C) = {0};
that is, pCp ∈ C0. �

The classes C and C0 are not closed under passing to quotients. However, we
have the following approximation rersult:

Lemma 3.20. Any quotient of a C∗-algebra in C (or in C0) can be locally ap-
proximated by C∗-algebras in C (or in C0). More precisely, let A ∈ C (or A ∈ C0),
let B be a quotient of A, let F ⊂ B be a finite set, and let ε > 0. There exists a
unital C∗-subalgebra B0 ⊂ B with B0 ∈ C (or B0 ∈ C0) such that

dist(x,B0) < ε for all x ∈ F.

Proof. Let A ∈ C. We may consider only those A’s which are minimal and are
not finite dimensional. Let I be an ideal of A. Write A = A(E,F, ϕ0, ϕ1), where
E = E1⊕ · · · ⊕El, Ei ∼= Mki , and where F = F1⊕ · · · ⊕Fs with Fj ∼= Mmj . Let
J = {f ∈ C([0, 1], F ) : f(0) = f(1) = 0} ⊂ A. As before, we may write [0, 1]j for
the the spectrum of the j-th summand of C([0, 1], Fj), whenever it is convenient.
Put ϕi,j = πj ◦ ϕi : E → Fj , where πj : F → Fj is the quotient map, i = 0, 1.
Then A/I may be written (with a re-indexing) as

{(f, a) : a ∈ Ẽ, f ∈
⊕

1≤j≤s′
C(Ĩj , Fj), f(0j) = ϕ̃0,j(a), if 0j ∈ Ĩj , f(1j)

= ϕ̃1,j(a), if 1j ∈ Ĩj}, (∗)
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where s′ ≤ s, l′ ≤ l, Ẽ =
⊕l′

i=1Ei and ϕ̃i,j = ϕi,j |Ẽ and Ĩj ⊂ [0, 1]j is a compact
subset.

It follows from [42] that, for any j, there is a sequence of spaces Xn,j which

are finite disjoint unions of closed intervals (including points) such that Ĩj is
the inverse limit of a sequence (Xn,j , sn,n+1,j) and each map sn,n+1,j : Xn+1,j →
Xn,j is surjective and continuous. Moreover, Xn,j can be identified with a disjoint

union of closed subintervals of [0, 1]. Let sn,j : Ĩj → Xn,j be the surjective
continuous map induced by the inverse limit system.

We may assume that Ĩj = [0, 1]j , j = 1, 2, ..., t′ ≤ s′, and Ĩj = Ĩ−j t Ĩ
+
j , where

Ĩ−j ⊂ [0, t−j ] and Ĩ+
j ⊂ [t+j , 1] are compact subsets for some 0 ≤ t−j < t+j ≤ 1,

t′ < j ≤ s′. Without loss of generality (by applying [42] to Ĩ−j and to Ĩ+
j ), we may

assume that, for j > t′, each of the disjoint closed interval in Xn,j contains at

most one of sn,j(0j) and sn,j(1j). Let s∗n :
⊕s′

j=1 C(Xn,j , Fj) →
⊕s′

j=1 C(Ĩj , Fj)

be the map induced by sn,j . Put Cj = C(Xn,j , Fj). We may write C(Ĩj , Fj) =⋃∞
n=1 s

∗
n,j(C(Xn,j , Fj)). Then, for all sufficiently large n, for each f ∈ F, there

is g ∈
⊕s′

j=1 Cj such that g(sn,j(0j)) = f(0j), if 0j ∈ Ĩj and g(sn,j(1j)) = f(1j),

if 1j ∈ Ĩj , and

‖f |Ĩj − s
∗
n,j(g|Xn,j )‖ < ε/4.(e 3.26)

Note that Cj is a unital C∗-subalgebra of C(Ĩj , Fj), j = 1, 2, ..., s. Define

C = {(f, a) : f ∈
s′⊕
j=1

Cj , a ∈ Ẽ, f(sn,j(0j)) = ϕ̃0,j(a), if 0j ∈ Ĩj

and f(sn,j(1j)) = ϕ̃1,j(a), if 1j ∈ Ĩj}.

Then g in (e 3.26) is in C and F ⊂ε C. Since each Cj is a C∗-subalgebra of

C(Ĩj , Fj), one sees that C is a C∗-subalgebra of A/I. Note, Xn,j is either equal
to [0, 1]j , or, sn,j(0j) and sn,j(1j) are in different disjoint intervals of Xn,j . It is
then easy to check that C ∈ C (see 3.1). This proves the lemma in the case
that A ∈ C.

Now suppose that A ∈ C0. We will show that K1(A/I) = {0}. Consider the
following six-term exact sequence:

K0(I) // K0(A) // K0(A/I)

��

K1(A/I)

δ1

OO

K1(A)oo K1(I).oo

By Lemma 3.3, A and A/I have stable rank one. It follows from Proposition 4
of [86] that δ1 = 0. Since K1(A) = {0}, it follows that K1(A/I) = {0}.
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Denote by Π : A → A/I the quotient map. Set F̃ =
⊕s′

i=1 Fj and J̃ =

Π(J) = Π(C0((0, 1), F )). Note, since K1(C0(Ĩ−j \ {sn,j(0j)}, Fj)) = {0} and

K1(C0(Ĩ+
j \ {sn,j(1j)}, Fj)) = {0} (for t′ < j ≤ s′), one obtains K1(J) =

K1(
⊕t′

i=1 C0((0, 1)j , Fj)) ∼= K0(
⊕t′

i=1 Fj). Consider the short exact sequence

0→ J → A/I → Ẽ → 0. Note that K1(Ẽ) = 0. Thus we have

0→ K0(J̃)→ K0(A/I)→ K0(Ẽ)→ K1(J̃)→ K1(A/I)→ K1(Ẽ) = 0.

The fact that K1(A/I) = {0} implies that the map ⊕t′j=1((ϕ̃0,j)∗0 − (ϕ̃1,j)∗1)

from K0(Ẽ) to K1(J̃) ∼= K0(
⊕t′

j=1 Fj) is surjective.

Now let J0 = J̃ ∩ C. Then K1(J0) = K1(J̃) ∼= K0(
⊕t′

j Fj). The short exact

sequence 0→ J0 → C → Ẽ → 0 gives the exact sequence

0→ K0(J0)→ K0(C)→ K0(Ẽ)→ K1(J0)→ K1(C)→ K1(Ẽ) = 0.

The map fromK0(Ẽ) toK1(J0) in the diagram above is the same as⊕t′j=1((ϕ̃0,j)∗0−
(ϕ̃1,j)∗1) which is surjective. It follows that K1(C) = 0. The lemma follows. �

We would like to return briefly to the beginning of this section by stating the
following proposition which will not be used.

Proposition 3.21 (Theorem 2.15 of [37]). Let A be a unital C∗-algebra which
is a subhomogeneous C∗-algebra with one dimensional spectrum. Then, for any
finite subset F ⊂ A and any ε > 0, there exists a unital C∗-subalgebra B of A
in the class C such that

dist(x,B) < ε for all x ∈ F.

Proof. We use the fact that A is an inductive limit of C∗-algebras in C (The-
orem B and Definition 1.3 of [37]). Therefore, there is a C∗-algebra C ∈ C and
a unital homomorphism ϕ : C → A such that

dist(x, ϕ(C)) < ε/2 for all x ∈ F.

Then we apply Lemma 3.20. �

In [88], the following type of unital C∗-algebras (dimension drop circle algebra)
is studied:

A = {f ∈ C(T,Mn) : f(xi) ∈Mdi , i = 1, 2, ..., N},(e 3.27)

where {x1, x2, ..., xN} are distinct points in T, and di ∈ N such that midi = n
for some integer mi > 1.

The following fact will be used later in the paper.

Proposition 3.22. Every dimension drop circle algebra is in C.



A classification of finite simple amenable Z-stable C∗-algebras, I 107

Proof. Let A be as in (e 3.27). We identify T with the unit circle of the plane.
Without loss of generality, we may assume that xi 6= 1 ∈ C, i = 1, 2, ..., N. Then,

A ∼= {f ∈ C([0, 1],Mn) : f(0) = f(1), f(xi) ∈Mdi , i = 1, 2, ..., N}.

We write
⊕N

j=0 C([0, 1],Mn) =
⊕N

j=0 C(Ij ,Mn), where Ij = [0, 1] and we iden-
tify the end points of Ij as 0j and 1j , j = 0, 1, ..., N. We may further write

A ∼= {f ∈
N+1⊕
j=1

C(Ij ,Mn) : f(00) = f(1N ), f(1j) = f(0j+1) ∈Mdj ,

j = 1, 2, ..., N}.(e 3.28)

Let hi : Mdi →Mn be defined by hi(a) = a⊗1Mmi
for all a ∈Mdi , i = 1, 2, ..., N.

Consider F1 = Mn ⊕ (
⊕N

j=1Mdi) and F2 =
⊕N+1

i=0 Si, where Si ∼= Mn. Let
π0 : F1 →Mn and πi : F1 →Mdi , i = 1, 2, ..., N, denote the quotient maps. Also
let πi : F2 → Si denote the quotient map, i = 0, 1, ..., N. Define ϕ0 : F1 → F2

by (π0 ◦ ϕ0)|Mn = idMn , (πi ◦ ϕ0)|Mn = 0, if i 6= 0, (πi ◦ ϕ0)|Mdi
= hi, and

πj ◦ ϕ0|Mdi
= 0, j 6= i, i = 1, 2, ..., N, and define ϕ1 : F1 → F2 by (πN ◦

ϕ1)|Mn
= idMn

, where we identify SN with Mn, (πj ◦ ϕ1)|Mn
= 0, j 6= N, and

(πi−1 ◦ϕ1)|Mdi
= hi and (ϕj ◦ϕ1)|Mdi

= 0, if j 6= i−1, i = 1, 2, ..., N. One checks
that both ϕ0 and ϕ1 are unital. Define

B = {(f, a) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(a) and f(1) = ϕ1(a)}.

Let (f, a) ∈ B, where f = (f0, f1, ..., fN ), fi ∈ C([0, 1],Mn), i = 0, 1, ..., N,
and a = (a0, a1, ..., aN ), a0 ∈ Mn, ai ∈ Mdi , i = 1, 2, ..., N. Then f0(0) =
π0(f(0)) = a0 and fN (1) = πN (f(1)) = πN (ϕ1(a)) = a0. So f0(0) = fN (1),
f0(1) = π0(f(1)) = π0 ◦ ϕ1(a) = h1(a1), and f1(0) = π1(f(0)) = π1 ◦ ϕ0(a) =
h1(a1). So f0(1) = f1(0) = h1(a1); for j = 1, 2, ..., N, fj(1) = πj(f(1)) = πj ◦
ϕ1(a) = hj+1(aj) and fj+1(0) = πj+1 ◦ ϕ0(a) = hj+1(aj). So fj(1) = fj+1(0) =

hj+1(aj), j = 1, 2, ..., N. Note that we may write C([0, 1], F2) =
⊕N

i=0 C(Ij ,Mn).
Then,

B ∼= {(f, a) ∈ (
N⊕
i=0

C(Ij ,Mn)) : f(00) = f(1N ), f(1j) = f(0j+1), j = 1, 2, ..., N}.

Thus, A ∼= B. Since B ∈ C, A ∈ C. �

Proposition 3.23. Let A be a unital C∗-algebra with T (A) 6= ∅. Suppose that

ρkA(K0(A)) ⊃ ρA(K0(A)) (see Definition 2.16 for the definition of ρkA(K0(A))).
Then, for any pair u, v ∈ U(Mk(A)) with uv∗ ∈ U0(Mk(A)),

d(u, v) = dist(u, v)(e 3.29)

(see 2.16). Moreover, if A also has stable rank one, then (e 3.29) holds for any
u, v ∈ U(A). In particular, this is true if A ∈ C.
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Proof. If u, v ∈ U(Mk(A)) and uv∗ ∈ U0(Mk(A)), then by 2.16,

d(u, v) = d(uv∗, 1) = dist(uv∗, 1) = dist(u, v).(e 3.30)

Suppose A also has stable rank one. Let u, v ∈ U(A) with uv∗ ∈ U0(A). Let
d(u, v) = δ < 2. Let u1 = diag(u, 1k−1) and v1 = diag(v, 1k−1). By Corollary
2.11 of [46], for example, there is a ∈ As.a. such that τ(a) = DA(ζ)(τ) for all
τ ∈ T (A) for some piecewise smooth path ζ in U0(Mk(A)) with ζ(0) = u1v

∗
1

and ζ(1) = 1k, and u1v
∗
1 = diag(exp(i2πa), 1k−1)z for some z ∈ CU(Mk(A)).

We may assume that ω(a) = sup{|τ(a)| : τ ∈ T (A)} < 1/2 as δ < 2. Since A
has stable rank one, by Corollary 3.11 of [46], uv∗ exp(−i2πa) ∈ CU(A). This
implies that

dist(u, v) = dist(uv∗, 1) = dist(exp(−i2πa), 1)

= dist(exp(i2πa), 1).(e 3.31)

By the first paragraph of the proof of Lemma 3.1 of [113], for any ε > 0, there
is h ∈ A0 such that ω(a) ≤ ‖a − h‖ ≤ ω(a) + ε < 1/2. Let b = a − h.
Then, since exp(ih) ∈ CU(A) (see Lemma 3.1 of [112]), dist(exp(i2πa), 1) =
dist(exp(i2πb), 1) ≤ ‖ exp(i2π(ω(a) + ε))− 1‖. Since this holds for any ε > 0, we
conclude that

dist(u, v) = dist(exp(i2πa), 1) ≤ ‖ exp(i2πω(a))− 1‖.(e 3.32)

This holds for any choice of ζ as above, and therefore,

dist(u, v) ≤ ‖ exp(i2π‖DA(uv∗)‖)− 1‖ = d(u, v).(e 3.33)

On the other hand, by definition, d(u, v) = d(exp(i2πa), 1) = δ. If dist((u, v) < δ,
then there is z1 ∈ CU(A) such that ‖uv∗z1− 1‖ < δ < 2. There exists b1 ∈ As.a.
such that ‖b1‖ < 2 arcsin(δ/2) and uv∗z1 = exp(i2πb1). It follows that τ(b) ≤
2 arcsin(δ/2) for all τ ∈ T (A). This implies that d(exp(i2πb1), 1) < δ. Note that
[z1] = 0 in K1(A). Since A has stable rank one, z1 ∈ U0(A). Therefore, by
Lemma 3.1 of [112], DA(z1) = 0. It follows that

DA(exp(i2πb1)) = D(uv∗z1) = DA(uv∗) +DA(z1)

= DA(uv∗).(e 3.34)

Hence d(uv∗, 1) = ‖ exp(i2π‖DA(exp(i2πb1)‖) − 1‖ ≤ ‖ exp(i2π‖b1‖) − 1‖ < δ.
This contradicts the fact that d(u, v) = δ. Therefore,

d(u, v) = dist(u, v).(e 3.35)

Now, uv∗ 6∈ U0(A), then, by Definition (see 2.16), d(u, v) = 2. Suppose that
A has stable rank one. Since each element of CU(A) gives the zero element of
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K1(A), CU(A) ⊂ U0(A). Suppose that ‖uv∗ − z2‖ < 2 for some z2 ∈ CU(A).
Then ‖uv∗z∗2 − 1‖ < 2. It follows that uv∗z∗2 ∈ U0(A). Therefore uv∗ ∈ U0(A), a
contradiction. This shows that dist(u, v) = dist(uv∗, 1) = 2.

To see the last part of the statement, let A ∈ C. We note that, by Proposition
3.3, A has stable rank one. Moreover, by Theorem 3.15, there exists k ≥ 1 such
that Mk(A) contains a set of projections whose images in K0(A) generate K0(A).

It follows that ρkA(K0(A)) = ρA(K0(A)). Thus, the lemma applies in this case.
�

4. Maps to Finite Dimensional C∗-algebras

Lemma 4.1. Let z1, z2, ..., zn be positive integers which may not be distinct.
Set T = n · max{zizj : 1 ≤ i, j ≤ n}. Then, for any two nonnegative integer
linear combinations a =

∑n
i=1 ai · zi and b =

∑n
i=1 bi · zi, there are two integer

combinations a′ =
∑n
i=1 a

′
i · zi and b′ =

∑n
i=1 b

′
i · zi with a′ = b′, 0 ≤ a′i ≤ ai,

0 ≤ b′i ≤ bi, and min{a− a′, b− b′} ≤ T .
Consequently, if δ > 0 and |a−b| < δ, we also have max{a−a′, b−b′} < δ+T.

Proof. To prove the first part, note first that if min{a, b} ≤ T, we may choose
a′ = b′ = 0. Therefore it is enough to prove that if min{a, b} > T, then there are
non-zero 0 < a′ =

∑n
i=1 a

′
i · zi = b′ =

∑n
i=1 b

′
i · zi with 0 ≤ a′i ≤ ai, 0 ≤ b′i ≤ bi,

and min{a− a′, b− b′} ≤ T.
Suppose that a, b > T. Then there is i′ such that ai′zi′ > maxi,j zizj , and there

is j′ such that bj′zj′ ≥ maxi,j zizj . Thus, ai′zi′ ≥ zi′zj′ and bj′zj′ ≥ zi′zj′ . It

follows that ai′ ≥ zj′ and bj′ ≥ zi′ . Then choose a(1)′ = a
(1)
i′ zi′ and b(1)′ = b

(1)
j′ zj′

with a
(1)
i′ = zj′ and b

(1)
j′ = zi′ . Then a(1)′ = b(1)′ ≥ 1 and a

(1)
i′ ≤ ai′ and b

(1)
j′ ≤ bj′ .

Moreover, min{a−a(1)′ , b−b(1)′} ≤ min{a, b}−1. If min{a−a(1)′ , b−b(1)′} ≤ T,
then we are done, by choosing a

(1)
i = 0 if i 6= i′ and b

(1)
j = 0, if j 6= j′. In

particular, the lemma holds if T−min{a, b} ≤ 1. If T−min{a−a(1)′ , b−b(1)′} > 0,
we repeat this on a− a(1)′ and b − b(1)′ and obtain a(2) ≤ a − a(1) and b(2) ≤
b− b(1) such that a(2) = b(2)≥ 1. Put a(2)′ = a(1)′ + a(2) and b(2)′ = b(1)′ + b(2).
Note we also have a(2)′ =

∑
i a

(2)
i zi and b(2)′ =

∑
i b

(2)
i zi with 0 ≤ a

(2)
i ≤ ai

and 0 ≤ b
(2)
i ≤ bi for all i. Moreover, a(2)′ = b(2)′ ≥ a(1)′ + 1 ≥ 2. It follows

that min{a − a(2)′ , b − b(2)′} ≤ min{a, b} − 2. If min{a − a(2)′ , b − b(2)′} ≤ T,
then we are done. In particular, the lemma holds for T − min{a, b} ≤ 2. If
T −min{a−a(2)′ , b− b(2)′} > 0, we continue. An inductive argument establishes
the first part of the lemma.

To see the second part, assume that a− a′ ≤ T. Then b− b′ < |a− b|+T. �

Theorem 4.2 (2.10 of [82]; see also Theorem 4.6 of [70] and 2.15 of [56]). Let
A = PC(X,F )P, where X is a compact metric space, F is a finite dimensional
C∗-algebra , and P ∈ C(X,F ) is a projection, and let ∆ : Aq,1+ \ {0} → (0, 1) be
an order preserving map.

For any ε > 0, any finite set F ⊂ A, there exist a finite set H1 ⊂ A1
+ \

{0}, a finite subset P ⊂ K(A), a finite set H2 ⊂ As.a., and δ > 0 with the
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following property: If ϕ1, ϕ2 : A → Mn (for some integer n ≥ 1) are two unital
homomorphisms such that

[ϕ1]|P = [ϕ2]|P, tr ◦ ϕ1(h) ≥ ∆(ĥ) for all h ∈ H1, and

|tr ◦ ϕ1(g)− tr ◦ ϕ2(g)| < δ for all g ∈ H2,

where tr is the tracial state of Mn, then there exists a unitary u ∈Mn such that

‖Adu ◦ ϕ1(f)− ϕ2(f)‖ < ε for all f ∈ F.(e 4.1)

Proof. We first prove this for the case A = C(X). This actually follows (as
we shall show) from Theorem 2.10 of [82]. Fix ε > 0 and a finite subset F. Let
η > 0 be as in Theorem 2.10 of [82].

Let x1, x2, ..., xK ∈ X be a finite subset such that X ⊂
⋃K
i=1B(xi, η/8). Set

H1 = {fi : 1 ≤ i ≤ K}, where fi ∈ C(X), 0 ≤ fi ≤ 1 and the support of fi
lies in B(xi, η/4) and fi(x) = 1 if x ∈ B(xi, η/8), i = 1, 2, ...,K. Choose σ =

min{∆(f̂i) : 1 ≤ i ≤ K} > 0. Suppose that tr(ϕ1(fi)) ≥ ∆(f̂i), i = 1, 2, ...,K.
Let Or be an open ball of X with radius at least r ≥ η and with center x ∈ X.
Then x ∈ B(xi, η/8) for some i. It follows that B(xi, η/4) ⊂ Or. Therefore,

µtr◦ϕ1
(Or) ≥ tr ◦ ϕ1(fi) ≥ σ.(e 4.2)

Now let γ > 0, P ⊂ K(A), and H2 ⊂ As.a. (in place of H) be as given by 2.10 of
[82] for the above ε, F, η and σ (note we do not need to mention G and δ since
ϕ1 and ϕ2 are homomorphisms).

Choose δ = γ, P, and H2 as above. Then Theorem 2.10 of [82] applies. This
proves that the theorem holds for A = C(X). The case that A = Mm(C(X))
follows easily. By considering each summand separately, it is also easy to see
that the theorem also holds for A = C(X,F ).

Now let A = PC(X,F )P. Again, by considering each summand separately,
we may reduce the general case to the case that A = PC(X,Mr)P for some
integer r ≥ 1.

Note that {rank(P (x)) : x ∈ X} is a finite set of positive integers. Therefore
the set Y = {x ∈ X : rank(P (x)) > 0} is compact and open. Then we may write
A = PC(Y,Mr)P. Thus, without loss of generality, we may assume that P (x) > 0
for all x ∈ X. With this assumption, we may assume that P is a full projection
in C(X,Mr). Then, by [9], A ⊗ K ∼= C(X,F ) ⊗ K. It follows that there is an
integer m ≥ r and a full projection e ∈Mm(A) such that eMm(A)e ∼= C(X,Mr).
In particular, e has rank r everywhere. Moreover, there exist an integer m1 ≥ 1,
a full projection eA in Mm1

(eMm(A)e), and a unitary u ∈ Mm1m(A) such that
u∗eAu = 1A (we identify 1A with 1A ⊗ e11 in Mm1m(A)). In particular, we may
write u∗eA(Mm1(eMm(A)e))eAu = A (where we identify A with A⊗ e11).

Put B = Mm1m(A). Since e ∈ Mm(A), e ∈ B. Moreover, eBe = eMm(A)e

and Mm1
(eBe) ⊂ Mm1

(eMm(A)e) ⊂ Mm1m(A) = B. Put e1 = diag(

m1︷ ︸︸ ︷
e, e, ..., e).
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Then we may identify Mm1
(eBe) with e1Mm1m(A)e1. Set B1 = Mm1

(eBe) =
e1Mm1m(A)e1 ⊂ B.NoteB1

∼= Mm1
(C(X,Mr)). PutB2 = eAMm1

(eMm(A)e)eA
= eAB1eA. So eA ≤ e1 and B2 = eABeA. Note eA is full in B1. Define ∆1 :

Bq,1+ \ {0} → (0, 1) by ∆1((̂ai,j)) = (1/m1m)
∑m1m
i=1 ∆(âii) for 0 ≤ (ai,j) ≤ 1 in

B1
1 \ {0}.
Fix ε > 0 and a finite subset F ⊂ A. Without loss of generality, we may

assume that ‖a‖ ≤ 1 for all a ∈ F. Put F1 = {ufu∗ : f ∈ F} ∪ {eA}. Let
ε1 = min{ε/15, 1/3 · 64}. Let P1 ⊂ K(B1) (in place of P), H′1 ⊂ B1 \ {0} (in
place of H1), and let H′2 ⊂ (B1)s.a. (in place of H2), and δ′ > 0 (in place of
δ) denote the finite subsets and constant provided by the theorem for the case
A = C(X,Mr) for ∆1, ε1, and F1 (and for B1 instead of A). Without loss of
generality, we may assume that [eA] and [e1] ∈ P1.

Notice that B1 ⊂ Mm1m(A). Let H1 ⊂ A1
+ \ {0} be a finite subset such that

a finite subset of the set {(bi,j)m1m×m1m ∈ B1 \ {0} : bii ∈ H} contains H1. We
may view P1 as a finite subset of K(A) since A⊗K ∼= B1⊗K. Let H2 be a finite
subset of A such that {(aij) : aii ∈ H′′2} ⊃ H′2. Note if (ai,j) ∈ Mm1m(A)s.a.,
then aii ∈ As.a. for all i. Choose δ = δ′.

Now suppose that ϕ1, ϕ2 : A → Mn (for some integer n ≥ 1) are two unital
homomorphisms which satisfies the assumption for the above H1,H2, P1 (in
place of P) and δ.

Set ϕ∼i = (ϕi ⊗ idm1m). Define ϕ̃i = ϕ∼i |B1 : B1 → Mm1mn, i = 1, 2. Note
that

ϕi(a) = ϕ∼i (u∗)ϕ̃i(uau
∗)ϕ∼i (u) for all a ∈ A, i = 1, 2.(e 4.3)

Then,

[ϕ̃1]|P1
= [ϕ̃2]|P1

.(e 4.4)

In particular, [ϕ̃1(e1)] = [ϕ̃2(e1)]. Therefore, replacing ϕ̃1 by Adw ◦ ϕ̃1 with a
unitary w in Mm1mn, without loss of generality, we may assume ϕ̃1(e1) = ϕ̃2(e1).
Put F = ϕ̃1(e1)Mm1mnϕ̃1(e1) ∼= Mm1rn.

Then, for any h = (hi,j) ∈ H′1,

t(ϕ̃1(h)) = (1/m1m)

m1m∑
i=1

τ(ϕ1(hi,i)) ≥ ∆1(ĥ),(e 4.5)

where τ is the tracial state of Mn and t is the tracial state of Mm1m(Mn). Denote
by t̄ the tracial state of F. Then, by (e 4.5),

t̄(ϕ̃1(h) ≥ ∆1(ĥ) for all h ∈ H′1.(e 4.6)

If h = (hi,j) ∈ H′2, then

|t(ϕ̃1(h))− t(ϕ̃2(h))| = (1/m1m)

m1m∑
i=1

|τ(ϕ1(hi,i)− τ(ϕ2(hii))|(e 4.7)

≤ (1/m1m)

m1m∑
i=1

δ = δ.(e 4.8)
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It follows that

|t̄(ϕ̃1(h))− t̄(ϕ̃2(h))| < δ for all h ∈ H′2.(e 4.9)

Since (as shown above) the theorem holds for Mm1(C(X,Mr)) ∼= B1, by (e 4.4),
(e 4.6), and (e 4.9), we conclude that there is a unitary w1 ∈ F such that

‖Adw1 ◦ ϕ̃1(a)− ϕ̃2(a)‖ < ε1 for all a ∈ F1.(e 4.10)

Note that uau∗ ∈ F1 if a ∈ F. Set w2 = w∗1ϕ
∼
1 (u∗)w1ϕ

∼
2 (u). Then, by (e 4.3) and

(e 4.10),

Adw1w2 ◦ ϕ1(a) = w∗2w
∗
1ϕ
∼
1 (u)∗ϕ̃1(uau∗)ϕ∼1 (u)w1w

∗
2

= w∗2w
∗
1ϕ
∼
1 (u)∗w1w

∗
1ϕ̃1(uau∗)w1w

∗
1ϕ
∼
1 (u)w1w2(e 4.11)

≈2ε1 ϕ∼2 (u∗)(Adw1 ◦ ϕ̃1(uau∗))ϕ∼2 (u)(e 4.12)

≈ε1 ϕ̃2(u∗)ϕ̃2(uau∗)ϕ̃2(u) = ϕ2(a).(e 4.13)

Denote by e0 the identity of Mn. We also view e0 as an element of Mm1mn. Note
that ϕ1(1A) = ϕ2(1A) = e0. The above estimate implies that ‖e0w

∗
2w
∗
1e0w1w2e0−

e0‖ < 3ε1. Thus there exists a unitary w3 ∈ e0Mm1mne0 = Mn such that, as an
element of Mm1mn, ‖w3 − e0w1w2e0‖ < 6ε1. Thus we have, for all a ∈ A,

‖Adw2 ◦ ϕ1(a)− ϕ2(a)‖ < (6 + 3 + 6)ε1 < ε for all a ∈ F.(e 4.14)

�

Recall that K0(Mn) = Z and K0(Mn) = {0}. So, if X is connected, then, for
any two unital homomorphisms ϕ1, ϕ2 : C(X)→Mn, [ϕ1] = [ϕ2] inKL(C(X),Mn).

We state the following version of 2.10 of [82] for convenience.

Theorem 4.3 (see 2.10 of [82], Theorem 4.6 of [70] and 2.15 of [56]). Let X be
a connected compact metric space, and let C = C(X). Let F ⊂ C be a finite set,
and let ε > 0 be a constant. There is a finite set H1 ⊂ C+\{0} such that, for
any σ1 > 0, there are a finite subset H2 ⊂ C and σ2 > 0 such that for any unital
homomorphisms ϕ,ψ : C →Mn for a matrix algebra Mn, satisfying

(1) ϕ(h) > σ1 and ψ(h) > σ1 for any h ∈ H1, and
(2) |tr ◦ ϕ(h)− tr ◦ ψ(h)| < σ2 for any h ∈ H2,

there is a unitary u ∈Mn such that

‖ϕ(f)− u∗ψ(f)u‖ < ε for any f ∈ F.

Remark 4.4. Let X be a compact metric space and let A = C(X). Then
C(X) = limn→∞ C(Yn), where each Yn is a finite CW complex. It follows that
C(X,Mr) = limn→∞ C(Yn,Mr) for any integer r ≥ 1. Let P ∈ C(X,Mr) be a
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projection. Consider A = PC(X,Mr)P. Note, since the rank function is con-
tinuous and has integer values, that {x ∈ X : P (x) > 0} is a clopen sub-
set of X. Thus, without loss of generality, we may assume that P (x) > 0 for
all x ∈ X. In particular, P is a full projection in C(X,Mr). We also have
A = limn→∞ PnC(Yn,Mr)Pn, where Pn ∈ C(Yn,Mr) is a projection. Let
hn : PnC(Yn,Mr)P → A denote the homomorphism induced by the induc-
tive limit. Without loss of generality, we may assume that Pn(y) > 0 for all
y ∈ Yn, n = 1, 2, ....

Suppose that ϕ1, ϕ2 : A → Mn are two homomorphisms. Then (ϕi)∗1 = 0,
i = 1, 2. Let P ⊂ K(A) be a finite subset and denote by G be the subgroup
generated by P. There exists an integer n ≥ 1 such that G ⊂ [hn](K(C(Yn))).
Define Ḡ = [hn](K(C(Yn))). Suppose that {p1, p2, ..., pk} in C(Yn) are mutually
orthogonal projections which correspond to k different path connected compo-
nents Y1, Y2, ..., Yk of Y with

⊔k
i=1 Yi = Y. Fix ξi ∈ Yi, Let Ci = C0(Yi \ {ξi}),

i = 1, 2, ..., k. Since Yi is path connected, by considering the point evaluation
at ξi, it is easy to see that, for any homomorphism ϕ : PC(Yn,Mr)P → Mn,
[ϕ]|K(Ci) = 0. Let Pn,i = Pn|Yi , i = 1, 2, ..., k. We may assume that hn(Pn,i)(x)
has two rank values ri ≥ 1 or zero. Suppose that τ ◦ ϕ1(Pn,i) = τ ◦ ϕ2(Pn,i),
i = 1, 2, ..., k. Then [ϕ1]([pi]) = [ϕ2]([pi]), i = 1, 2, ..., k. It follows that [ϕ1 ◦ h] =
[ϕ2 ◦ h] in KL(C(Y ),Mn). One then computes that

[ϕ1]|P = [ϕ2]|P.(e 4.15)

We will use this fact in the next proof.

Lemma 4.5. Let X be a compact metric space, let F be a finite dimensional
C∗-algebra and let A = PC(X,F )P, where P ∈ C(X,F ) is a projection. Let
∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map.

For any ε > 0, any finite subset F ⊂ A and any σ > 0, there exists a finite
subset H1 ⊂ A1

+ \ {0}, a finite subset H2 ⊂ As.a., and δ > 0 satisfying the
following condition: If ϕ1, ϕ2 : A→Mn (for some integer n ≥ 1) are two unital
homomorphisms such that

τ ◦ ϕ1(h) ≥ ∆(ĥ) for all h ∈ H1, and

|τ ◦ ϕ1(g)− τ ◦ ϕ2(g)| < δ for all g ∈ H2,

then, there exist a projection p ∈ Mn, a unital homomorphism H : A → pMnp,
unital homomorphisms h1, h2 : A → (1 − p)Mn(1 − p), and a unitary u ∈ Mn

such that

‖Adu ◦ ϕ1(f)− (h1(f) +H(f))‖ < ε,

‖ϕ2(f)− (h2(f) +H(f)‖ < ε for all f ∈ F,

and τ(1− p) < σ,

where τ is the tracial state of Mn.
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Proof. Note that we may rewrite A = PC(X,Mr)P for some possibly large
r.

Let ∆1 = (1/2)∆. Let P ⊂ K(A) be a finite set, H′1 ⊂ A1
+ \ {0} (in place of

H1) be a finite set, H′2 ⊂ As.a. (in place of H2) be a finite set and δ1 > 0 (in
place of δ) be required by 4.2 for ε/2 (in place of ε), F and ∆1.

Without loss of generality, we may assume that 1A ∈ F, 1A ∈ H′1 ⊂ H′2 and
H′2 ⊂ A1

+ \ {0}. So, in what follows, H′2 ⊂ A1
+ \ {0}. Put

σ0 = min{∆1(ĝ) : g ∈ H′2}.(e 4.16)

Let G be the subgroup generated by P and let Ḡ be as defined in Remark
4.4. We keep the notation of 4.4. Set Qi = hn(Pn,i), i = 1, 2, ..., k. Denote by
hn∗ : X → Yn the continuous map induced by hn. Let P0 = {[Q1], [Q2], ..., [Qk]}
and let ri ≥ 1 denote the rank of Qi(x) when Qk(x) 6= 0 (see 4.4).

Let H1 = H′1 ∪{Qi : 1 ≤ i ≤ k} and H2 = H′2 ∪H1. Set σ1 = min{∆(ĝ) : g ∈
H2}. Let r = max{r1, r2, ..., rk}. Choose δ = min{σ0·σ/4kr, σ0·δ1/4kr, σ1/16kr}.

Suppose now that ϕ1, ϕ2 : A→Mn are two unital homomorphisms described
in the lemma for the above H1, H2 and ∆.

If x ∈ X, denote by πx : A → Mr(x) the point evaluation at x. We may

write ϕj(f) =
∑k
s=1(

∑n(s,j)
i=1 ψs,i,j(πxs,i,j (f))) for all f ∈ P (C(X,Mr)P (j =

1, 2), where hn∗(xs,i,j) ∈ Yn,i, ψs,i,j : Mri → Mn is a homomorphism such
that ψs,i,j(1Mri

) has rank ri. Note that xs,i,j may be repeated, and ϕj(Qs) =∑n(s,j)
i=1 ψs,i,j(πxs,i,j (Qs)), s = 1, 2, ..., k, j = 1, 2.Note also that ψs,i,j(πxs,i,j (Qs))

has rank rs, and the rank of ϕj(Qs) is n(s, j)rs, 1 ≤ s ≤ k, j = 1, 2,
We have, i = 1, 2, ..., k,

(
ri
n

)|n(i, 1)− n(i, 2)| = |τ ◦ ϕ1(Qi)− τ ◦ ϕ2(Qi)| < δ,(e 4.17)

where τ is the tracial state on Mn. Therefore, by comparing the ranks of ϕj(Qi),
1 ≤ i ≤ k (j = 1, 2), one finds a projection P0,j ∈Mn such that

τ(P0,j) < kδ < σ0 · σ, j = 1, 2,(e 4.18)

and rank(P0,1) = rank(P0,2), and unital homomorphisms ϕ1,0 : A→ P0,1MnP0,1,
ϕ2,0 : A → P0,2MnP0,2, ϕ1,1 : A → (1 − P0,1)Mn(1 − P0,1) and ϕ1,2 : A →
(1− P0,2)Mn(1− P0,2) such that

ϕ1 = ϕ1,0 ⊕ ϕ1,1, ϕ2 = ϕ2,0 ⊕ ϕ2,1,(e 4.19)

τ ◦ ϕ1,1(Qi) = τ ◦ ϕ1,2(Qi), i = 1, 2, ..., k.(e 4.20)

Replacing ϕ1 by Ad v ◦ ϕ1, simplifying the notation, without loss of generality,
we may assume that P0,1 = P0,2. It follows from (e 4.20) that (see 4.4)

[ϕ1,1]|P = [ϕ2,1]|P.(e 4.21)
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By (e 4.18) and the choice of σ0, we also have

τ ◦ ϕ1,1(g) ≥ ∆1(ĝ) for all g ∈ H′1 and(e 4.22)

|τ ◦ ϕ1,1(g)− τ ◦ ϕ1,2(g)| < σ0 · δ1 for all g ∈ H′2.(e 4.23)

Therefore,

t ◦ ϕ1,1(g) ≥ ∆1(ĝ) for all g ∈ H′1 and(e 4.24)

|t ◦ ϕ1,1(g)− t ◦ ϕ1,2(g)| < δ1 for all g ∈ H′2,(e 4.25)

where t is the tracial state on (1 − P1,0)Mn(1 − P1,0). By applying 4.2, there
exists a unitary v1 ∈ (1− P1,0)Mn(1− P1,0) such that

‖Ad v1 ◦ ϕ1,1(f)− ϕ2,1(f)‖ < ε/16 for all f ∈ F.(e 4.26)

Put H = ϕ2,1 and p = P1,0. The lemma follows.
�

Corollary 4.6. Let X be a compact metric space, let F be a finite dimensional
C∗-algebra , and let A = PC(X,F )P, where P ∈ C(X,F ) is a projection. Let
∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. Let 1 > α > 1/2.

For any ε > 0, any finite subset F ⊂ A, any finite subset H0 ⊂ A1
+ \ {0}, and

any integer K ≥ 1, there are an integer N ≥ 1, a finite subset H1 ⊂ A1
+ \ {0},

a finite subset H2 ⊂ As.a., and δ > 0 satisfying the following condition: If
ϕ1, ϕ2 : A → Mn (for any integer n ≥ N) are two unital homomorphisms such
that

τ ◦ ϕ1(h) ≥ ∆(ĥ) for all h ∈ H1, and

|τ ◦ ϕ1(g)− τ ◦ ϕ2(g)| < δ for all g ∈ H2,

then there exist mutually orthogonal non-zero projections e0, e1, e2, ..., eK ∈ Mn

such that e1, e2, ..., eK are equivalent, e0 . e1, and e0 +
∑K
i=1 ei = 1Mn

, and
there are unital homomorphisms h1, h2 : A → e0Mne0, ψ : A → e1Mne1 and a
unitary u ∈Mn such that

‖Adu ◦ ϕ1(f)− (h1(f) + diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε,

‖ϕ2(f)− (h2(f) + diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε for all f ∈ F,

and τ ◦ ψ(g) ≥ α∆(ĝ)

K
for all g ∈ H0,

where τ is the tracial state of Mn.
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Proof. By applying 4.5, it is easy to see that it suffices to prove the following
statement:

Let X,F, P A and α be as in the corollary.
Let ε > 0, let F ⊂ A be a finite subset, let H0 ⊂ A1

+ \ {0} and let K ≥ 1.
There are an integer N ≥ 1 and a finite subset H1 ⊂ A1

+ \{0} with the following
property:

Suppose that H : A→Mn (for some n ≥ N) is a unital homomorphism such
that

τ ◦H(g) ≥ ∆(ĝ) for all g ∈ H0.(e 4.27)

Then there are mutually orthogonal projections e0, e1, e2, ..., e2K ∈Mn, a unital
homomorphism ϕ : A→ e0Mne0, and a unital homomorphism ψ : A→ e1Mne1

such that, for all f ∈ F,

‖AdU ◦H(f)− (ϕ(f)⊕ diag(

2K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε

and τ ◦ ψ(g) ≥ α∆(ĝ)/2K for all g ∈ H0

for some unitary U ∈ Mn. (Note 2K is used since we will have hi(1A) ⊕ e0 .
e1 + e2 (i = 1, 2.)

We now prove the above statement. We may rewrite A = P (X,Mr)P for some
large integer r. Note that there are finitely many values of the rank of P (x). Thus,
we may write A = A1 ⊕ A2 ⊕ · · · ⊕ Am, where each Ai = PiC(Xi,Mr)Pi, Xi

is a clopen subset of X and Pi(x) has constant rank for x ∈ Xi, i = 1, 2, ...,m.
Considering each summand separately, without loss of generality, we may assume
that A = PC(X,Mr)P and P has constant rank, say r0.

Put

σ0 = ((1− α)/4) min{∆(ĝ) : g ∈ H0} > 0.(e 4.28)

Let ε1 = min{ε/16, σ0, 1/2} and let F1 = F ∪H0. Choose d0 > 0 such that

|f(x)− f(x′)| < ε1 for all f ∈ F1,(e 4.29)

provided that x, x′ ∈ X and dist(x, x′) < d0.
Choose ξ1, ξ2, ..., ξm ∈ X such that

⋃m
j=1B(ξj , d0/2) ⊃ X, where B(ξ, r) =

{x ∈ X : dist(x, ξ) < r}. There is d1 > 0 such that d1 < d0/2 and

B(ξj , d1) ∩B(ξi, d1) = ∅,(e 4.30)

if i 6= j. There is, for each j, a function hj ∈ C(X) with 0 ≤ hj ≤ 1, hj(x) = 1 if
x ∈ B(ξj , d1/2) and hj(x) = 0 if x 6∈ B(ξj , d1). Define H1 = H0 ∪ {hj : 1 ≤ j ≤
m} and put

σ1 = min{∆(ĝ) : g ∈ H1}.(e 4.31)
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Choose an integer N0 ≥ 1 such that 1/N0 < σ1 · (1− α)/4 and N = 4r0m(N0 +
1)2(2K + 1)2.

Now let H : PC(X,Mr)P → Mn be a unital homomorphism with n ≥ N
satisfying the assumption (e 4.27). Let Y1 = B(ξ1, d0/2) \

⋃m
i=2B(ξi, d1), Y2 =

B(ξ2, d0/2)\(Y1∪
⋃m
i=3B(ξi, d1), Yj = B(ξj , d0/2)\(

⋃j−1
i=1 Yi∪

⋃m
i=j+1B(ξi, d1)),

j = 1, 2, ...,m. Note that Yj ∩ Yi = ∅ if i 6= j and B(ξj , d1) ⊂ Yj . We write that

H(f) =

k0∑
i=1

ψi(πxi(f)) =
m∑
j=1

∑
xi∈Yj

ψi(πxi(f))

for all f ∈ PC(X,Mr)P,(e 4.32)

where πxi : A → Mr0 is a point evaluation and ψi : Mr0 → Mn is a homomor-
phism such that ψi : Mr0 → piMnpi, is a unital homomorphism with multiplicity
1, and where {p1, p2, ..., pk0} is a set of mutually orthogonal rank r0 projections
in Mn, n = k0r0, and x1, x2, ..., xk0 are in X (some of the xi could be repeated).
Let Rj be the cardinality of {xi : xi ∈ Yj}, counting multiplicities. Then, by
(e 4.27), for j = 1, 2, ...,m,

Rj ≥ Nτ ◦H(hj) ≥ N∆(ĥj) ≥ mr0(N0 + 1)2(2K + 1)2σ1

≥ mr0(N0 + 1)(2K + 1)2.(e 4.33)

Write Rj = Sj2K + rj , where Sj ≥ N02Kmr0 and 0 ≤ rj < 2K, j = 1, 2, ...,m.
Choose xj,1, xj,2, ..., xj,rj in {xi : xi ∈ Yj} and set Zj = {xj,1, xj,2, ..., xj,rj},
j = 1, 2, ...,m, counting multiplicities.

Then, we may write

H(f) =
m∑
j=1

(
∑

xi∈Yj\Zj

ψi(πxi,j (f))) +
m∑
j=1

(

rj∑
i=1

ψi(πxi,j (f)))(e 4.34)

for f ∈ C(X). Note that the cardinality of {xi : xi ∈ Yj \ Zj} (counting mul-
tiplicities) is 2KSj , j = 1, 2, ...,m. We write, counting multiplicities, {xi : xi ∈
Yj \Zj} =

⊔2K
k=1 Ωk,j , where each Ωk,j has exactly Sj points in {xi : xi ∈ Yj \Zj},

counting multiplicities. Put ek =
∑
xi∈Ωk,j

pi, k = 1, 2, ..., 2K. Then each ek has

rank (
∑m
j=1 Sj)r0, k = 1, 2, ..., 2K. Define

ϕ(f) =
m∑
j=1

(

rj∑
i=1

ψi(πxi,j (f))) and(e 4.35)

Ψ(f) =
m∑
j=1

(
∑

xi∈Yj\Zj

ψi(πξj (f))) =
m∑
j=1

(
2K∑
k=1

(
∑

xi∈Ωk,j

ψi(πξj (f)))(e 4.36)

=
2K∑
k=1

(
m∑
j=1

(
∑

xi∈Ωk,j

ψi(πξj (f))) =
2K∑
k=1

(
m∑
j=1

Ψk,j(πξj (f))),(e 4.37)
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where Ψk,j is a direct sum of Sj homomorphisms ψi with xi ∈ Ωk,j . We estimate
that

‖H(f)− (ϕ(f)⊕Ψ(f))‖ < ε1 for all f ∈ F1.(e 4.38)

Note that each ψi is unitarily equivalent to ψ1. So each Ψk,j is unitarily equiv-
alent to Sj copies of ψ1. It follows that, for each k,

∑m
j=1 Ψk,j ◦ ψξj is unitarily

equivalent to ψ :=
∑m
j=1 Ψ1,j ◦ πξj . Thus there is a unitary U1 ∈Mn such that

AdU1 ◦Ψ(f) = diag(

2K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)) for all f ∈ A.(e 4.39)

Put e0 =
∑m
j=1(

∑
xi∈Zj )pi. Then e0 has rank

∑m
j=1 rjr0. Moreover, ϕ is a unital

homomorphism from A into e0Mne0. Note that

rank(e0) =
m∑
j=1

rjr0 < mr02K and

Sj ≥ N02Kmr0 > mr02K, j = 1, 2, ..., 2K.(e 4.40)

It follows that e0 . e1 and ei is equivalent to e1. Thus, by (e 4.38), for some
unitary U ∈Mn,

‖AdU ◦H(f)− (ϕ(f) ⊕ diag(

2K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε1

for all f ∈ F1.(e 4.41)

We also compute that, for all g ∈ H0,

τ ◦ ψ(g) ≥ (1/2K)(∆(ĝ)− ε1 −
mr02K

N02Kmr0
) ≥ α∆(ĝ)

2K
.(e 4.42)

�

Remark 4.7. If we also assume thatX has infinitely many points, then Lemma
4.6 holds without mentioning the integer N. This can be seen by taking larger
H1 which contains at least N mutually orthogonal non-zero elements. This will
force the integer n to be larger than N.

Definition 4.8. Denote by D̄0 the class of all C∗-algebras with the form
PC(X,F )P, where X is a compact metric space, F is a finite dimensional C∗-
algebra, and P ∈ C(X,F ) is a projection. For k ≥ 1, denote by D̄k the class of
all C∗-algebras with the form:

A = {(f, a) ∈ PC(X,F )P ⊕B : f |Z = Γ(a)},
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where X is a compact metric space, F is a finite dimensional C∗-algebra, P ∈
C(X,F ) is a projection, Z ⊂ X is a non-empty proper closed subset of X,
B ∈ D̄m for some 0 ≤ m < k, and Γ : B → P |ZC(Z,F )P |Z is a unital homomor-
phism, where we assume that there is dX,Z > 0 such that, for any 0 < d ≤ dX,Z ,
there exists sd∗ : Xd → Z such that, for all x ∈ Z and f ∈ C(X,F ),

sd∗(x) = x and lim
d→0
‖f |Z ◦ sd∗ − f |Xd‖ = 0,(e 4.43)

where Xd = {x ∈ X : dist(x, Z) < d}. We also assume that, for any 0 < d <
dX,Z/2 and for any d > δ > 0, there is a homeomorphism r : X \Xd−δ → X \Xd

such that

dist(r(x), x) < δ for all x ∈ X \Xd−δ.(e 4.44)

In what follows, as in 3.1, we will use λ : A→ PC(X,F )P for the homomor-
phism defined by λ((f, b)) = f for all (f, b) ∈ A.

Note that, D̄k−1 ⊂ D̄k. Suppose that A,B ∈ D̄k. Then, from the definition
above, it is routine to check that A⊕B ∈ D̄k.

Let Am be a unital C∗-algebra in D̄m. For 0 ≤ k < m, let Ak ∈ D̄k such that
Ak+1 = {(f, a) ∈ Pk+1C(Xk+1, Fk+1)Pk+1⊕Ak : f |Zk+1

= Γk+1(a)}, where Fk+1

is a finite dimensional C∗-algebra, Pk+1 ∈ C(Xk+1, Fk+1) is a projection, Γk+1 :
Ak → Pk+1C(Zk+1, Fk+1)Pk+1 is a unital homomorphism, k = 0, 1, 2, ...,m− 1.
Denote by ∂k+1 : Pk+1C(Xk+1, Fk+1)Pk+1 → Qk+1C(Zk+1, Fk+1)Qk+1 the map

defined by f 7→ f |Zk+1
(Qk+1 = Pk+1|Zk+1

). We use π
(k+1)
e : Ak+1 → Ak for

the quotient map and λk+1 : Ak+1 → Pk+1C(Xk+1, Fk+1)Pk+1 for the map
(f, a) 7→ f.

For each k, one has the following commutative diagram:

(e 4.45) Ak
λk

//

π(k)
e

��

PkC(Xk, Fk)Pk

∂k

��

Ak−1

Γk
// QkC(Zk, Fk)Qk.

In general, suppose that A = Am ∈ D̄m is constructed as in the following
sequence

A0 ∈ D0,

A1 = P1C(X1, F1)P1 ⊕Q1C(Z1,F1)Q1
A0,

A2 = P2C(X2, F2)P2 ⊕Q2C(Z2,F2)Q2
A1, · · · ,

Am = PmC(Xm, Fm)Pm ⊕QmC(Zm,Fm)Qm Am−1,
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where Qi = Pi|Zi , i = 1, 2, ...,m. With π
(k+1)
e and λk above we can define the

quotient map Πk : A = Am → Ak and the homomorphism Λk : A = Am →
PkC(Xk, Fk)Pk as follows:

Πk = π(k+1)
e ◦ π(k+2)

e ◦ · · · ◦ π(m−1)
e ◦ π(m)

e and Λk = λk ◦Πk.

Combining all Λk we get the inclusion homomorphism

Λ : A→
m⊕
k=0

PkC(Xk, Fk)Pk

with X0 being the single point set. In particular, A is a subhomogeneous C∗-
algebra. For each k ≥ 1, we may write

Pk(C(Xk, Fk))Pk

= Pk,1C(Xk,Ms(k,1))Pk,1 ⊕ Pk,2C(Xk,Ms(k,2))Pk,2

⊕ · · ·⊕Pk,tkC(Xk,Ms(k,tk))Ptk ,

where Pk,j ∈ C(Xk,Ms(k,j)) is a projection of rank r(k, j) at each x ∈ Xk. For
each x ∈ Xk and j ≤ tk and f ∈ A, denote by π(x,j)(f) ∈Mr(k,j) the evaluation

of the jth component of Λk(f) at the point x. Then for each pair (x, j), π(x,j) is a
finite dimensional representation of A, and, furthermore if we assume x ∈ Xk\Zk
(and Pk,j(x) 6= 0) then π(x,j) is an irreducible representation.

In the definition of D̄m above, if, in addition, Xk is path connected, Zk has
finitely many path connected components, and Xk \ Zk is path connected, then
we will use Dm for the resulting class of C∗-algebras. Note that Dm ⊂ D̄m and
C ⊂ D1.

Note that if Xk is a simplicial complex, Zk ⊂ Xk is sub-complex, k =
1, 2, ...,m, then any iterated pull-back

(PmC(Xm, Fm)Pm ⊕QkC(Zk,Fk)Qk Pk−1C(Xk−1, Fk−1)Pk)

⊕ · · · ⊕Q1C(Z2,F1)Q1
P0C(X0, F0)P0

is in Dm.

Remark 4.9. Let A ∈ D̄k (or A ∈ Dk). It is easy to check that C(T) ⊗ A ∈
D̄k+1 (or C(T)⊗A ∈ Dk+1). First, if F0 is a finite dimensional C∗ algebra,
then C(T) ⊗ F0 ∈ D̄1 by putting F1 = F0 and X1 = T with Z1 = {1} ⊂ T
and Γ1 : F0 → C(Z1, F1) ∼= F0 to be the identity map. And if a pair of spaces
(Xk, Zk) satisfies the conditions described for the pair (X,Z) in the definition
above, in particular, the existence of the retraction sd∗ and homeomorphism r as
in (e 4.43) and (e 4.44), then the pair (Xk × T, Zk × T) also satisfies the same
conditions.
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Lemma 4.10. Let X be a measurable space with infinitely many points with
a specified set M of k probability measures. Suppose Y1, Y2, ..., Ym are disjoint
measurable sets with m ≥ kN, where N ≥ 1 is an integer. Then, for some j,
µ(Yj) < 1/N for all µ ∈M.

Proof. Write M = {µ1, µ2, ..., µm}. Since
∑m
i=1 µ1(Yi) ≤ 1, there are at least

(k−1)N many Yi’s such that µ1(Yi) < 1/N. We may assume that µ1(Yi) < 1/N,
i = 1, 2, ..., (k−1)N. Then among {Y1, Y2, ..., Y(k−1)N}, there are at least (k−2)N
Yi’s such that µ2(Yi) < 1/N. By induction, one finds at least one Yi with the
property that µj(Yi) < 1/N for all j.

�

Lemma 4.11. Let A ∈ D̄k be a unital C∗-algebra. Let ∆ : Aq,1+ \ {0} → (0, 1)
be an order preserving map. Let 1 > α > 1/2.

Let ε > 0, F ⊂ A be a finite subset, H0 ⊂ A1
+ \ {0} be a finite subset, and

K ≥ 1 be an integer. There exist an integer N ≥ 1, δ > 0, a finite subset
H1 ⊂ A1

+ \{0}, and a finite subset H2 ⊂ As.a. satisfying the following condition:
If ϕ1, ϕ2 : A → Mn(for some integer n ≥ N) are two unital homomorphisms

such that

tr ◦ ϕ1(g) ≥ ∆(ĝ) for all g ∈ H1 and(e 4.46)

|tr ◦ ϕ1(g)− tr ◦ ϕ2(g)| < δ for all g ∈ H2,(e 4.47)

where tr is the tracial state on Mn, then there exist mutually orthogonal projec-
tions
e0, e1, e2, ..., eK ∈ Mn such that e1, e2, ..., eK are mutually equivalent, e0 . e1,

and e0 +
∑K
i=1 ei = 1Mn , unital homomorphisms h1, h2 : A → e0Mne0, a unital

homomorphism ψ : A→ e1Mne1, and a unitary u ∈Mn such that

‖Adu ◦ ϕ1(f)− (h1(f)⊕ diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε,(e 4.48)

‖ϕ2(f)− (h2(f)⊕ diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < ε for all f ∈ F,(e 4.49)

and tr ◦ ψ(g) ≥ α∆(ĝ)

K
for all g ∈ H0,(e 4.50)

where tr is the tracial state on Mn.

Proof. We will use the induction on the integer k ≥ 0. The case k = 0 follows
from Corollary 4.6. Assume that the conclusion of the lemma holds for integers
0 ≤ k ≤ m.

We assume that A ∈ D̄m+1. We will retain the notation for A as an algebra in
D̄m+1 in the later part of Definition 4.8. Put Xm+1 = X, Zm+1 = Z, Y = X \Z,
X0 = Z = X \ Y, and I = PC0(Y, F )P ⊂ A. We will write

A = {(f, b) ∈ PC(X,F )P ⊕B : f |X0 = Γ(b)},(e 4.51)
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where B ∈ D̄m is a unital C∗-algebra and will be identified with A/I. We also
keep the notation λ : A→ PC(X,F )P in the pull-back of 4.8. We will write f |S
for λ(f)|S for f ∈ A and S ⊂ X in the proof when there is no confusion. Let
dX,Z > 0 be as given in 4.8. Denote by πI : A → A/I the quotient map. We
may write

PC(X,F )P =

k2⊕
j=1

PjC(Xj ,Ms(k,j))Pj ,(e 4.52)

where Pj ∈ C(X,Ms(k,j)) is a projection of rank r(j) at each x ∈ Xj . Let us say
that the dimensions of the irreducible representations of A/I are l1, l2, ..., lk1 . Set

T = (k1k2 ·max
i,j
{zizj : zi, zj ∈ {l1, l2, ..., lk1 , r(1), r(2), ..., r(k2)}}(e 4.53)

and δ00 = min{∆(ĝ)/2 : g ∈ H0} > 0.(e 4.54)

Let β =
√

1− (1− α)/8 =
√

(7 + α)/8. Note that 1 > β2 > α. Fix N00 ≥ 4
such that

1/N00 <
(1− β)δ00

64
.(e 4.55)

Fix ε > 0, a finite subset F ⊂ A, and a finite subset H0 ⊂ A1
+ \ {0}, and let

K > 0 be an integer. Let K0 = N00K. We may assume that 1A ∈ H0 ⊂ F.
Without loss of generality, we may also assume that F ⊂ As.a. and ‖f‖ ≤ 1 for
all f ∈ F. Write I = {f ∈ PC(X,F )P : f |X0 = 0}. There is d > 0 such that

‖πx,j(f)− πx′,j(f)‖ < min{ε, δ00}/256KN00 for all f ∈ F,(e 4.56)

provided that dist(x, x′) < d for any pair x, x′ ∈ X (here we identify πx,j(f)
with πx,j(Λ(f)) —see Definition 4.8). Put ε0 = min{ε, δ00}/16KN00.

We also assume that, for any x ∈ Xd = {x ∈ X : dist(x,X0) < d}, choosing
a smaller d if necessary,

‖πx,j ◦ sd ◦ (λ(f)|Z)− πx,j(f)‖ < ε0/16 for all f ∈ F,(e 4.57)

where sd : QC(Z,F )Q → P |XdC(Xd, F )P |Xd is induced by sd∗ : Xd → Z (see
4.8). Note that sd also induces a map (still denoted by sd)

sd : B → P |
Xd
C(Xd, F )P |

Xd
⊕QC(Z,F )Q B,(e 4.58)

where Q = P |Z , by sd(a) = (sd(Γ(a)), a) for all a ∈ B. To simplify notation, let
us assume that d < dX,Z/2.

For any b > 0, as in 4.8, we will continue to use Xb for {x ∈ X : dist(x,X0) <
b}.
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Let Y0,d/2 = X \Xd/2. Note Y0,d/2 is closed. Put CI,0 = PC(Y0,d/2, F )P. Let
FI,0 = {f |Y0,d/2

: f ∈ F} and set H0,I,0 = {h|Y0,d/2
: h ∈ H0}. Let f0,0 ∈ C0(Y )+

be such that 0 ≤ f0,0 ≤ 1, f0,0(x) = 1 if x ∈ X \Xd, f0,0(x) = 0 if x /∈ Y0,d/2,
and f0,0(x) > 0 if dist(x,X0) > d/2.

Let ∆I,0 : (CI,0)q,1+ \ {0} → (0, 1) be defined by

∆I,0(ĝ) = β∆(ĝ′) for all g ∈ (CI,0)1+ \ {0},(e 4.59)

where g′ = (f0,0 · P ) · g is viewed as an element in I1+. Note that if g ∈ CI,0 and

g 6= 0, then (f0,0 · P ) · g 6= 0. So ∆I,0 : (CI,0)q,1+ → (0, 1) is an order preserving
map. Let N I ≥ 1 be an integer (in place of N) as provided by 4.6 for CI,0 (in
place of A), ∆I,0 (in place of ∆), ε0/16 (in place of ε), FI,0 (in place of F), H0,I,0

(in place of H0), and 2K0 (in place of K).
Let H1,I,0 ⊂ (CI,0)1+ \ {0} (in place of H1), H2,I,0 ⊂ (CI,0)s.a. (in place of

H2), and δ1 > 0 (in place of δ) be the finite subsets and constant provided by
4.6 for ε0/16 (in place of ε), FI,0 (in place of F), 2K0 (in place of K), H0,I,0

associated with CI,0 (in place of A), ∆I,0 (in place of ∆), and β (in place of α).
Without loss of generality, we may assume that ‖g‖ ≤ 1 for all g ∈ H2,I,0. We
may assume that 1CI,0 ∈ H1,I,0 and 1CI,0 ∈ H2,I,0.

Let Fπ = πI(F). Let g′0 ∈ C(X)+ with 0 ≤ g′0 ≤ 1 such that g′0(x) = 0 if
dist(x,X0) < d/256 and g′0(x) = 1 if dist(x, Y0,d/2) ≤ d/16. Define g0 = 1A−g′0 ·
P= ((1− g′0)P, 1B). Since g′0 · P ∈ I, we view g0 as an element of A. Hence, for
g ∈ A/I = B, g0 · sd(g) = ((1− g′0)P · sd(Γ(g)), g) ∈ A (see (e 4.58)). Define

∆π(ĝ) = β∆( ̂g0 · sd(g)) for all g ∈ (A/I)1+.(e 4.60)

We will later use the fact that g0(x) = 0 if dist(x, Y0,d/2) ≤ d/16.

Note if g is non-zero, so is sd(g). Since g0|X0 = 1, we have g0 · sd(g) 6= 0. It
follows that ∆π : (A/I)q,1+ \ {0} → (0, 1) is an order preserving map.

Put H0,π = πI(H0). Let Nπ ≥ 1 be the integer associated with A/I (= B),
∆π, ε0/16, Fπ and H0,π (as required by the inductive assumption that the lemma
holds for integer m).

Let H1,π ⊂ (A/I)q,1+ \{0} (in place of H1), H2,π ⊂ A/Is.a. (in place of H2),
and δ2 > 0 (in place of δ) denote the finite subsets and constant provided by the
inductive assumption that the lemma holds for the case that k = m for ε0/16
(in place of ε), Fπ (in place of F), H0,π (in place of H0), 2K0 associated with
A/I (in place of A), ∆π (in place of ∆), and β (in place of α). Without loss of
generality, we may assume that ‖h‖ ≤ 1 for all h ∈ H2,π.

Set δ000 = min{δ1, δ2, ε0}. There is an integer N0 ≥ 256 such that

1/N0 < ∆(f̂0,0 · P ) · δ000
2 · min{∆I,0(ĝ) : g ∈ H1,I,0}

· min{∆π(ĝ) : g ∈ H1,π}/64K0N00.(e 4.61)

Choose 0 < d0 < d such that, if dist(x, x′) < d0, then, for all g ∈ H1,I,0.

‖g(x)− g(x′)‖ < 1/16N2
0 and ‖f00Pg(x)− f00Pg(x′)‖ < 1/16N2

0(e 4.62)
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Define Yk to be the closure of {y ∈ Y : dist(y, Y0,d/2) < kd0/64N2
0 }, k =

1, 2, ..., 4N2
0 .

Let FI,k = {f |Yk : f ∈ F} and let H0,I,k = {h|Yk : h ∈ H0}. Put CI,k =
P |YkC(Yk, F )P |Yk . Let f0,k ∈ C0(Y )+ be such that 0 ≤ f0,k ≤ 1, f0,k(x) = 1 if
x ∈ Yk−1, f0,k(x) = 0 if x 6∈ Yk and f0,k(x) > 0 if dist(x, Y0,d/2) < kd0/64N2

0 ,
k = 1, 2, ..., 4N2

0 .
Let rk : Yk → Y0,d/2 be a homeomorphism such that

dist(rk(x), x) < d0/16 for all x ∈ Yk, k = 1, 2, ..., 4N2
0(e 4.63)

(see 4.8). Let F′I,k = {f ◦ rk : f ∈ FI,0} and H′0,I,k = {g ◦ rk : g ∈ H0,I,0},
k = 1, 2, ..., 4N2

0 .
Any unital homomorphism Φ : CI,k → D (for a unital C∗-algebra D) induces

a unital homomorphism Ψ : CI,0 → D defined by Ψ(f) = Φ(f ◦ rk) for all
f ∈ CI,0. Note that f 7→ f ◦rk is an isomorphism from CI,0 onto CI,k. Therefore,
applying Corollary 4.6 4N0 times, for ε0/16 (in place of ε), F′I,k (in place of F),
2K0 (in place of K), and H′0,I,k (in place of H0) associated with CI,k (in place
of A), ∆I,0 (in place of ∆), and β (in place of α), we obtain H1,I,k (in place of
H1), which we may suppose equal to H1,I,0 ◦ rk, H2,I,k (in place of H2), which
we may suppose equal to H2,I,0 ◦ rk, and δ1 (in place of δ). (Note that ∆I,0 is
the same as above.)

We also note that

‖f − f |Y0,d/2
◦ rk‖ < min{ε, δ00}/64K0N00 for all f ∈ FI,k.(e 4.64)

Define

σ0 = min{ min
0≤k≤4N2

0

{min{∆I,0(ĝ ◦ rk) : g ∈ H1,I,k}},(e 4.65)

min{∆π(ĝ) : g ∈ H1,π}}.

Then ∆(f̂00 · P ) ≥ σ0. Choose an integer N ≥ (Nπ +N I) such that

T/N < σ0 ·min{δ1/64, δ2/64, ε0/64K0}/N00(N l +Nπ).(e 4.66)

Put

H1 =

4N2
0⋃

k=0

{f0,k · P ◦ g ◦ rk : g ∈ H1,I,0}(e 4.67)

∪{(g0 · P · sd(g), g) : g ∈ H1,π}.

With the convention that r0 : Y0,d/2 → Y0,d/2 is the identity map, put

H′2 =

4N2
0⋃

k=0

{f0,k · P · g ◦ rk : g ∈ H2,I,0}(e 4.68)

∪{f0,k · P : 0 ≤ k ≤ 4N2
0 }.
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Put g0.k = 1A − f0,k · P. Note, since f0,k · P ∈ I, g0,k= ((1− f0,k)P, 1B) ∈ A.
Define

H′′2 =

4N2
0⋃

k=1

{(g0,k · sd(Γ(g)), g) ∈ A : g ∈ H2,π} ∪ F.(e 4.69)

Put H2 = H′2 ∪H′′2 . Let

δ =
σ0 ·min{δ1/64, δ2/64, ε0/64K}

4K0N0N00
.(e 4.70)

Now let ϕ1, ϕ2 : A → Mn (for some integer n ≥ N) be two unital homomor-
phisms satisfying the assumptions for the above H1, H2, and δ.

Consider the two finite Borel measures on Y defined by∫
Y

fµi = tr ◦ ϕi(f · P ) for all f ∈ C0(Y ), i = 1, 2.(e 4.71)

Note that {Yk \Yk−1 : k = 1, 2, ..., 4N2
0 } is a family of 4N2

0 disjoint Borel sets.
By 4.10, there exists k such that

µi(Yk \ Yk−1) < 1/N0, , i = 1, 2.(e 4.72)

We fix this k. We may write

ϕ1 = Σ1
π ⊕ Σ1

b ⊕ Σ1
s ⊕ Σ1

I and ϕ2 = Σ2
π ⊕ Σ2

b ⊕ Σ2
s ⊕ Σ2

I ,(e 4.73)

where Σ1
I and Σ2

I are finite direct sums of terms of the form πx,j for x ∈ Yk−1,
Σ1
s and Σ2

s are finite direct sums of terms of the form πx,j for x ∈ Yk \ Yk−1,
Σ1
b and Σ2

b are finite direct sums of terms of the form πx,j for x ∈ Y \ Yk, and
Σ1
π and Σ2

π are finite direct sums of terms of the form π̄x,i given by irreducible
representations of A/I (note that these πx,j or π̄x,i can be repeated).

Define ψ1,0
I , ψ2,0

I : CI,k →Mn by

ψi,0I (f) = ΣiI(f) for all f ∈ CI,k, i = 1, 2.(e 4.74)

By (e 4.72), the choice of H2, (e 4.47), and (e 4.61), we estimate that

|tr ◦ ψ1,0
I (1CI,k)− tr ◦ ψ2,0

I (1CI,k)|(e 4.75)

≤ |tr ◦ Σ1
I(f0,k · P )− tr ◦ ϕ1(f0,k · P )|+ |tr ◦ ϕ1(f0,k · P )

−tr ◦ ϕ2(f0,k · P )|(e 4.76)

+|tr ◦ ϕ2(f0,k · P )− Σ2
I(f0,k · P )| < 1/N0 + δ + 1/N0(e 4.77)

≤ δ + ∆(f̂00 · P )δ1 min{∆I,0(ĝ) : g ∈ H1,I,0}/32K0N00.(e 4.78)
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Note that ntr◦ψ1,0
I (1CI,k) =

∑
aizi and ntr◦ψ2,0

I (1CI,k) =
∑
j bjzj (integer com-

binations), where zi ∈ {r(1), r(2), ..., r(k2)} ⊂ {l1, l2, ..., lk1 , r(1), r(2), ..., r(k2)}
(see (e 4.53)). It follows from Lemma 4.1 that there are two equivalent projec-
tions p1,0, p2,0 ∈ Mn such that pi,0 commutes with ψi,0I (f) for all f ∈ CI,k and

pi,0ψ
i,0
I (1CI,k) = pi,0, i = 1, 2, and so (by (e 4.77)), for i = 1, 2,

0 ≤ tr ◦ ψi,0I (1CI,k)− tr(pi,0)

< (1/N0 + δ + 1/N0) + T/n(e 4.79)

< δ + ∆(f̂00 · P )δ1 min{∆I,0(ĝ) : g ∈ H1,I,0}/32K0N00

+T/n(< 1/2).(e 4.80)

Since Y0,d/2 ⊂ Yk−1, supp(f00)= Y0,d/2 ⊂ Yk−1. Therefore (by (e 4.66)),

tr ◦ ψ1,0
I (1CI,k) ≥ tr ◦ ψ1,0

I (f00 · P )

≥ ∆(f̂00 · P ) ≥ σ0> 4N I/n.(e 4.81)

This, in particular, shows that ψ1,0
I (1CI,k) has rank at least 4N I . Then, by

(e 4.80), p1,0 has rank at leastN l.Moreover, by (e 4.81), (e 4.80), (e 4.61), (e 4.65),
(e 4.70), and (e 4.66),

tr(p2,0) > ∆(f̂00 · P )

−(δ + ∆(f̂00 · P )δ1 min{∆I,0(ĝ) : g ∈ H1,I,0}/32K0N00 + T/n)(e 4.82)

≥ 31∆(f̂00 · P )/32− (δ + T/N)

≥ max{31σ0/32, 64/(N0δ1)} − (δ + T/N)(e 4.83)

≥ max{σ0, 64/(N0δ1)}/2.(e 4.84)

Put qi,0 = ψi,0I (1CI,k) − pi,0, i = 1, 2. There is a unitary U1 ∈ Mn such that

U∗1 p1,0U1 = p2,0. Define ψ1
I : CI,k → p2,0Mnp2,0 by ψ1

I (f) = U∗1 p1,0ψ
1,0
I (f)U1 for

all f ∈ CI,k and define ψ2
I : CI,k → p2,0Mnp2,0 by ψ2

I (f) = p2,0ψ
2,0
I (f) for all

f ∈ CI,k. We compute (using (e 4.62), (e 4.79), (e 4.70), (e 4.61), (e 4.66), (e 4.46),
and (e 4.55)) that

tr ◦ ψ1
I (g ◦ rk)

≥ tr ◦ ψ1,0
I ((f0,0Pg) ◦ rk)− tr(q1,0)(e 4.85)

> tr ◦ ψ1,0
I (f0,0Pg)− 1/16N2

0 − (δ + 2/N0 + T/N)(e 4.86)

> tr ◦ ψ1,0
I (f0,0Pg)− 5 min{∆I,0(ĝ) : g ∈ H1,I,0}/64N00(e 4.87)

> (1− (1− β)/64)tr ◦ ψ1,0
I (f0,0Pg)(e 4.88)

> β∆(f̂0,0Pg) = ∆I,0(g)(e 4.89)
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for all g ∈ H1,I,0. Therefore,

t ◦ ψ1
I (g) ≥ ∆I,0(g) for all g ∈ H1,I,k,(e 4.90)

where t is the tracial state on p2,0Mnp2,0. We also estimate that (using (e 4.72),
(e 4.47), (e 4.84), (e 4.79), (e 4.70), and (e 4.66)),

|t ◦ ψ1
I (g)− t ◦ ψ2

I (g)|

= (1/tr(p1,0))|tr ◦ ψ1
I (g)− tr ◦ ψ2

I (g)|(e 4.91)

≤ (1/tr(p1,0))|tr ◦ ψ1
I (g)− tr ◦ ψ1,0

I (g)|(e 4.92)

+ (1/tr(p1,0))|tr ◦ ψ1,0
I (g)− tr(ϕ1(f0,k · 1A · g))|(e 4.93)

+ (1/tr(p2,0))|tr(ϕ1(f0,k · 1A · g))− tr(ϕ2(f0,k · 1A · g))|(e 4.94)

+ (1/tr(p2,0))|tr(ϕ2(f0,k · 1A · g)− tr ◦ ψ2,0
I (g)|(e 4.95)

+ |tr ◦ ψ2,0
I (g)− tr ◦ ψ2

I (g)|(e 4.96)

< (1/tr(p2,0))(tr(q1,0) + 1/N0 + δ + 1/N0 + tr(q2,0))(e 4.97)

< (N0δ1/32)((4/N0 + 2δ + 2T/n) < δ1(e 4.98)

for all g ∈ H2,I,k. Recall that p2,0 has rank at least N I . It follows (by (e 4.90)
and (e 4.98), by Corollary 4.6, and by the choice of H1,I,k, H2,I,k, and δ1) that
there are mutually orthogonal projections eI0, e

I
1, e

I
2, ..., e

l
2K0
∈ p2,0Mnp2,0 such

that eI0 +
∑2K0

i=1 e
I
i = p2,0, e

I
0 . eI1, and all eIj are equivalent to eI1, two unital

homomorphisms ψ1,I,0, ψ2,I,0 : CI,k∼= CI,0 → eI0Mne
I
0, a unital homomorphism

ψI : CI,k → eI1Mne
I
1, and a unitary u1 ∈ p2,0Mnp2,0 such that

‖Adu1 ◦ ψ1
I (f)− (ψ1,I,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψI(f), ψI(f), ..., ψI(f)))‖ < ε0/16

(e 4.99)

and ‖ψ2
I (f)− (ψ2,I,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψI(f), ψI(f), ..., ψI(f)))‖ < ε0/16

(e 4.100)

for all f ∈ F′I,k. By (e 4.64), it follows that, for all f ∈ FI,k,

‖Adu1 ◦ ψ1
I (f)− (ψ1,I,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψI(f), ψI(f), ..., ψI(f)))‖ < ε0/8

(e 4.101)

and ‖ψ2
I (f)− (ψ2,I,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψI(f), ψI(f), ..., ψI(f)))‖ < ε0/8.

(e 4.102)
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For each x ∈ X \ Yk such that πx,j appeares in Σ1
b , or Σ2

b , by (e 4.57),

‖πx,j(f)− πx,j ◦ sd ◦ πI(f))‖ < ε0/16 for all f ∈ F.(e 4.103)

Define Σπ,b,i := Σib ◦ sd : A/I →Mn, i = 1, 2.
Define Φ1 : A/I → (1− p2,0)Mn(1− p2,0) by

Φ1(f) = AdU1 ◦ (Σ1
π ⊕ Σπ,b,1)(f) for all f ∈ A/I.(e 4.104)

Define Φ2 : A/I → (1− p2,0)Mn(1− p2,0) by

Φ2(f) = (Σ1
π ⊕ Σπ,b,2)(f) for all f ∈ A/I.(e 4.105)

Note that

Φ1(1A/I) = Σ1
π(g0,k)⊕ Σ1

b(g0,k) and Φ2(1A/I) = Σ1
π(g0,k)⊕ Σ2

b(g0,k).

(e 4.106)

We compute that

|tr ◦ Φ1(1A/I)− tr ◦ Φ2(1A/I)|

≤ |tr ◦ Φ1(1A/I)− tr ◦ ϕ1(g0,k)|(e 4.107)

+|tr ◦ ϕ1(g0,k)− tr ◦ ϕ2(g0,k)|

+|tr ◦ ϕ2(g0,k)− tr ◦ Φ2(g0,k)|(e 4.108)

< 1/N0 + δ + 1/N0(e 4.109)

< δ + ∆(f̂00 · P )δ2 min{∆π(ĝ) : g ∈ H1,π}/32N00..(e 4.110)

It follows from Lemma 4.1 that there are two mutually equivalent projections
p1,1 and p2,1 ∈ (1− p2,0)Mn(1− p2,0) such that pi,1 commutes with Φi(f) for all
f ∈ A/I and pi,1Φi(1A/I) = pi,1. i = 1, 2, and, for i = 1, 2,

0 ≤ tr ◦ Φi(1A/I)− tr(pi,1) < δ + 2/N0 + T/n(e 4.111)

< δ + ∆(f̂00)δ2 min{∆π(ĝ) : g ∈ H1,π}/(32N00) + T/n(< 1/2).(e 4.112)

Since g0(x) = 0, if dist(x, Y0,d/2) ≤ d/16, we have, by (e 4.61),

tr ◦ Φ1(1A/I) > ∆( ̂g0 · sd(1)) > ∆π(1̂) ≥ max{σ0, 64KN00/(N0δ2)},

and (by (e 4.112)) tr(p2,1) ≥ max{σ0, 64K0N00/(N0δ2)}/2. Since σ0 > 4Nπ/N ≥
4Nπ/n (see (e 4.66)), Φi(1A/I) has rank at least 4Nπ. Then, by (e 4.112), it
follows that pi,1 has rank at least Nπ, i = 1, 2.
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Put qi,1 = Φi(1A/I)− pi,1, i = 1, 2. There is a unitary U2 ∈ (1− p2,0)Mn(1−
p2,0) such that U∗2 p1,1U2 = p2,1. Define Φ1

π : A/I → p2,1Mnp2,1 by Φ1
π(f) =

U∗2 p1,1Φ1(f)U2 for all f ∈ A/I and define Φ2
π : A/I → p2,1Mnp2,1 by Φ2

π(f) =
p2,1Φ2(f) for all f ∈ A/I.

Since g0(x) = 0, if dist(x, Y0,d/2) ≤ d/16, and {g0s
d(g) : g ∈ H1,π} ⊂ H1, we

compute (using (e 4.46), (e 4.111), (e 4.70), (e 4.66), (e 4.55), and (e 4.60)) that

tr ◦ Φ1
π(g) ≥ ϕ1(g0s

d(g))− tr(q1,1) > ∆( ̂g0sd(g))− σ0/N00(e 4.113)

> β∆( ̂g0sd(g)) = ∆π(g)(e 4.114)

for all g ∈ H1,π. Therefore, for the tracial state t1 of p2,1Mnp2,1,

t1 ◦ Φ1
π(g) ≥ ∆π(g) for all g ∈ H1,π.(e 4.115)

We also estimate (in a way similar to the estimate of (e 4.98)) that, for all
g ∈ H2,π,

|t1 ◦ Φ1
π(g)− t1 ◦ Φ2

π(g)|

= (1/tr(p2,1))|tr ◦ Φ1
π(g)− tr ◦ Φ2

π(g)|(e 4.116)

≤ (1/tr(p2,1))|tr ◦ Φ1
π(g)− tr ◦ Φ1(g)|(e 4.117)

+ (1/tr(p2,1))|tr ◦ Φ1(g)− tr ◦ ϕ1(g0,ks
d(g))|(e 4.118)

+(1/tr(p2,1))|tr ◦ ϕ1(g0,ks
d(g))− tr ◦ ϕ2(g0,ks

d(g))|(e 4.119)

+ (1/tr(p2,1))|tr ◦ ϕ2(g0,ks
d(g))− tr ◦ Φ2(g)|(e 4.120)

+ (1/tr(p2,1))|tr ◦ Φ2(g)− tr ◦ Φ2
π(g)|(e 4.121)

< (1/tr(p2,1))(1/N0 + δ + 1/N0) < δ2.(e 4.122)

Recall that p2,1 has rank at least Nπ. It follows from the induction assumption
that the theorem holds for A/I (and from (e 4.115) and (e 4.122)) that there
are mutually orthogonal projections eπ0 , e

π
1 , e

π
2 , ..., e

π
2K0
∈ p2,1Mnp2,1 such that

eπ0 . e
π
1 and all eπj are equivalent to eπ1 , two unital homomorphisms ψ1,π,0, ψ2,π,0 :

A/I → eπ0Mne
π
0 , a unital homomorphism ψπ : A/I → eπ1Mne

π
1 , and a unitary

u2 ∈ p2,1Mnp2,1, such that

‖Adu2 ◦ Φ1
π(f)− (ψ1,π,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψπ(f), ψπ(f), ..., ψπ(f)))‖ < ε0/16

(e 4.123)

and ‖Φ2
π(f)− (ψ2,π,0(f)⊕ diag(

2K0︷ ︸︸ ︷
ψπ(f), ψπ(f), ..., ψπ(f)))‖ < ε0/16

(e 4.124)
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for all f ∈ Fπ. Let ψ1
π : A → p2,1Mnp2,1 be defined by ψ1

π(f) = Adu2 ◦
AdU2(p2,1(Σ1

π ⊕Σ1
b)(f)) and define ψ2

π : A→ p2,1Mnp2,1 by ψ2
π(f) = p2,1(Σ2

π ⊕
Σ2
b)(f) for all f ∈ A. Then, by (e 4.103),

‖ψiπ(f)− (ψi,π,0 ◦ πI(f)⊕ diag(

2K0︷ ︸︸ ︷
ψπ(πI(f)), ψπ(πI(f)), ..., ψπ(πI(f))))‖ < ε0/8

(e 4.125)

for all f ∈ F, i = 1, 2.

Put ei =
∑2N00

j=1 eI2(i−1)N00+j ⊕
∑2N00

j=1 eπ2(i−1)N00+j , i = 1, 2, ...,K. Denote by

ψ̄I and ψ̄π the direct sums of 2N00 copies of ψI and ψπ, respectively. Define
ψ : A→ e1Mne1 by

ψ(f) = diag(ψ̄I(f |Yk), ψ̄π(πI(f)))

for all f ∈ A. By (e 4.79), (e 4.111), and (e 4.72), for i = 1, 2,

tr(qi,0) + tr(qi,1) + tr(Σis(1A)) < 1/64K0 + 1/64K0 + 1/N0 < 1/16K.

(e 4.126)

We have, for f ∈ A,

ϕ2(f) = ψ2
π(f)⊕ q2,1(Σ2

π + Σ2
b)(f)⊕ Σ2

s(f)⊕ ψ2
I (f |Yk)⊕ q2,0ψ

2,0
I (f |Yk).

(e 4.127)

Put e0 = eI0 ⊕ eπ0 + q2,1 + Σ2
s(1A) + q2,0. Then

tr(e0) < tr(eI0) + tr(eπ0 ) + 1/16K ≤ tr(e1).(e 4.128)

In other words, e0 . e1. Moreover e1 is equivalent to each ei, i = 1, 2, ...,K.
Define h2 : A→ e0Mne0 by, for each f ∈ A,

h2(f) = ψ2,I,0(f |Yk)⊕ ψ2,π,0(πI(f))⊕ q2,1(Σ2
π + Σ2

b)(f)

⊕Σ2
s(f)⊕ q2,0ψ

2,0
I (f |Yk).(e 4.129)

It follows from (e 4.102), (e 4.125), and (e 4.129) that

‖ϕ2(f)− (h2(f)⊕ diag(

K︷ ︸︸ ︷
ψ̄(f), ψ̄(f), ..., ψ̄(f))‖ < ε0/8 for all f ∈ F.

(e 4.130)
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Similarly, there exist a unitary U ∈ Mn and a unital homomorphism h1 :
A→e0Mne0 such that

‖AdU ◦ ϕ1(f)− (h1(f)⊕ diag(

K︷ ︸︸ ︷
ψ̄(f), ψ̄(f), ..., ψ̄(f))‖ < ε0/8 for all f ∈ F.

(e 4.131)

Since we assume that H0 ⊂ F, by (e 4.46), the choice of ε0, and (e 4.55), we also
have that

tr ◦ ψ̄(g) ≥ (1/K)(tr ◦ ϕ1(g)− ε0/8− tr(h1(g)))(e 4.132)

> (1/K)(∆(ĝ)− δ00/16KN00 − 1/KN00)

> α
∆(ĝ)

K
for all g ∈ H0.(e 4.133)

Thus the conclusion of the theorem holds for m. �

Remark 4.12. If we assume that A is infinite dimensional, then Lemma 4.11
still holds without the assumption about the integer N. This could be easily seen
by taking a larger H1 which contains at least N mutually orthogonal non-zero
elements as we remarked in 4.7.

Corollary 4.13. Let A0 ∈ Ds be a unital C∗-algebra, let ε > 0, and let F ⊂ A0

be a finite subset. Let ∆ : (A0)q,1+ \ {0} → (0, 1) be an order preserving map.
Suppose that H1 ⊂ (A0)1+ \ {0} is a finite subset, σ > 0 is a positive number

and n ≥ 1 is an integer. There exists a finite subset H2 ⊂ (A0)1+ \ {0} satisfying
the following condition: Suppose that ϕ : A = A0⊗C(T)→Mk (for some integer
k ≥ 1) is a unital homomorphism and

tr ◦ ϕ(h⊗ 1) ≥ ∆(ĥ) for all h ∈ H2.(e 4.134)

Then there exist mutually orthogonal projections e0, e1, e2, ..., en ∈Mk such that
e1, e2, ..., en are equivalent and

∑n
i=0 ei = 1, and there exist unital homomor-

phisms ψ0 : A = A0 ⊗ C(T)→ e0Mke0 and ψ : A = A0 ⊗ C(T)→ e1Mke1 such
that

‖ϕ(f)− diag(ψ0(f),

n︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f))‖ < ε(e 4.135)

and tr(e0) < σ(e 4.136)

for all f ∈ F, where tr is the tracial state on Mk. Moreover, ψ can be chosen
such that

tr(ψ(g ⊗ 1)) ≥ ∆(ĝ)

2n
for all g ∈ H1.(e 4.137)
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Proof. The statement follows directly from Lemma 4.11 with ϕ1 = ϕ2 = ϕ,
K = n, and α = 1

2 . �

The following is known and is taken from Theorem 3.9 of [69].

Theorem 4.14. Let A be a unital separable amenable C∗-algebra which satisfies
the UCT and let B be a unital C∗-algebra. Suppose that h1, h2 : A → B are
homomorphisms such that

[h1] = [h2] in KL(A,B).

Suppose that h0 : A → B is a unital full monomorphism. Then, for any ε > 0
and any finite subset F ⊂ A, there exist an integer n ≥ 1 and a partial isometry
W ∈Mn+1(B) such that

‖W ∗diag(h1(a), h0(a), ..., h0(a))W − diag(h2(a), h0(a), ..., h0(a))‖ < ε

for all a ∈ F, and W ∗pW = q, where

p = diag(h1(1A), h0(1A), ..., h0(1A)) and q = diag(h2(1A), h0(1A), ..., h0(1A)).

In particular, if h1(1A) = h2(1A), we may choose W ∈ U(pMn+1(B)p).

Proof. This is a slight variation of Theorem 3.9 of [69]. If h1 and h2 are both
unital, then it is exactly the same as Theorem 3.9 of [69]. So suppose that h1 is
not unital. Let A′ = C ⊕ A. Choose p0 = 1B − h1(1A) and p1 = diag(p0, 1B).
Put B′ = p1M2(B)p1. Define h′1 : A′ → B′ by h′1(λ⊕a) = λ ·diag(p0, p0)⊕h1(a)
for all λ ∈ C and a ∈ A, and define h′2 : A′ → B′ by h′2(λ⊕a) = λ ·diag(p0, 1B−
h2(1A))⊕h2(a) for all λ ∈ C and a ∈ A. Then h′1 and h′2 are unital and [h′1] = [h′2]
in KL(A′, B′). Define h′0 : A′ → B′ by h′0(λ ⊕ a) = λ · p0 ⊕ h0(a) for all λ ∈ C
and a ∈ A. Note that h′0 is full in B′. So, Theorem 3.9 of [69] applies. It follows
that there are an integer n ≥ 1 and a unitary W ′ ∈Mn+1(B′) such that

‖(W ′)∗diag(h′1(a), h′0(a), ..., h′0(a))W ′ − diag(h′2(a), h′0(a), ..., h′0(a))‖

< min{1/2, ε/2}

for all a ∈ F ∪ {1A}. In particular,

‖(W ′)∗pW ′ − q‖ < min{1/2, ε/2}.(e 4.138)

There is a unitary W1 ∈Mn+1(B′) such that

‖W1 − 1Mn+1(B′)‖ < ε/2 and W ∗1 (W ′)∗pW ′W1 = q.(e 4.139)

Put W = pW ′W1q. Then

‖W ∗diag(h1(a), h0(a), ..., h0(a))W − diag(h2(a), h0(a), ..., h0(a))‖ < ε

(e 4.140)

for all a ∈ F, as desired. (The last statement is clear.) �
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Lemma 4.15. (cf. 5.3 of [64], Theorem 3.1 of [45], [19], 5.9 of [69], and Theorem
7.1 of [75]) Let A be a unital separable amenable C∗-algebra which satisfies the
UCT and let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. For any
ε > 0 and any finite subset F ⊂ A, there exist δ > 0, a finite subset G ⊂
A, a finite subset P ⊂ K(A), a finite subset H ⊂ A1

+ \ {0}, and an integer
K ≥ 1 satisfying the following condition: For any two unital G-δ-multiplicative
completely positive linear maps ϕ1, ϕ2 : A → Mn (for some integer n) and any
unital G-δ-multiplicative completely positive linear map ψ : A→Mm with m ≥ n
such that

tr ◦ ψ(g) ≥ ∆(ĝ) for all g ∈ H and [ϕ1]|P = [ϕ2]|P,(e 4.141)

where tr is the tracial state of Mm, there exists a unitary U ∈MKm+n such that

‖AdU ◦ (ϕ1 ⊕Ψ)(f)− (ϕ2 ⊕Ψ)(f)‖ < ε for all f ∈ A,(e 4.142)

where

Ψ(f) = diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)) for all f ∈ A.

Proof. This follows, as we shall show, from Theorem 4.14.
Fix ∆ as given. Suppose that the conclusion is false. Then there exist ε0 > 0

and a finite subset F0 ⊂ A, an increasing sequence of finite subsets {Pn} of K(A)
with union K(A), an increasing sequence of finite subsets {Hn} ⊂ A1

+ \{0} with
union dense in A1

+ and such that if a ∈ Hn and f1/2(a) 6= 0, then f1/2(a) ∈
Hn+1, three increasing sequences of integers {R(n)}, {r(n)}, and {s(n)} (with
s(n) ≥ r(n)), two sequences of unital completely positive linear maps ϕ1,n, ϕ2,n, :
A→Mr(n) with the properties that

[ϕ1,n]|Pn = [ϕ2,n]|Pn(e 4.143)

and, for all a, b ∈ A,

lim
n→∞

‖ϕi,n(ab)− ϕi,n(a)ϕi,n(b)‖ = 0, i = 1, 2,(e 4.144)

and a sequence of unital completely positive linear maps ψn : A → Ms(n) with
the properties that

trn ◦ ψn(g) ≥ ∆(ĝ) for all g ∈ Hn and(e 4.145)

lim
n→∞

‖ψn(ab)− ψn(a)ψn(b)‖ = 0 for all a, b ∈ A(e 4.146)

such that

inf{sup{‖AdUn ◦ (ϕ1,n(f)⊕ ψ̃R(n)
n (f))− (ϕ2,n(f) ⊕ ψ̃R(n)

n (f)‖ : f ∈ F}}

≥ ε0,(e 4.147)
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where trn is the normalized trace onMs(n), ψ̃
(R(n))(f) = diag(

R(n)︷ ︸︸ ︷
ψn(f), ψn(f), ..., ψn(f))

for all f ∈ A, and the infimum is taken among all unitaries Un ∈Mr(n)+R(n)s(n).
Note that, by (e 4.145), since {Hn} is increasing, for any g ∈ Hn ⊂ A1

+, we
compute that

trm(pm) ≥ ∆(ĝ)/2,(e 4.148)

where pm is the spectral projection of ψm(g) corresponding to the subset {λ >
∆(ĝ)/2} for all m ≥ n. It follows that (for all sufficiently large m) there are
elements xg,i,m ∈Ms(m) with ‖xg,i,m‖ ≤ 1/∆(ĝ), i = 1, 2, ..., N(g), such that

N(g)∑
i=1

x∗g,i,mψm(g)xg,i,m = 1s(m),(e 4.149)

where 1 ≤ N(g) ≤ 1/∆(ĝ) + 1. Define Xg,i = {xg,i,m}, i = 1, 2, ..., N(g). Then
Xg,i ∈

∏∞
n=1Mr(n). Let Q({Mr(n)}) =

∏∞
n=1Mr(n)/

⊕∞
n=1Mr(n), Q({Ms(n)}) =∏∞

n=1Ms(n)/
⊕∞

n=1Ms(n), and let Π1 :
∏∞
n=1Mr(n) →

∏∞
n=1Mr(n)/

⊕∞
n=1Mr(n),

Π2 :
∏∞
n=1Ms(n) →

∏∞
n=1Ms(n)/

⊕∞
n=1Ms(n) be the quotient maps. Denote by

Φi : A → Q({Mr(n)}) the homomorphisms Π1 ◦ {ϕi,n} and denote by ψ̄ : A →
Q({Ms(n)}) the homomorphism Π2 ◦ {ψn}. For each g ∈

⋃∞
n=1 Hn,

N(g)∑
i=1

Π2(Xi,g)
∗ψ̄(g)Π2(Xi,g) = 1Q({Ms(n)}).(e 4.150)

Note that if g ∈
⋃
n=1 Hn and f1/2(g) 6= 0, then g1/2(g) ∈

⋃
n=1 Hn, and⋃

n=1 Hn is dense in A1
+. This implies that ψ̄ is full (see the proof of Propo-

sition 2.24). Note that both
∏∞
n=1Mr(n) and Q({Mr(n)}) have stable rank one

and real rank zero. One then computes (see Corollary 2.1 of [45]) that

[Φ1] = [Φ2] in KL(A,Q({Mr(n)}).(e 4.151)

By applying Theorem 4.14 (Theorem 3.9 of [69]), one obtains an integer K ≥ 1
and a unitary U ∈ PMK+1(Q({Ms(n)})P, where P = diag(1Q({Mr(n)}, 1MK(Q({Ms(n)}))),
such that

‖AdU ◦ (Φ1(f)⊕ diag(

K︷ ︸︸ ︷
ψ̄(f), ..., ψ̄(f))(e 4.152)

−(Φ2(f)⊕ diag(

K︷ ︸︸ ︷
ψ̄(f), ..., ψ̄(f))‖ < ε0/2

for all f ∈ F0. It follows that there are unitaries

{Un} ∈
∞∏
n=1

Mr(n)+Ks(n)
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such that, for all large n,

‖AdUn ◦ ϕ1,n(f)⊕ diag(

K︷ ︸︸ ︷
ψn(f), ..., ψn(f))(e 4.153)

−ϕ2,n(f)⊕ diag(

K︷ ︸︸ ︷
ψn(f), ..., ψn(f))‖ < ε0/2

for all f ∈ F0. This is in direct contradiction with (e 4.147) when we choose n
with R(n) ≥ K. �

Remark 4.16. The preceding lemma holds in a much more general setting
and variations of it have appeared. We state this version here for our immediate
purpose (see 12.3 and part (1) of 12.4 for more comments).

It should be noted that, in the following statement the integer L and the map
Ψ depend not only on ε, F, and G, but also on B, as well as ϕ1 and ϕ2.

Lemma 4.17. Let C be a unital amenable separable residually finite dimensional
C∗-algebra which satisfies the UCT. For any ε > 0 and any finite subset F ⊂
C, there exist a finite subset G ⊂ C, δ > 0, and a finite subset P ⊂ K(C)
satisfying the following condition: For any unital G-δ-multiplicative completely
positive linear maps ϕ1, ϕ2 : C → A (for any unital C∗-algebra A) such that

[ϕ1]|P = [ϕ2]|P,(e 4.154)

there exist an integer L ≥ 1, a unital homomorphism Ψ : C → ML ⊂ ML(A),
and a unitary U ∈ U(ML+1(A)) such that, for all f ∈ F,

‖AdU ◦ diag(ϕ1(f),Ψ(f))− diag(ϕ2(f),Ψ(f)‖ < ε.(e 4.155)

Proof. The proof is almost the same as that of Theorem 9.2 of [73]. Suppose
that the conclusion is false. We then obtain a positive number ε0 > 0, a finite
subset F0 ⊂ C, a sequence of finite subsets Pn ⊂ K(C) with Pn ⊂ Pn+1 and⋃
n Pn+1 = K(C), a sequence of unital C∗-algebras {An}, and sequences of unital

completely positive linear maps {L(1)
n } and {L(2)

n }, from C to An, such that

lim
n→∞

‖L(i)
n (ab)− L(i)

n (a)L(i)
n (b)‖ = 0 for all a, b ∈ C,(e 4.156)

[L(1)
n ]|Pn = [L(2)

n ]|Pn , and(e 4.157)

inf{sup{‖u∗ndiag(L(1)
n (a),Ψn(a))un − diag(L(2)

n (a),Ψn(a)‖ : a ∈ F0}} ≥ ε0,

(e 4.158)
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where the infimum is taken among all integers k > 1, all possible unital homomor-
phisms Ψn : C →Mk, and all possible unitaries un ∈Mk+1(An). We may assume
that 1C ∈ F. Define Bn = An ⊗K, B =

∏∞
n=1Bn, and Q1 = B/

⊕∞
n=1Bn. Let

π : B → Q1 be the quotient map. Define ϕj : C → B by ϕj(a) = {L(j)
n (a)} and

let ϕ̄j = π ◦ ϕj , j = 0, 1. Note that ϕ̄j : C → Q1 is a homomorphism. As in the
proof of 9.2 of [73], we have

[ϕ̄1] = [ϕ̄2] in KL(C,Q1).

Fix an irreducible representation ϕ′0 : C → Mr. Denote by pn the unit of

the unitization B̃n of Bn, n = 1, 2, .... Define a homomorphism ϕ
(n)
0 : C →

Mr(B̃n) = Mr ⊗ B̃n by ϕ
(n)
0 (c) = ϕ′0(c)⊗ 1B̃n for all c ∈ C. Put

eA = {1An}, P = {1Mr(B̃n)}+ eA.

Put also Q2 = π(P )Mr+1(Q̃1)π(P ) and define ϕ̄′j = ϕ̄j ⊕ π ◦ {ϕ(n)
0 }, j = 1, 2.

Then

[ϕ̄′1] = [ϕ̄′2] in KL(C,Q2).(e 4.159)

The reason for adding π◦{ϕ(n)
0 } is that, now, ϕ̄′1 and ϕ̄′2 are unital. It follows from

Theorem 4.3 of [19] that there exist an integer K > 0, a unitary u ∈M1+K(Q2),
and a unital homomorphism ψ : C →MK ⊂MK(Q2) (MK idenitified with the
natural unital subalgebra of MK(Q2)) such that

Adu ◦ diag(ϕ̄′1, ψ) ≈ε0/4 diag(ϕ̄′2, ψ) on F0.

There exists a unitary V = {Vn} ∈ M1+K(PMr+1(B̃)P ) such that π(V ) = u.
It follows (on identifying MK with MK ⊗ 1Q2

as above) that for all sufficiently
large n,

AdVn ◦ diag(L
(n)
1 ⊕ ϕ(n)

n , ψ) ≈ε0/3 diag(L
(n)
2 ⊕ ϕ(n)

n , ψ) on F0.

For each integer k ≥ 1, write en,k,0 = diag(

k︷ ︸︸ ︷
1An , 1An , ..., 1An) ∈ An ⊗K = Bn,

e′n,k = diag(1An ,

r︷ ︸︸ ︷
en,k,0, en,k,0, ..., en,k,0) ∈ PM1+r(Bn)P, and

e′′n,k = diag(

K︷ ︸︸ ︷
e′n,k, e

′
n,k, ..., e

′
n,k) ∈MK(PM1+r(Bn)P ).

It should be noted that e′′n,k commutes with ψ and e′n,k commutes with ϕ
(0)
n .

Put en,k = e′n,k ⊕ e′′n,k in M1+K(PM1+r(Bn)P ). Then {en,k} is an approximate
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identity for M1+K(PM1+r(Bn)P ). Note that Vn ∈ M1+K(PMr+1(B̃)P ). It is
easy to check that

lim
k→∞

‖[Vn, en,k]‖ = 0.(e 4.160)

It follows that there exists a unitary Un,k ∈ en,kM1+K(PM1+r(Bn)P )en,k for
each n and k such that

lim
k→∞

‖en,kVnen,k − Un,k‖ = 0.(e 4.161)

For each k, there is N(k) = rk +K(rk + 1) such that

MN(k)(An)

= ((e′n,k − 1An)⊕ e′′n,k)M1+K(PMr+1(Bn)P )((e′n,k − 1An)⊕ e′′n,k).

Moreover, en,kM1+K(PM1+r(Bn)P )en,k = MN(k)+1(An).Define Ψn(c) = (e′n,k−
1An)ϕ

(n)
0 (c)(e′n,k − 1An)⊕ e′′n,kψ(c)en,k for c ∈ C. Then, for large k and large n,

AdUn ◦ diag(L
(n)
1 ,Ψn) ≈ε0/2 diag(L

(n)
2 ,Ψn) on F0.(e 4.162)

This is in contradiction with (e 4.157). �

Theorem 4.18. Let A ∈ D̄s and let ∆ : Aq,1+ \ {0} → (0, 1) be an order
preserving map.

For any ε > 0 and any finite subset F ⊂ A, there exist δ > 0, a finite subset
P ⊂ K(A), a finite subset H1 ⊂ A1

+ \ {0}, and a finite subset H2 ⊂ As.a.
satisfying the following condition:

If ϕ1, ϕ2 : A→Mn are unital homomorphisms such that

[ϕ1]|P = [ϕ2]|P,(e 4.163)

tr ◦ ϕ1(g) ≥ ∆(ĝ) for all g ∈ H1, and(e 4.164)

|tr ◦ ϕ1(h)− tr ◦ ϕ2(h)| < δ for all h ∈ H2,(e 4.165)

where tr ∈ T (Mn), then there exists a unitary u ∈Mn such that

‖Adu ◦ ϕ1(f)− ϕ2(f)‖ < ε for all f ∈ F.(e 4.166)

Proof. If A has finite dimension, the lemma is known. So, in what follows,
we will assume that A is infinite dimensional.

Define ∆0 : Aq,1+ \ {0} → (0, 1) by ∆0 = (3/4)∆. Fix ε > 0 and a finite subset

F ⊂ A. Let P ⊂ K(A), H0 ⊂ Aq,1+ \ {0} (in place of H), and K ≥ 1 be the finite
subsets and integer provided by Lemma 4.15 for ε/2 (in place of ε), F, and ∆0.
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Choose ε0 > 0 and a finite subset G ⊂ A such that ε0 < ε and

[Φ′1]|P = [Φ′2]|P(e 4.167)

for any pair of unital homomorphisms from A satisfying

‖Φ′1(g)− Φ′2(g)‖ < ε0 for all g ∈ G.(e 4.168)

We may assume that F ⊂ G and ε0 < ε/2.
Let α = 3/4. Let N ≥ 1, δ1 > 0 (in place of δ), H1 ⊂ A1

+\{0}, and H2 ⊂ As.a.
be the constant and finite subsets provided by 4.11 for ε0/2 (in place ε), G (in
place of F), H0, K, and ∆0 (in place of ∆). Choosing a larger H1, since A
has infinite dimension, we may assume that H1 contains at least N mutually
orthogonal non-zero positive elements.

Now suppose that ϕ1, ϕ2 are unital homomorphisms satisfying the assump-
tions for the P,H1, and H2 above. The assumption (e 4.164) implies that n ≥ N.
Applying 4.11, we obtain a unitary u1 ∈Mn, mutually orthogonal non-zero pro-
jections e0, e1, e2, ..., eK ∈ Mn with

∑K
i=0 ei = 1Mn

, e0 . e1, e1 equivalent to
ei, i = 1, 2, ...,K, unital homomorphisms Φ1,Φ2 : A → e0Mne0, and a unital
homomorphism ψ : A→ e1Mne1 such that

‖Adu1 ◦ ϕ1(f)− (Φ1(f)⊕Ψ(f))‖ < ε0/2 for all f ∈ G,(e 4.169)

‖ϕ2(f)− (Φ2(f)⊕Ψ(f))‖ < ε0/2 for all f ∈ G, and(e 4.170)

tr ◦ ψ(g) ≥ (3/4)∆(ĝ)/K for all g ∈ H0,(e 4.171)

where Ψ(a) = diag(

K︷ ︸︸ ︷
ψ(a), ψ(a), ..., ψ(a)) for all a ∈ A and tr is the tracial state

on Mn.
Since [ϕ1]|P = [ϕ2]|P, by the choice of ε0 and G, we compute that

[Φ1]|P = [Φ2]|P.(e 4.172)

Moreover,

t ◦ ψ(g) ≥ (3/4)∆(ĝ) for all g ∈ H0,(e 4.173)

where t is the tracial state of e1Mne1. By 4.15, there is a unitary u2 ∈Mn such
that, for all f ∈ F,

‖Adu2 ◦ (Φ1 ⊕Ψ)(f)− (Φ1 ⊕Ψ)(f))‖ < ε/2.(e 4.174)

Put U = u2u1. Then, by (e 4.169), (e 4.170), and (e 4.174),

‖AdU ◦ ϕ1(f)− ϕ2(f)‖ < ε0/2 + ε/2 + ε0/2 < ε for all f ∈ F.

�
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Lemma 4.19. Let A ∈ D̄s be a unital C∗-algebra and let ∆ : Aq,1+ \{0} → (0, 1)
be an order preserving map. Let P0 ⊂ K0(A) be a finite subset. Then there exist
an integer N(P0)≥ 1 and a finite subset H ⊂ A1

+ \ {0} satisfying the following
condition: For any unital homomorphism ϕ : A → Mk (for some k ≥ 1) and
any unital homomorphism ψ : A→MR for some integer R ≥ N(P0)k such that
(with tr the tracial state of MR)

tr ◦ ψ(g) ≥ ∆(ĝ) for all g ∈ H,(e 4.175)

there exists a unital homomorphism h0 : A→MR−k such that

[ϕ⊕ h0]|P0
= [ψ]|P0

.(e 4.176)

Proof. Denote by G0 the subgroup of K0(A) generated by P0. We may as-
sume, without loss of generality, that P0 = {[p1], [p2], ..., [pm1 ]}∪{z1, z2, ..., zm2},
where p1, p2, ..., pm1

∈ Ml(A) are projections (for some integer l ≥ 1) and
zj ∈ kerρA, j = 1, 2, ...,m2.

We prove the lemma by induction. Assume first that A = PC(X,F )P , where
X is a compact metric space. This, of course, includes the case that X is a single
point. There is d > 0 such that

‖πx,j ◦ pi − πx′,j ◦ pi‖ < 1/2, i = 1, 2, ...,m1,(e 4.177)

provided that dist(x, x′) < d, where πx,j is identified with πx,j ⊗ idMl
. Since

X is compact, we may assume that {x1, x2, ..., xm3} is a d/2-dense set. Write
PxiFPxi = Mr(i,1) ⊕Mr(i,2) ⊕ · · · ⊕Mr(i,k(xi)), i = 1, 2, ...,m3.

There are hi,j ∈ C(X) with 0 ≤ hi,j ≤ 1, hi,j(xi) = 1Mr(i,j)
, and hi,jhi′,j′ = 0

if (i, j) 6= (i′, j′). Moreover we may assume that hi,j(x) = 0 if dist(x, xi) ≥ d.
Put gi,j = hi,j · P ∈ A, j = 1, 2, ..., k(xi), i = 1, 2, ...,m3. Let

σ0 = min{∆( ˆhi,j) : 1 ≤ j ≤ k(xi), 1 ≤ i ≤ m3}(e 4.178)

and choose an integer N(P0) ≥ 2/σ0. Put H = {hi,j : 1 ≤ j ≤ k(xi), 1 ≤ i ≤
m3}.

Now suppose that maps ϕ : A → Mk and ψ : A → MR are given with
R ≥ N(P0)k and

tr ◦ ψ(g) ≥ ∆(ĝ) for all g ∈ H.(e 4.179)

Write ϕ =
⊕m3

i,j Πyi,j , where Πyi,j(i) is Ti,j copies of πyi,j . Note that k−Ti,j > 0
for all i, j. Since R ≥ N(P0)k, (e 4.179) implies that ψ is the direct sum of at
least

∆(ĥj,i) · (2k/σ0) > 2k(e 4.180)
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copies of πx,j with dist(x, xi) < d, i = 1, 2, ...,m3. Rewrite ψ as Σ1 ⊕ Σ2, where
Σ1 contains exactly Ti,j copies of πx,j with dist(x, xi) < d for each i and j. Then

rank Σ1(pi) = rankϕ(pi), i = 1, 2, ...,m1.(e 4.181)

Put h0 = Σ2. Note for any unital homomorphism h : A→Mn, [h(z)] = 0 for all
z ∈ kerρA. So [ϕ ⊕ h0]|P0 = [ψ]|P0 . This proves the case that A = PC(X,F )P
as above, in particular, the case that A ∈ D̄0.

Now assume the conclusion of the lemma holds for any C∗-algebra A ∈ D̄m.
Let A be a C∗-algebra in D̄m+1. We assume that A ⊂ PC(X,F )P ⊕ B is a

unital C∗-subalgebra and I = {f ∈ PC(X,F )P : f |X0 = 0}, where X0 = X \ Y
and Y is an open subset of X and B ∈ D′m and A/I ∼= B. We assume that, if
dist(x, x′) < 2d, then

‖πx,j(pi)− πx′,j(pi)‖ < 1/2 and ‖πx,j ◦ s ◦ πI(pi)− πx,j(pi)‖ < 1/2,

where s : A/I → Ad = {(f |
Xd
, b) : (f, b) ∈ A} is the injective homomorphism

given by 4.8, and Xd = {x ∈ X : dist(x,X0) < d}. We also assume that
2d < dX,X0 . Define ∆π : (A/I)q,1+ \ {0} → (0, 1) by

∆π(ĝ) = ∆( ̂g0 · P · s(g)) for all g ∈ (A/I)1+ \ {0},(e 4.182)

where g0 ∈ C(Xd)+ with 0 ≤ g ≤ 1, g0(x) = 1 if x ∈ X0, g0(x) > 0 if
dist(x,X0) < d/2, and g0(x) = 0 if dist(x,X0) ≥ d/2}. Note that g0 · Ps(g) > 0
if g ∈ (A/I)+ \ {0}. Therefore, ∆π is indeed an order preserving map from
(A/I)q,1+ \ {0} into (0, 1).

Note that A/I ∈ Dm (see the later part of Definition 4.8). By the inductive
assumption, there is an integer Nπ(P0) ≥ 1, a finite subset Hπ ⊂ (A/I)1+ \ {0}
satisfying the following condition: if ϕ′ : A/I →Mk′ is a unital homomorphism
and ψ′ : A/I → MR′ is a unital homomorphism for some R′ > Nπ(P0)k′ such
that

t ◦ ψ′(ĝ) ≥ ∆π(ĝ) for all g ∈ Hπ,

where t is the tracial state of NR′ , then there exists a unital homomorphism
hπ : A/I →MR′−k′ such that

(ϕ′ ⊕ hπ)∗0|P̄0
= (ψπ)∗0|P̄0

,

where P̄0 = {(πI)∗0(p) : p ∈ P0}.
For δ > 0, define Y δ = X \Xδ. Let r : Y d/2 → Y d be a homeomorphism such

that dist(r(x), x) < d for all x ∈ Y d/2 (see Definition 4.8). Set C = {f |Y d : f ∈
I}. Let πC : A → C be defined by πC(a) = λ(a)|Y d for all a ∈ A (see 4.8 for
λ : A→ PC(X,F )P ). Define ∆I : Cq,1+ \ {0} → (0, 1) by

(e 4.183) ∆I(ĝ) = ∆( ̂(f0Pg) ◦ r) for all g ∈ Cq,1+ \ {0},
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where f0 ∈ C0(Y )+ with 0 ≤ f0 ≤ 1, f0(x) = 1 if x ∈ Y d, f0(x) = 0 if
dist(x,X0) ≤ d/2 and f0(x) > 0 if dist(x,X0) > d/2}.

Note that C = P |Y dC(Y d, F )PY d . By what has been proved, there are an
integer NI(P0) ≥ 1 and a finite subset HI ⊂ C1

+ \ {0} satisfying the following
condition: if ϕ′′ : C → Mk′′ is a unital homomorphism and ψ′′ : C → MR′′

(for some R′′ ≥ NI(P0)k′′) is another unital homomorphism such that (t is the
tracial state on MR′′)

t ◦ ψ′′(ĝ) ≥ ∆I(ĝ) for all g ∈ HI ,

then there exists a unital homomorphism h′′ : C →MR′′−k′′ such that

(ϕ′′ ⊕ h′′)∗0|[πC ](P0) = (ψ′′|∗0)|[πC ](P0).(e 4.184)

Put

σ = min{min{∆π(ĝ) : g ∈ Hπ},min{∆I(ĝ) : g ∈ Hπ}} > 0.(e 4.185)

Let N = (Nπ(P0) +NI(P0))/σ and let

H = {g0 ◦ s(g) : g ∈ Hπ} ∪ {f0 · g ◦ r}.(e 4.186)

Now suppose that ϕ : A → Mk and ψ : A → MR satisfy the assumptions for
N = N(P0) and H as above (and R > Nk). We may write ϕ = Σϕ,π ⊕ Σϕ,I ,
where Σϕ,π is the (finite) direct sum of irreducible representations of A which fac-
tor through A/I and Σϕ,I is the (finite) direct sum of irreducible representations
of I. We may also write

ψ = Σψ,π ⊕ Σψ,b ⊕ Σψ,I′ ,(e 4.187)

where Σψ,π is the direct sum of irreducible representations of A which factor
through A/I, Σψ,b is the (finite) direct sum of irreducible representations which
factor through point evaluations at x ∈ Y with dist(x,X0) < d/2 and Σψ,I′ is the
direct sum of irreducible representations which factor through point evaluations
at x ∈ Y with dist(x,X0) ≥ d/2.

Put qπ = (Σψ,π ⊕ Σψ,b)(1A) and k′ = rankΣϕ,π(1A). Define ψπ : A/I →
Mrank(qπ) by ψπ(a) = (Σψ,π ⊕ Σψ,b) ◦ s(a) for all a ∈ A/I. Then, by (e 4.175)
and the choice of H,

t1 ◦ ψπ(g) ≥ tr ◦ ψ(g0P · s(g)) ≥ ∆( ̂g0P · s(g)) = ∆π(ĝ) for all g ∈ Hπ,

where t1 is the tracial state on Mrank(qπ). Note that

tr ◦ ψ(g0P ) ≥ ∆(ĝ0P ) = ∆π(1̂A/I),(e 4.188)
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Therefore,

rank(qπ) ≥ R∆π(1A/I) ≥ Nπ(P0)k′.(e 4.189)

By the inductive assumption, there is a unital homomorphism hπ : A/I →
Mrankqπ−k′ such that

(Σϕ,π ⊕ hπ)∗0|P̄0
= (ψπ)∗0|P̄0

.(e 4.190)

Put qI = Σψ,I′(1A) and k′′ = rank(Σϕ,I(1A)). Define ψI : C →MrankqI by

ψI(a) = Σψ,I′(a ◦ r) for all a ∈ C.(e 4.191)

Then

t2 ◦ ψI(g) = tr ◦ Σψ,I′(g ◦ r) ≥ ψ(f0Pg ◦ r) ≥ ∆( ̂(f0Pg) ◦ r)

= ∆I(ĝ) for all g ∈ HI ,(e 4.192)

where t2 is the tracial state on Mrank(qI). Note that

tr ◦ ψ(f0P ) ≥ ∆(f̂0P ) = ∆I(1̂A).(e 4.193)

Therefore,

rank(qI) ≥ R∆I(1A) ≥ NI(P0)k′′.(e 4.194)

There are 0 < d1 < d < dX,X0 such that all irreducible representations appearing
in Σϕ,I factor through point evaluations at x with dist(x,Xd) ≥ d1. Choose a
homomorphism r′ : Y d1 → Y d as in 4.8. Define ϕI : C → Mk′′ by ϕI(f) =
Σϕ,I(f ◦ r′).

By what has been proved, the choice of NI(P0), and by (e 4.194), there is a
unital homomorphism hI : C →Mrank(qI)−k′′ such that

(Σϕ,I ⊕ hI)∗0|[πC ](P0) = (ψI)∗0|[πC ](P0).(e 4.195)

Define h : A → MR−k by h(a) = hπ(πI(a)) ⊕ hI(a|Y d) ⊕ Σψ,b(a) for all a ∈ A.
Then, for each i, by (e 4.190) and (e 4.195),

rankϕ(pi) + rankh(pi)

= rank(Σϕ,π(pi)) + rank(Σϕ,I(pi))(e 4.196)

+rank(Σψ,b(pi)) + rankhπ(pi) + rankhI(pi)(e 4.197)

= rankψπ(pi) + rank(Σψ,b(pi)) + rankψI(pi)(e 4.198)

= rankψ(pi), i = 1, 2, ...,m1.(e 4.199)

Since (ϕ)∗0(zj) = h∗0(zj) = ψ∗0(zj)= 0, j = 1, 2, ...,m2, we conclude that

(ϕ⊕ h)∗0|P0
= ψ∗0|P0

.(e 4.200)

This completes the induction process. �
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Lemma 4.20. Let A ∈ D̄s be a unital C∗-algebra and let ∆ : Aq,1+ \ {0} →
(0, 1) be an order preserving map. For any ε > 0 and any finite subset F ⊂ A
there exist a finite subset H ⊂ A1

+ \ {0} and an integer L ≥ 1 satisfying the
following condition: For any unital homomorphism ϕ : A→Mk and any unital
homomorphism ψ : A→MR for some R ≥ Lk such that

tr ◦ ψ(h) ≥ ∆(ĥ) for all h ∈ H (tr ∈ T (MR)),(e 4.201)

there exist a unital homomorphism ϕ0 : A→MR−k and a unitary u ∈MR such
that

‖Adu ◦ diag(ϕ(f), ϕ0(f))− ψ(f)‖ < ε(e 4.202)

for all f ∈ F.

Proof. Let δ > 0, P ⊂ K(A) be a finite subset, H1 ⊂ A1
+ \ {0} be a finite

subset, H2 ⊂ As.a. be a finite subset, and N0 be an integer as provided by
Theorem 4.18 for ε/4 (in place of ε), F, (1/2)∆, and A. Without loss of generality,
we may assume that H2 ⊂ A1

+ \ {0}. Let σ0 = min{∆(ĝ) : g ∈ H1 ∪H2}.
Let G denote the subgroup of K(A) generated by P. Put P0 = P ∩ K0(A).

We may also assume, without loss of generality, that P0 = {[p1], [p2], ..., [pm1
]}∪

{z1, z2, ..., zm2
}, where p1, p2, ..., pm1

are projections in Ml(A) (for some integer l)
and zj ∈ kerρA, j = 1, 2, ...,m2. Let j ≥ 1 be an integer such that K0(A,Z/j′Z)∩
G = ∅ for all j′ ≥ j. Put J = j!.

Let N(P0) ≥ 1 denote the integer and H3 ⊂ A1
+\{0} the finite subset provided

by Theorem 4.19 for P0. Let ps = (a
(s)
i,j )l×l, s = 1, 2, ...,m1, and choose ε0 > 0

and a finite subset F0 such that

[ψ′]|P = [ψ′′]|P,(e 4.203)

whenever ‖ψ′(a)− ψ′′(a)‖ < ε0 for all a ∈ F0.
Put F2 = F∪F1∪H2 and put ε1 = min{ε/16, ε0/2, δ/2}. Let K > 8((N(P0)+

1)(J + 1)/δσ0) be an integer. Let H0 = H1 ∪H3. Let N1 ≥ 1 (in place of N),
δ1 > 0 (in place of δ), H4 ⊂ A1

+ \ {0} (in place of H1), and H5 ⊂ As.a. (in place
of H2) be the constants and finite subsets provided by Lemma 4.11 for ε1 (in
place of ε), F2 (in place of F), H0, and K. Let L = K(K + 1), let H = H4 ∪H0

and let α = 15/16. Suppose that ϕ and ψ satisfy the assumption (e 4.201) for
the above L and H.

Then, by Lemma 4.11, there are mutually orthogonal projections
e0, e1, e2, ..., eK ∈MR such that e0 . e1 and ei is equivalent to e1, i = 1, 2, ...,K,
a unital homomorphism ψ0 : A → e0MRe0, and a unital homomorphism ψ1 :
A→ e1MRe1 such that

‖ψ(a)− (ψ0(a)⊕ diag(

K︷ ︸︸ ︷
ψ1(a), ψ1(a), ..., ψ1(a)))‖ < ε1(e 4.204)
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for all a ∈ F2 and

tr ◦ ψ1(g) ≥ (15/16)
∆(ĝ)

K
for all g ∈ H0.(e 4.205)

Put Ψ = ψ0 ⊕ diag(

K︷ ︸︸ ︷
ψ1(a), ψ1(a), ..., ψ1(a))). We compute that

[Ψ]|P = [ψ]|P.(e 4.206)

Let R0 = rank(e1). Then, by (e 4.205),

R0 = Rtr ◦ ψ1(1A)

≥ Lk(15/16)
∆(1̂A)

K
≥ k(K + 1)(15/16)∆(1̂A)(e 4.207)

≥ k(15/16)8N(P0)(J + 1)/δ.(e 4.208)

Moreover,

tr′ ◦ ψ1(ĝ) ≥ (15/16)∆(ĝ) for all g ∈ H3,(e 4.209)

where tr′ is the tracial state of MR1
. It follows from Lemma 4.19 that there exists

a unital homomorphism h0 : A→MR0−k such that

(ϕ⊕ h0)∗0|P0 = (ψ1)P0 .(e 4.210)

Put

h1 = h0 ⊕ diag(

J−1︷ ︸︸ ︷
ϕ⊕ h0, ϕ⊕ h0, ..., ϕ⊕ h0) and ψ2 = diag(

J︷ ︸︸ ︷
ψ1, ψ1, ..., ψ1).

Then

[ϕ⊕ h1]|P = [ψ2]|P.(e 4.211)

Put Ψ′ = diag(

K−J︷ ︸︸ ︷
ψ1, ψ1, ..., ψ1) = ψI ⊗ 1K−J . Let ϕ0 = h1 ⊕ ψ0 ⊕ Ψ′. Then (see

(e 4.204))

[ϕ⊕ ϕ0]|P = [ψ0 ⊕ ψ2 ⊕Ψ′]|P = [ψ]|P.(e 4.212)

Since J/K < δ/4, by (e 4.204),

|tr ◦ (ϕ(g)⊕ ϕ0(g))− tr ◦ ψ(g)| < 2J/K + ε1 < δ for all g ∈ H2.

Then, by (e 4.201), applying Theorem 4.18, we obtain a unitary u ∈ MR such
that

‖Adu ◦ (ϕ(f)⊕ ϕ0(f))− ψ(f)‖ < ε for all f ∈ F.(e 4.213)

�
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5. Almost Multiplicative maps to Finite Dimensional C∗-algebras
In the following statement, n is given and (G, δ) depends on n : the proof is
a standard compactness argument.

Lemma 5.1. Let n ≥ 1 be an integer and let A be a unital separable C∗-algebra.
For any ε > 0 and any finite subset F ⊂ A, there exist δ > 0 and a finite subset
G ⊂ A such that, for any unital G-δ-multiplicative completely positive linear map
ϕ : A→Mn, there exists a unital homomorphism ψ : A→Mn such that

‖ϕ(a)− ψ(a)‖ < ε for all a ∈ F.

Proof. Suppose that the conclusion is not true for a certain finite set F⊂A
and ε0> 0. Let {Gk}∞k=1 be a sequence of finite subsets of A with Gk ⊂ Gk+1

and
⋃
k Gk = A and let {δk} be a decreasing sequence of positive numbers with

δk → 0. Since the conclusion is assumed not to be true, there are unital Gk-δk-
multiplicative completely positive linear maps ϕk : A→Mn such that

inf{maxa∈F‖ϕk(a)− ψ(a)‖ : ψ : A→Mn a homomorphisms} ≥ ε0.(e 5.1)

For each pair (i, j) with 1 ≤ i, j ≤ n, let li,j : Mn → C be the map defined
by taking the matrix a ∈ Mn to the entry of the ith row and jth column of
a. Let ϕi,jk = li,j ◦ ϕk : A → C. Note that the unit ball of the dual space
of A (as a Banach space) is weak∗ compact. Since A is separable, there is a
subsequence (instead of subnet) of {ϕk} (still denoted by ϕk) such that {ϕi,jk } is
weak∗ convergent for all i, j. In other words, {ϕk} converges pointwise. Let ψ0

be the the limit. Then ψ0 is a homomorphism and for k large enough, we have

‖ϕk(a)− ψ0(a)‖ < ε0, for all a ∈ F.

This is in contradiction with (e 5.1) above. �

Lemma 5.2 (cf. Lemma 4.5 of [66]). Let A be a unital C∗-algebra arising from
a locally trivial continuous field of C∗-algebras isomorphic to Mn over a compact
metric space X. Let T be a finite subset of tracial states on A. For any finite
subset F ⊂ A and for any ε > 0 and any σ > 0, there are an ideal J ⊂ A such
that ‖τ |J‖ < σ for all τ ∈ T, a finite dimensional C∗-subalgebra C ⊂ A/J , and
a unital homomorphism π0 from A/J such that

dist(π(x), C) < ε for all x ∈ F and π0(A/J) = π0(C) ∼= C,(e 5.2)

where π : A→ A/J is the quotient map.

Proof. This follows from Lemma 4.5 of [66]. In fact, the only difference is
the existence of π0. We will keep the notation of the proof of Lemma 4.5 of [66].
Let Bj and Fj be as in the proof of Lemma 4.5 of [66]. Note that in the proof
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Lemma 4.5 of [66], ϕ({gij}) ∼= Dξ
∼= Mn. In other words, in the proof of Lemma

4.5 of [66], (Bj)|Fj ∼= Mn. Recall that

J = {f ∈ A : f(ζ) = 0 for all ζ ∈ F},

F =
k⊔
i=1

Fi, and Fj ⊂ B(ξj , δj), j = 1, 2, ..., k,

as in the proof of 4.5 of [66]. Recall also D =
⊕k

i=1 fjBj and π(D) = C, where
fj |Fj = 1 and fj |Fi = 0, if j 6= i. Choose xj ∈ Fj , j = 1, 2, ..., k. One defines

π′0 =
⊕k

j=1 πxj . Then

π′0(D) =

l⊕
j=1

πxj (Bj)
∼=

l⊕
j=1

Mn
∼=C.

Note that ξj ∈ Fj ⊂ F, j = 1, 2, ..., k. Therefore, each πξj induces a homo-
morphism ψj of A/J such that ψj(π(a)) = πξj (a) for all a ∈ A. In particular,

ψj(A/J) ∼= Mn, j = 1, 2, ..., k. Put π0 =
⊕k

j=1 ψj . Then π0(A/J) = π′0(A) =⊕k
j=1 πξj (A) =

⊕k
j=1 πξj (D) = π′0(D) = π0(π(D)) = π0(C) = π′0(D) ∼= C. �

Lemma 5.3 (cf. Lemma 4.7 of [66]). Let A be a unital separable subhomogeneous
C∗-algebra. Let T ⊂ T (A) be a finite subset. For any finite subset F ⊂ A, ε > 0
and σ > 0, there are an ideal J ⊂ A such that ‖τ |J‖ < σ for all τ ∈ T, a finite
dimensional C∗-subalgebra C ⊂ A/J , and a unital homomorphism π0 from A/J
such that

dist(π(x), C) < ε for all x ∈ F and π0(A/J) = π0(C) ∼= C,(e 5.3)

where π : A→ A/J is the quotient map.

Proof. The proof is in fact contained in that of Lemma 4.7 of [66]. Each time
Lemma 4.5 of [66] is applied, one can apply Lemma 5.2 above. Let us assume
A and m to be as in Lemma 4.7 of [66] and keep the notation of the proof of
Lemma 4.7 of [66]. Let us point out what the map π0 is. When m = 1, π0 is the
map of Lemma 5.2.

Otherwise we proceed as in the proof of Lemma 4.7 of [66] to where π1 and
π2 are constructed. Instead of applying Lemma 4.5 of [66], we apply Lemma

5.2 above to obtain a homomorphism π
(1)
0 (in place of π0) from π2 ◦ π1(A) and

a finite dimensional C∗-algebra C1 = π2 ◦ π1(D1) = π2 ◦ π1(D′1) such that

π
(1)
0 (π2 ◦ π1(A)) = π

(1)
0 (C1) ∼= C1.

In the proof of Lemma 4.7 of [66], the second time Lemma 4.5 of [66] is

applied, we again, instead, apply Lemma 5.2 to obtain a homomorphism π
(2)
0

(in place of π0) from π4 ◦ π3(A) and C2 = π4 ◦ π3(D2) = π4 ◦ π3(D′2) such that

π
(2)
0 (π4 ◦ π3(A)) = π

(2)
0 (C2) ∼= C2. Note, in the proof of Lemma 4.7 of [66],
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π(A) = π2 ◦ π1(A) ⊕ π4 ◦ π3(A) and C = π(D′1 ⊕ D′2) = π(D′1) ⊕ π(D′2) =

π2 ◦ π1(D′1)⊕ π4 ◦ π3(D′2) = C1 ⊕ C2. Define π0 = π
(1)
0 ⊕ π(2)

0 from π(A). Then

π0(π(A)) = π
(1)
0 (π2◦π1(A))⊕π(2)

0 (π4◦π3(A)) = π
(1)
0 (C1)⊕π(2)

0 (C2) = π0(π(C)) =

π
(1)
0 (C1)⊕ π(2)

0 (C2) ∼= C1 ⊕ C2 = C. �

Lemma 5.4. Let A be a unital separable subhomogeneous C∗-algebra. Let ε > 0,
let F ⊂ A be a finite subset, and let σ0 > 0. There exist δ > 0 and a finite subset
G ⊂ A satisfying the following condition: Suppose that ϕ : A → Mn (for some
integer n ≥ 1) is a unital G-δ-multiplicative completely positive linear map. Then,
there exist a projection p ∈ Mn and a unital homomorphism ϕ0 : A → pMnp
such that

‖pϕ(a)− ϕ(a)p‖ < ε for all a ∈ F,(e 5.4)

‖ϕ(a)− [(1− p)ϕ(a)(1− p) + ϕ0(a)]‖ < ε for all a ∈ F, and(e 5.5)

tr(1− p) < σ0,(e 5.6)

where tr is the normalized trace on Mn.

Proof. Assume that the conclusion is false. Then there exist ε0 > 0, a finite
subset F0, a positive number σ0 > 0, an increasing sequence of finite subsets
Gn ⊂ A such that Gn ⊂ Gn+1 and such that

⋃
n=1 Gn is dense in A, a decreasing

sequence of positive numbers {δn} with
∑∞
n=1 δn < ∞, a sequence of integers

{m(n)}, and a sequence of unital Gn-δn-multiplicative completely positive linear
maps ϕn : A→Mm(n) satisfying the following condition:

inf{max{‖ϕn(a)− [(1− p)ϕn(a)(1− p) + ϕ0(a)]‖ : a ∈ F0}} ≥ ε0,

(e 5.7)

where the infimum is taken among all projections p ∈Mm(n) with trn(1−p) < σ0,
and

‖pϕn(a)− ϕn(a)p‖ < ε0,

where trn is the normalized trace on Mm(n), and all possible unital homo-
morphisms ϕ0 : A → pMm(n)p. By virtue of 5.1, one may also assume that
m(n)→∞ as n→∞.

Note that {trn ◦ϕn} is a sequence of (not necessarily tracial) states of A. Let
t0 be a weak * limit of {trn ◦ ϕn}. Since A is separable, there is a subsequence
(instead of a subnet) of {trn ◦ ϕn} converging to t0. Passing to a subsequence,
we may assume that trn ◦ ϕn converges to t0. By the Gn-δn-multiplicativity of
ϕn, the limit t0 is a tracial state on A.

Consider the ideal
⊕∞

n=1Mm(n), where

∞⊕
n=1

Mm(n) = {{an} : an ∈Mm(n) and lim
n→∞

‖an‖ = 0}.
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Denote by Q the quotient
∏∞
n=1Mm(n)/

⊕∞
n=1Mm(n). Let πω :

∏∞
n=1Mm(n) →

Q be the quotient map. Let A0 = {πω({ϕn(f)}) : f ∈ A} which is a subalgebra
of Q. Denote by Ψ the canonical unital homomorphism from A to Q with
Ψ(A) = A0. If a ∈ A has zero image in πω(A0), i.e., ϕn(a) → 0, then t0(a) =
limn→∞ trn(ϕn(a)) = 0. So we may view t0 as a state on A0 = Ψ(A).

It follows from Lemma 5.3 that there are an ideal I ⊂ Ψ(A) and a finite
dimensional C∗-subalgebra B ⊂ Ψ(A)/I and a unital homomorphism π00 :
Ψ(A)/I → B such that

dist(πI ◦Ψ(f), B) < ε0/16 for all f ∈ F0,(e 5.8)

‖(t0)|I‖ < σ0/2 and π00|B = idB .(e 5.9)

Note that π00 can be regarded as map from Ψ(A) to B with kerπ00 ⊃ I. There
is, for each f ∈ F0, an element bf ∈ B such that

‖πI ◦Ψ(f)− bf‖ < ε0/16.(e 5.10)

Put C ′ = B + I and I0 = Ψ−1(I) and C1 = Ψ−1(C ′). For each f ∈ F0, there
exists af ∈ C1 ⊂ A such that

‖f − af‖ < ε0/16 and πI ◦Ψ(af ) = bf .(e 5.11)

Let a ∈ (I0)+ be a strictly positive element and let J = Ψ(a)QΨ(a) denote the
hereditary C∗-subalgebra of Q generated by Ψ(a). Since Q has real rank zero,
so does J (see [10]). Put C2 = Ψ(C1) + J. Then J is a (σ-unital) ideal of C2.
Denote by πJ : C2 → B the quotient map. Since Q has real rank zero, J is a
hereditary C∗-subalgebra of Q, and C2/J = B has finite dimension, by Lemma
5.2 of [59], C2 has real rank zero and projections in B lifts to a projection in C2.
It follows (see Theorem 9.8 of [25]) that the extension

0→ J → C2 → B → 0

splits and is a quasidiagonal (see also the proof of Theorem 5.3 of [59]). As in
Lemma 4.9 of [66], there are a projection P ∈ J and a unital homomorphism
ψ0 : B → (1− P )C2(1− P ) such that

‖PΨ(af )−Ψ(af )P‖ < ε0/8 and ‖Ψ(af )− [PΨ(af )P + ψ0 ◦ πJ ◦Ψ(af )]‖ < ε0/8

for all f ∈ F0. Let H : A → ψ0(B) be defined by H = ψ0 ◦ π00 ◦ πI ◦ Ψ. One
estimates that

‖PΨ(f)−Ψ(f)P‖ < ε0/2 and(e 5.12)

‖Ψ(f)− [PΨ(f)P +H(f)]‖ < ε0/2(e 5.13)

for all f ∈ F0. Note that dimH(A) < ∞, and that H(A) ⊂ Q. There is a
homomorphism H1 : H(A)→

∏∞
n=1Mm(n) such that πω ◦H1 ◦H = H. One may
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write H1 = {hn}, where each hn : H(A) → Mm(n) is a (not necessarily unital)
homomorphism, n = 1, 2, .... There is also a sequence of projections qn ∈Mm(n)

such that πω({qn}) = P. Let pn = 1− qn, n = 1, 2, .... Then, for sufficiently large
n, by (e 5.12) and (e 5.13),

‖(1− pn)ϕn(f)− ϕn(f)(1− pn)‖ < ε0 and(e 5.14)

‖ϕn(f)− [(1− pn)ϕn(f)(1− pn) + hn ◦H(f)]‖ < ε0(e 5.15)

for all f ∈ F0. Moreover, since P ∈ J, for any η > 0, there is b ∈ I0 with
0 ≤ b ≤ 1 such that

‖Ψ(b)P − P‖ < η.

However, by (e 5.9),

0≤ t0(Ψ(b)) < σ0/2 for all b ∈ I0 with 0 ≤ b ≤ 1.(e 5.16)

By choosing sufficiently small η, for all sufficiently large n, we have

trn(1− pn) < σ0.

This, together with (e 5.14) and (e 5.15), contradicts (e 5.7). �

Corollary 5.5. Let A be a unital subhomogeneous C∗-algebra. Let η > 0, let
E ⊂ A be a finite subset, and let η0 > 0. There exist δ > 0 and a finite subset
G ⊂ A satisfying the following condition: Suppose that ϕ, ψ : A → Mn (for
some integer n ≥ 1) are two unital G-δ-multiplicative completely positive linear
maps. Then, there exist projections p, q ∈Mn with rank(p) = rank(q) and unital
homomorphisms ϕ0 : A→ pMnp and ψ0 : A→ qMnq such that, for a ∈ E,

‖pϕ(a)− ϕ(a)p‖ < η, ‖qψ(a)− ψ(a)q‖ < η

‖ϕ(a)−[(1−p)ϕ(a)(1−p)+ϕ0(a)]‖ < η, ‖ψ(a)−[(1−q)ψ(a)(1−q)+ψ0(a)]‖ < η,

and tr(1− p) = tr(1− q) < η0,

where tr is the normalized trace on Mn.

For convenience in future use, we have used η, η0 and E to replace the ε, σ0,
and F of 5.4.

Proof. By Lemma 5.4, we can obtain such decompositions for ϕ and ψ sepa-
rately. Thus the only missing part is that rank(p) = rank(q). Let {z1, z2, ..., zm}
be the set of ranks of irreducible representations of A and let T be the number
given by 4.1 corresponding to {z1, z2, ..., zm}. We apply 5.4 to η0/2 instead of σ0

(and, η and E in places of ε and F). By Lemma 5.1, we can assume the size n
of the matrix algebra Mn is large enough that T/n < η0/2. By Lemma 4.1, we
may take sub-representations out of ϕ0 and ψ0 (one of them has size at most T )
so that the remainder of ϕ0 and ψ0 have same size—that is for rank(new p) =
rank(new q), and tr(1− (new p)) = tr(1− (new q)) < η0/2 + T/n < η0. �
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Lemma 5.6. Let A ∈ Ds be an infinite dimensional unital C∗-algebra, let ε > 0
and let F ⊂ A be a finite subset. Let ε0 > 0 and let G0 ⊂ A be a finite subset.
Let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map.

Suppose that H1 ⊂ A1
+ \ {0} is a finite subset, ε1 > 0 is a positive number

and K ≥ 1 is an integer. There exist δ > 0, σ > 0, and a finite subset G ⊂ A
and a finite subset H2 ⊂ A1

+ \ {0} satisfying the following condition: Suppose
that L1, L2 : A → Mn (for some integer n ≥ 1) are unital G-δ-multiplicative
completely positive linear maps such that

tr ◦ L1(h) ≥ ∆(ĥ) for all h ∈ H2, and(e 5.17)

|tr ◦ L1(h)− tr ◦ L2(h)| < σ for all h ∈ H2.(e 5.18)

Then there exist mutually orthogonal projections e0, e1, e2, ..., eK ∈Mn such that
e1, e2, ..., eK are pairwise equivalent, e0 . e1, tr(e0) < ε1, and e0 +

∑K
i=1 ei = 1,

and there exist unital G0-ε0-multiplicative completely positive linear maps ψ1, ψ2 :
A→ e0Mne0, a unital homomorphism ψ : A→ e1Mne1, and a unitary u ∈Mn

such that

‖L1(f)− diag(ψ1(f),

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f))‖ < ε and(e 5.19)

‖u∗L2(f)u− diag(ψ2(f),

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f))‖ < ε(e 5.20)

for all f ∈ F, where tr is the tracial state of Mn. Moreover,

tr(ψ(g)) ≥ ∆(ĝ)

2K
for all g ∈ H1.(e 5.21)

Proof. Let ε > 0, ε0 > 0, F and G0 and ∆ be given as stated. First note that
the following statement is evident. For any C∗-algebra A, any finite subset G0 ⊂
A and ε0 > 0, there are a finite subset F′ ⊂ A which contains F and ε′ > 0 which
is smaller than min{ε/2, ε0/2} satisfying the following condition. If L : A → B
is a unital F′-ε′-multiplicative completely positive linear map , p0, p1 ∈ B are
projections with p0 + p1 = 1B , and L′0 : A→ p0Bp0, L′1 : A→ p1Bp1 are unital
completely positive linear maps with

‖L(f)− diag(L′0(f), L′1(f))‖ < ε′ for all f ∈ F′,

then both L′0 and L′1 are G0-ε0-multiplicative.
Let ε1 > 0, H1 and K be given as in the statement of the lemma. Choose an

integer k0 ≥ 1 such that 1/k0 < ε1 and let K1 = k0K. Put

ε2 = min{ε/16, ε′/16, ε1/2, 1/2}.(e 5.22)
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Let ∆1 = (3/4)∆. Let δ1 > 0 (in place of δ), H1,0 ⊂ A1
+ \ {0} (in place of H1),

and H2,0 ⊂ As.a. (in place of H2) be the constant and finite subsets provided
by Lemma 4.11 (see also Remark 4.12) for ε2 (in place of ε), F′ (in place of
F), 2K1 (in place of K), H1 (in place of H0), ∆1, and A, as well as α = 3/4.
It is clear that, without loss of generality, we may assume that H2,0 is in the

self-adjoint part of the unit ball of A. Since every h ∈ H2,0 can be written as
h = (|h|+h)/2 + (h−|h|)/2, choosing an even smaller δ1 (half the size), without
loss of generality, we may assume that H2,0 ⊂ A1

+ \ {0}.
Let η0 = min{δ1/16, ε2/16,min{∆(ĥ) : h ∈ H1,0/16}}. Let δ2 > 0 (in place

of δ) and let G1 ⊂ A (in place of G) be the constant and the finite subset
provided by 5.5 for η = η0 ·min{ε2, δ1/4}, η0, and E = F′∪H1,0 ∪H2,0 ∪H1. Let
δ = η0 ·min{δ2/2, δ1/2, ε0/2}, let σ = min{η0/2, η/2}, let G = G0∪G1∪F∪F′∪E,
and let H2 = H1,0 ∪H2,0 ∪H1. Recall that we have assumed that F′ ⊃ F and
ε′ < min{ε/2, ε0/2}.

Now suppose that L1 and L2 satisfy the assumptions of the lemma with
respect to the δ, σ and G, H2 above. It follows from Corollary 5.5 that there
exist a projection p ∈ Mn, two unital homomorphisms ϕ1, ϕ2 : A→ pMnp, and
a unitary u1 ∈Mn such that

‖u∗1L1(a)u1 − ((1− p)u∗1L1(a)u1(1− p) + ϕ1(a))‖ < η,(e 5.23)

‖L2(a)− ((1− p)L2(a)(1− p) + ϕ2(a)‖ < η(e 5.24)

for all a ∈ E, and

tr(1− p) < η0,(e 5.25)

where tr is the tracial state on Mn.
We compute that

tr ◦ ϕ1(g) ≥ ∆(ĝ)− η − η0 ≥ (3/4)∆(ĝ) for all g ∈ H1,0 and(e 5.26)

|tr ◦ ϕ1(g)− τ ◦ ϕ2(g)| < 2η + 2η0 + σ < δ1 for all g ∈ H2,0.(e 5.27)

It follows from Lemma 4.11 (and Remark 4.12) that there exist mutually or-
thogonal projections q0, q1, ..., q2K ∈ pMnp such that q0 . q1 and qi is equivalent
to q1 for all i = 1, 2, ..., 2K1, two unital homomorphisms ϕ1,0, ϕ2,0 : A→ q0Mnq0,
a unital homomorphism ψ′ : A→ q1Mnq1, and a unitary u2 ∈ pMnp such that

‖u∗2ϕ1(a)u2 − (ϕ1,0(a)⊕ diag(

2K1︷ ︸︸ ︷
ψ′(a), ψ′(a), ..., ψ′(a)))‖ < ε2(e 5.28)

and ‖ϕ2(a)− (ϕ2,0(a)⊕ diag(

2K1︷ ︸︸ ︷
ψ′(a), ψ′(a), ..., ψ′(a)))‖ < ε2(e 5.29)

for all a ∈ F ∪ F′. Moreover,

τ ◦ ψ′(g) ≥ (3/4)2∆(ĝ)/2K1 for all g ∈ H1,(e 5.30)
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where τ is the tracial state of pMnp. Let u = u1((1− p) + u2), e0 = (1− p)⊕ q0,

ei =
∑2k0
j=1 q2k0(i−1)+j , i = 1, 2, ...,K, let ψ1(a) = (1− p)u∗1L1(a)u1(1− p)⊕ϕ1,0,

ψ2(a) = (1 − p)L2(a)(1 − p) ⊕ ϕ2,0 and ψ(a) = diag(

2k0︷ ︸︸ ︷
ψ′(a), ψ′(a), ..., ψ′(a)) for

a ∈ A. Then

‖u∗L1(f)u− (ψ1(f)⊕ diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < η + ε2 < ε′ <ε

and ‖L2(f)− (ψ2(f)⊕ diag(

K︷ ︸︸ ︷
ψ(f), ψ(f), ..., ψ(f)))‖ < η + ε2 < ε′ <ε

for all f ∈ F∪F′. It follows (by the choice of ε′ and F′) that ψ1 and ψ2 are
G0-ε0-multiplicative. Moreover,

tr(e0) = tr(1− p) + tr(q0) < η0 + 1/(2k0K + 1) < ε1.

Further,

tr ◦ ψ(g) = tr(p)τ ◦ ψ(g)

≥ (1− η0)τ ◦ ψ(g)(e 5.31)

≥ (1− 1

32
)(9/16)(2k0)

∆(ĝ)

2k0K
≥ ∆(ĝ)

2K
for all g ∈ H1.(e 5.32)

�

Lemma 5.7 (9.4 of [71]). Let A be a unital separable C∗-algebra. For any ε > 0
and any finite subset H ⊂ As.a., there exist a finite subset G ⊂ A and δ > 0
satisfying the following condition: Suppose that ϕ : A → B (for some unital
C∗-algebra B) is a unital G-δ-multiplicative completely positive linear map and
t ∈ T (B) is a tracial state of B. Then, there exists a tracial state τ ∈ T (A) such
that

|t ◦ ϕ(h)− τ(h)| < ε for all h ∈ H.(e 5.33)

Proof. This follows from the same proof of Lemma 9.4 of [71] �

Theorem 5.8. Let A ∈ Ds be a unital C∗-algebra. Let ∆ : Aq,1+ \ {0} → (0, 1)
be an order preserving map.

Let ε > 0 and let F ⊂ A be a finite subset. There exist a finite subset H1 ⊂
A1

+ \ {0}, a finite subset G ⊂ A, δ > 0, a finite subset P ⊂ K(A), a finite
subset H2 ⊂ As.a., and σ > 0 satisfying the following condition: Suppose that
L1, L2 : A → Mk (for some integer k ≥ 1) are two unital G-δ-multiplicative
completely positive linear maps such that

[L1]|P = [L2]|P,(e 5.34)

tr ◦ L1(h) ≥ ∆(ĥ) for all h ∈ H1, and(e 5.35)

|tr ◦ L1(h)− tr ◦ L2(h)| < σ for all h ∈ H2.(e 5.36)
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Then there exists a unitary u ∈Mk such that

‖Adu ◦ L1(f)− L2(f)‖ < ε for all f ∈ F.(e 5.37)

Proof. The proof is almost the same as that of 4.18.
If A is finite dimensional, then A is semiprojective. Therefore, it is easy to

see that the general case can be reduced to the case that both L1 and L2 are
unital homomorphisms. Then we return to the situation of 4.18.

So we now assume that A is infinite dimensional.
Let ∆1 = (1/3)∆. Fix ε > 0 and a finite subset F ⊂ A. Let δ1 > 0 (in place

of δ), G1 ⊂ A (in place of G), P ⊂ K(A), H′1 ⊂ A1
+ \ {0} (in place of H) be

the finite subsets and K ≥ 1 be the integer provided by Lemma 4.15 (see also
Remark 4.16) for ε/2 (in place of ε), F, ∆1, and A.

Let G0 = G1 and ε0 = δ1/2. Without loss of generality, we may assume the
following: for any two G0-ε0-multiplicative contractive completely positive linear
maps Φ1,Φ2 : A→ C (for any unital C∗-algebra C), [Φ1]|P and [Φ2]|P are well
defined, and, if ‖Φ1(a)− Φ2(a)‖ < ε0 for all a ∈ G0, then

[Φ1]|P = [Φ2]|P.(e 5.38)

Let δ2 > 0 (in place of δ), σ1 > 0 (in place of σ), a finite subset G2 ⊂ A (in
place of G) and a finite subset H′2 ⊂ A1

+ \ {0} (in place of H2) be as given by
Lemma 5.6 for H′1 (in place of H1), K, ε0, G0 δ1/4 (in place of ε), G1 = G0 (in
place of F), ∆, and A.

Let δ = min{δ1/4, δ2, ε/4}, G = G0 ∪ F ∪ G2, H1 = H′2 and H2 = H′2.
Now let L1, L2 : A→Mk be two unital G-δ-multiplicative completely positive

linear maps which satisfy the assumption for the above H1, G, δ, σ, P, and H2.
By 5.6, we obtain a unitary u1 ∈ Mk, mutually orthogonal non-zero pro-

jections e0, e1, e2, ..., eK ∈ Mk with
∑K
i=0 ei = 1Mk

, e0 . e1, ei equivalent to
e1, i = 1, 2, ...,K, unital G0-ε0-multiplicative completely positive linear maps
Φ1,Φ2 : A→ e0Mke0, and a unital homomorphism ψ : A→ e1Mke1 such that

‖u∗1 ◦ L1(f)u1 − (Φ1(f)⊕Ψ(f))‖ < δ1/4 for all f ∈ G1,(e 5.39)

‖L2(f)− (Φ2(f)⊕Ψ(f))‖ < δ1/4 for all f ∈ G1, and(e 5.40)

τ ◦ ψ(g) ≥ ∆(ĝ)/2K for all g ∈ H′1,(e 5.41)

where Ψ(a) = diag(

K︷ ︸︸ ︷
ψ(a), ψ(a), ..., ψ(a)) for all a ∈ A and τ is the tracial state

on Mn.
Let τ1 be the tracial state of e1Mke1. Then (e 5.41) implies

τ1 ◦Ψ(g) ≥ ∆(ĝ)/2 ≥ ∆1(ĝ) for all g ∈ H1.(e 5.42)

By the choice of ε0 and G0, by (e 5.39) and (e 5.40), one has, for all x ∈ P,

[Φ1](x) + [Ψ](x) = [Φ2](x) + [Ψ](x)(e 5.43)
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in the group K(A). It follows that, for all x ∈ P,

[Φ1](x) = [Φ2](x).(e 5.44)

Now, by (e 5.44), (e 5.43), and the choice of K, on applying Lemma 4.15, one
obtains a unitary u2 ∈Mk such that

‖u∗2(Φ1(a)⊕Ψ(a))u2 − (Φ2(a)⊕Ψ(a))‖ < ε/2 for all a ∈ F.(e 5.45)

Choose u = u1u2. Then, by (e 5.39) and (e 5.45), for all a ∈ F,

‖u∗L1(a)u− L2(a)‖

≤ ‖u∗2(u∗1L1(a)u2 − (Φ1(a)⊕Ψ(a))‖

+‖u∗2(Φ1(a)⊕Ψ(a))u2 − (Φ1(a)⊕Ψ(a))‖ < ε/2 + ε/2 = ε.

�

6. Homotopy Lemma in Finite Dimensional C∗-algebras

Lemma 6.1. Let S be a subset of Mk (for some integer k ≥ 1), and let u ∈Mk

be a unitary such that

ua = au for all a ∈ S.(e 6.1)

Then there exists a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂Mk such that

u0 = u, u1 = 1, uta = aut for all a ∈ S(e 6.2)

and for all t ∈ [0, 1], and moreover,

length({ut}) ≤ π.(e 6.3)

Proof. There is a continuous function h from sp(u) to [−π, π] such that

exp(ih(u)) = u.(e 6.4)

Because h is a continuous function of u,

ah(u) = h(u)a for all a ∈ S.(e 6.5)

Note that h(u) ∈ (Mk)s.a. and ‖h(u)‖ ≤ π. Define ut = exp(i(1 − t)h(u)) (t ∈
[0, 1]). Then u0 = u and u1 = 1. Also,

uta = aut

for all a ∈ S and t ∈ [0, 1]. Moreover, one has

length({ut}) ≤ π,

as desired. �
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Lemma 6.2. Let A ∈ D̄s be a unital C∗-algebra, let H ⊂ (A ⊗ C(T))s.a. be a

finite subset, let 1 > σ > 0 be a positive number, and let ∆ : (A⊗ C(T))
q,1
+ \

{0} → (0, 1) be an order preserving map. Let ε > 0, let G0 ⊂ A ⊗ C(T) be a
finite subset, let P0,P1 ⊂ K(A) be finite subsets, and write P = P0 ∪ β(P1) ⊂
K(A ⊗ C(T)). There exist δ > 0, a finite subset G ⊂ A ⊗ C(T), and a finite
subset H1 ⊂ (A⊗ C(T))1+ \ {0} satisfying the following condition: Suppose that
L : A ⊗ C(T) → Mk (for some integer k ≥ 1) is a unital G-δ-multiplicative
completely positive linear map such that

tr ◦ L(h) ≥ ∆(ĥ) for all h ∈ H1, and(e 6.6)

[L]|β(P1) = 0,(e 6.7)

where tr is the tracial state of Mn. Then there exists a unital G0-ε-multiplicative
completely positive linear map ψ : A⊗ C(T)→ Mk such that u = ψ(1⊗ z) is a
unitary,

uψ(a⊗ 1) = ψ(a⊗ 1)u for all a ∈ A(e 6.8)

[L]|P = [ψ]|P and,(e 6.9)

|tr ◦ L(h)− tr ◦ ψ(h)| < σ for all h ∈ H.(e 6.10)

Proof. Let H and σ, ε and G0 be given. It is clear that, without loss of
generality, we may assume that H ⊂ (A⊗ C(T))1s.a.. By writing h = h+ − h−,
where h+ = (|h|+h)/2 and h− = (|h|−h)/2, and choose a smaller σ, to simplify
notation, without loss of generality, we may assume that H ⊂ (A⊗C(T))1+ \{0}.
We may also assume that

G0 = {g ⊗ f : g ∈ G0A and f ∈ G1T },

where 1A ⊂ G0A ⊂ A and G1T ⊂ C(T) are finite subsets. To simplify matters
further, we may assume, without loss of generality, that G1T = {1C(T), z}, where
z ∈ C(T) is the standard unitary generator.

We may assume that G0A is sufficiently large and ε is sufficiently small that
for any unital G0-ε-multiplicative completely positive linear map L, [L]|P is
well defined, any unital G0A-ε-multiplicative completely positive linear map Φ
from A, [Φ]|P0

is well defined, and for any unital G0-ε-multiplicative completely
positive linear maps L1 and L2 with

L1 ≈ε L2 on G0,

we have
[L1]|P = [L2]|P,

and, furthermore, for any unital G0A-ε-multiplicative completely positive linear
maps Φ1 and Φ2 (from A) with

Φ1 ≈ε Φ2 on G0A,
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we have

[Φ1]|P0 = [Φ2]|P0 .

There is δ0 > 0 satisfying the following condition: if L′, L′′ : A ⊗ C(T) → C
(for any unital C∗-algebra C) are unital G0-δ0-multiplicative completely positive
linear maps such that ‖L′(a)−L′′(a)‖ < δ0 for all a ∈ G0, then ‖L′(h)−L′′(h)‖ <
σ/4 for all h ∈ H.

Let n be an integer such that 1/n < σ/2. Note that A ⊗ C(T) ∈ Ds. Put
ε0 = min{σ/2, ε/2, δ0/2}.

Let δ > 0, σ0 > 0 (in place of σ) G ⊂ A⊗ C(T), and H1 ⊂ A ⊗ C(T)1+ \ {0}
(in place of H2) be the constants and finite subsets provided by Lemma 5.6 for
A ⊗ C(T) (in place of A), ε0 (in place of ε), G0 (in place of F), H (in place
of H1), and ∆. Without loss of generality, we may assume that δ < ε, and by
choosing larger a G if necessary, we may assume that G0 ⊂ G. Now suppose that
L : A ⊗ C(T) → Mk satisfies the assumption for the above δ, G, and H1. In
particular, [L]|P is well defined. It follows from Lemma 5.6 (for L1 = L2 = L)
that there is a projection e0 ∈ Mk and a unital G0-ε0-multiplicative completely
positive linear map ψ0 : A ⊗ C(T) → e0Mke0 and a unital homomorphism
ψ1 : A⊗ C(T)→ (1− e0)Mk(1− e0) such that

tr(e0) < 1/n < σ,(e 6.11)

‖L(a)− ψ0(a)⊕ ψ1(a)‖ < ε0 for all a ∈ G0.(e 6.12)

Define ψ : A⊗C(T)→Mk by ψ(a) = ψ0(a)⊕ψ1(a) for all a ∈ A (see 2.26) and
ψ(1 ⊗ z) = e0 ⊕ ψ1(1 ⊗ z). Put u = ψ(1 ⊗ z). Consider Φ1(a) = L(a ⊗ 1) and
Φ2(a) = ψ(a⊗ 1). Then, by (e 6.12) and the choices of G0 and ε,

[L]|P0 = [ψ]|P0 .(e 6.13)

On the other hand, define Ψ0 : A⊗C(T)→ e0Mke0 by Ψ0(a⊗f) = ψ0(a)(f(1)e0)
for all a ∈ A and f ∈ C(T) (and where 1 is the point on the unit circle). Then

[ψ]|β(P1) = [Ψ0]|β(P1) + [ψ1]|β(P1).

Since Ψ0(1⊗ z) = e0, one concludes that [Ψ0]|β(P1) = 0. On the other hand, ψ1

is a homomorphism from A ⊗ C(T) into Mk, and so [ψ1]|β(P1) = 0 (this also
follows from the first part of Lemma 6.1). Thus, by (e 6.7) and (e 6.13),

[L]|P = [L]|P0∪β(P1) = [ψ]|P.

Since H ⊂ G0 and ε0 < σ, by (e 6.12) and (e 6.11), the inequality (e 6.10) also
holds. �
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Definition 6.3. Let A be a unital C∗-algebra, let X be a compact metric
space, and let B = A⊗C(X). We identify B with C(X,A). Let b ∈ C(X,A)1+ \
{0}. Choose x0 ∈ X such that ‖b(x0)‖ > 0 and choose ε = ‖b(x0)‖/4. Then
b(x0) > b(x0) − ε > 0. Since b ∈ C(X,A)+, there exists a neighborhood N(x0)
of X such that b(x) > b(x0) − ε. Choose f ∈ C(X)+ with 0 ≤ f ≤ 1 such that
its support lies in N(x0). Then b(x) > (b(x0)− ε)⊗ f. Note (b(x0)− ε)⊗ f ≥ 0.

Let ∆ : (A⊗ C(X))q,1+ → (0, 1) be an order preserving map. Then,

∆0(ĥ) = sup{∆(ĥ1 ⊗ h2) : h1 ⊗ h2 ≤ h, h1 ∈ A1
+ \ {0}, h2 ∈ C(X)1+ \ {0}} > 0

for any h ∈ (A⊗ C(X))1+ \ {0}. Note if h ≥ h′, then

∆0(ĥ) ≥ ∆0(ĥ′).

In other words, ∆0 : (A⊗ C(X))q,1+ → (0, 1) is an order preserving map. More-

over, ∆0(ĥ) ≤ ∆(ĥ) for all h ∈ (A ⊗ C(X))1+ \ {0}. If h = h1 ⊗ h2 for some

h1 ∈ A1
+ \ {0} and h2 ∈ C(X)1+ \ {0}, then ∆0(ĥ) = ∆(ĥ).

Lemma 6.4. Let A ∈ Ds be a unital C∗-algebra and let ∆ : (A⊗C(T))q,1+ \{0} →
(0, 1) be an order preserving map. Let ε > 0 and let F ⊂ A be a finite subset.
There exist a finite subset H1 ⊂ A1

+ \ {0}, a finite subset H2 ⊂ C(T)1+ \ {0},
a finite subset G ⊂ A, δ > 0 and a finite subset P ⊂ K(A) such that, if L :
A⊗C(T)→Mk (for some integer k ≥ 1) is a unital G′-δ-multiplicative completely
positive linear map where G′ = {g ⊗ f : g ∈ G, f = {1, z, z∗}}, and u ∈ Mk is a
unitary such that

‖L(1⊗ z)− u‖ < δ,(e 6.14)

[L]|β(P) = 0 and(e 6.15)

tr ◦ L(h1 ⊗ h2) ≥ ∆(ĥ1 ⊗ h2)(e 6.16)

for all h1 ∈ H1 and h2 ∈ H2, where tr is the tracial state of Mk, then there exists
a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂ Mk with u0 = u and u1 = 1
such that

‖L(f ⊗ 1)ut − utL(f ⊗ 1)‖ < ε for all f ∈ F(e 6.17)

and t ∈ [0, 1]. Moreover, {ut} can be chosen such that

length({ut}) ≤ π + ε.(e 6.18)

Proof. Let ∆0 be as associated with ∆ in Definition 6.3. Let ∆1 = (1/2)∆0,
let F0 = {f ⊗ 1 : 1 ⊗ z : f ∈ F} and let B = A ⊗ C(T). Then B ∈ D̄s. Let
H′ ⊂ B1

+ \ {0} (in place of H1), H0 ⊂ Bs.a. (in place of H2), σ0 > 0 (in place of
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σ), G1 ⊂ A⊗C(T) (in place of G), δ1 > 0 (in place of δ), and P′ ⊂ K(B) (in place
of P) be the finite sets and constants provided by Theorem 5.8 (for B instead of
A) for ε/16 (in place of ε), F0 (in place of F), and ∆1. It is clear that, without
loss of generality, we may assume that every element of H0 has norm no more
than 1. If h ∈ H0, then one may write h = h+ − h−, where h+, h− ∈ B+ and
‖h+‖, ‖h−‖ ≤ 1. Therefore, choosing σ0 even smaller, without loss of generality,
we may assume that H0 ⊂ B1

+ \ {0}. Since the elements of the form
∑m
i=1 αiai,

where αi ≥ 0, and ai = a(i) ⊗ b(i) with ai ∈ A1
+ and bi ∈ C(T)1+, are dense

in B1
+, choosing an even smaller σ0, without loss of generality, we may further

assume that H0 = {h1⊗h2 : h1 ∈ H′1 and h2 ∈ H′2}, where H′1 ⊂ A1
+ \ {0} and

H′2 ⊂ C(T)1+ \ {0} are finite subsets. Similarly, choosing even smaller σ0 and δ1,
we may assume that G1 = {g ⊗ f : g ∈ G′1 and f ∈ {1, z, z∗}} for some finite

subset G′ ⊂ A.
By the definition of ∆0 (see 6.3), for each h ∈ H′, there exist ah ∈ A1

+ \ {0}
and bh ∈ C(X)1+ \ {0} such that ĥ ≥ âh ⊗ bh and

∆0(ĥ) ≤ (16/15)∆(âh ⊗ bh).(e 6.19)

Choose finite subsets HA ⊂ A1
+ \ {0} and HT ⊂ C(T)1+ \ {0} such that, for each

h ∈ H′, there are ah ∈ HA and bh ∈ HT such that (e 6.19) holds for the triple
h, ah and bh. Put H′′ = {a⊗ b : a ∈ HA and b ∈ HT }. Replacing both H′1 and
HA by H′1 ∪HA, and both H′2 and HT by H′2 ∪HA, without loss of generality,
we may assume that H0 = H′′. Let

σ = (1/4) min{min{∆1(ĥ) : h ∈ H′}, σ0}.(e 6.20)

Without loss of generality, we may assume that

P′ = P0 t P1,(e 6.21)

where P0 ⊂ K(A) and P1 ⊂ β(K(A)) are finite subsets. Let P ⊂ K(A) be a
finite subset such that β(P) = P1.

Let δ2 > 0 (in place of δ) with δ2 < ε/16, the finite subset G2 ⊂ A⊗C(T) (in
place of G), and the finite subset H3 ⊂ (A ⊗ C(T))1+ \ {0} (in place of H1) be
as provided by Lemma 6.2 for σ, (3/4)∆0 (in place of ∆), H′′ (in place of H),
min{ε/16, δ1/2} (in place of ε), G1 (in place of G0), and P0 and P (in place of P0

and P1). Choosing a smaller δ2, we may also assume that

G2 = {g ⊗ f : g ∈ G′2 and f ∈ {1, z, z∗}}

for a finite set G′2 ⊂ A. Let

H′3 = {h1 ⊗ h2 : h1 ∈ H4 and h2 ∈ H5}

for finite subsets H4 ⊂ A1
+ \ {0} and H5 ⊂ C(T)1+ \ {0} be such that, if h ∈ H3,

then there are ah ∈ H4 and bh ∈ H5 such that ĥ ≥ âh ⊗ bh and

∆0(ĥ) ≤ (16/15)∆(âh ⊗ bh).(e 6.22)



A classification of finite simple amenable Z-stable C∗-algebras, I 159

Let G = F ∪ G′1 ∪ G′2, δ = min{δ1/2, δ2/2, ε/16}, H1 = HA ∪ H4, and H2 =
HT ∪H5.

Now suppose that one has a unital completely positive linear map L : A ⊗
C(T) → Mk and a unitary u ∈ Mk satisfying the assumptions ((e 6.14) to
(e 6.16)) with the above H1, H2, G, P, δ and σ. In particular, by (e 6.22) and by
the assumption (e 6.16), if h ∈ H3, there are ah ∈ H4 ⊂ H1 and bh ∈ H5 ⊂ H2

such that

tr(L(ĥ))) ≥ tr(L(âh ⊗ bh)) ≥ ∆(âh ⊗ bh) ≥ (15/16)∆0(ĥ) ≥ (3/4)∆0(ĥ).

It follows from Lemma 6.2 (on using also (e 6.15)) that there is a unital G1-
min{ε/16, δ1/2}-multiplicative completely positive linear map ψ : A ⊗ C(T) →
Mk such that w = ψ(1⊗ z) is a unitary,

wψ(g ⊗ 1) = ψ(g ⊗ 1)w for all g ∈ A,(e 6.23)

[ψ]|P′ = [L]|P′ , and(e 6.24)

|tr ◦ L(g)− tr ◦ ψ(g)| < σ for all g ∈ H′′.(e 6.25)

It follows that, for h ∈ H′′, there are ah ∈ HA and bh ∈ HT such that h = ah⊗bh
and (by (e 6.16)),

tr ◦ ψ(h) ≥ tr ◦ L(h)− σ = tr(L(ah ⊗ bh))− σ(e 6.26)

≥ ∆(âh ⊗ bh)− σ ≥ (3/4)∆(âh ⊗ bh) = (3/4)∆(ĥ).(e 6.27)

If h ∈ H′, there is h′ ∈ H′′ such that h ≥ h′ and

(15/16)∆0(ĥ) ≤ ∆(ĥ′)(e 6.28)

(see (e 6.22)). It follows that

tr ◦ ψ(h) ≥ tr ◦ ψ(h′) ≥ (3/4)∆(ĥ′)(e 6.29)

≥ (3/4)(15/16)∆0(ĥ) ≥ ∆1(ĥ) for all h ∈ H′.(e 6.30)

Note that we have assumed that H0 = H′′. Combining (e 6.24), (e 6.30), and
(e 6.25), and applying Theorem 5.8, one obtains a unitary U ∈Mk such that

‖AdU ◦ ψ(f)− L(f)‖ < ε/16 for all f ∈ F0.(e 6.31)

Let w1 = AdU ◦ ϕ(1⊗ z). Then

‖u− w1‖ ≤ ‖u− L(1⊗ z)‖+ ‖L(1⊗ z)−AdU ◦ ψ(1⊗ z)‖(e 6.32)

< δ + ε/16 < ε/8.(e 6.33)
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Thus there is h ∈ (Mk)s.a. with ‖h‖ < επ/8 such that uw∗1 = exp(ih). It follows
that there is a continuous path of unitaries {ut ∈ [0, 1/2]} ⊂Mk such that

‖ut − u‖ < ε/8, ‖ut − w1‖ < ε/8, u0 = u, u1/2 = w1,(e 6.34)

and length({ut : t ∈ [0, 1/2]}) < επ/8.(e 6.35)

It follows from Lemma 6.1 that there exists a continuous path of unitaries {ut :
t ∈ [1/2, 1]} ⊂Mk such that

u1/2 = w1, u1 = 1 and ut(AdU ◦ ψ(f ⊗ 1)) = (AdU ◦ ψ(f ⊗ 1))ut

for all t ∈ [1/2, 1] and f ∈ A⊗ 1. Moreover, we may assume that

length({ut : t ∈ [1/2, 1]}) ≤ π.(e 6.36)

It follows that

length({ut : t ∈ [0, 1]}) ≤ π + επ/6.(e 6.37)

Furthermore,

‖utL(f ⊗ 1)− L(f ⊗ 1)ut‖ < ε for all f ∈ F(e 6.38)

and t ∈ [0, 1]. �

Lemma 6.5. Let A ∈ D̄s be a unital C∗-algebra, let ε > 0 and let F ⊂ A be
a finite subset. Let H1 ⊂ A1

+ \ {0} and let H2 ⊂ C(T)1+ \ {0} be finite subsets.

For any order preserving map ∆ : Aq,1+ \ {0} → (0, 1), there exists a finite subset
G ⊂ A, a finite subset H′1 ⊂ A1

+\{0}, and δ > 0 satisfying the following condition:
for any unital G-δ-multiplicative completely positive linear map ϕ : A→Mk (for
some integer k ≥ 1) and any unitary u ∈Mk such that

‖uϕ(g)− ϕ(g)u‖ < δ for all g ∈ G and(e 6.39)

tr ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H′1,(e 6.40)

there exists a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂Mk such that

u0 = u, u1 = w, ‖utϕ(f)− ϕ(f)ut‖ < ε for all f ∈ F and t ∈ [0, 1],

and tr ◦ L(h1 ⊗ h2) ≥ ∆(ĥ1)τm(h2)/4

for all h1 ∈ H1 and h2 ∈ H2, where L : A ⊗ C(T) → Mk is a unital F1-ε-
multiplicative completely positive linear map such that

‖L(f ⊗ 1C(T))− ϕ(f)‖ < ε for all f ∈ F, and ‖L(1⊗ z)− w‖ < ε,

and τm is the tracial state on C(T) induced by the Lebesgue measure on the
circle, where F1 = {f ⊗ g : f ∈ F ∪ {1}, g ∈ {1C(T), z, z

∗}}. Moreover, {ut} can
be chosen such that

length({ut}) ≤ 2π + ε.(e 6.41)
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Proof. Without loss of generality, we may assume that F is in the unit ball
of A and if f ∈ F, then f∗ ∈ F.

There exists an integer n ≥ 1 such that

(1/n)
n∑
j=1

f(eθ+j2πi/n) ≥ (63/64)τm(f)(e 6.42)

for all f ∈ H2 and for any θ ∈ [−π, π]. We may also assume that 16π/n < ε.
Let

σ1 = (1/210) inf{∆(ĥ) : h ∈ H1} · inf{τm(g) : g ∈ H2}.

Let H1a ⊂ A1
+ \ {0} (in place of H2) be a finite subset as provided by Corollary

4.13 for min{ε/32, σ1/16} (in place of ε), F ∪H1 (in place of F), H1 (in place of
H), (1− 1/212)∆ (in place of ∆), σ1/16 (in place of σ), and the integer n (and
for A).

Put H′1 = H1a∪H1. Put σ = (1/210) inf{∆(ĥ) : h ∈ H′1}·inf{τm(g) : g ∈ H2}.
Note that A⊗C(T) is a subhomogeneous C∗-algebra. Let F′ = {f⊗1C(T), f⊗z :
f ∈ F ∪H′1}. Let δ1 > 0 (in place of δ) and G1 ⊂ A⊗C(T) (in place of G) be as
provided by Lemma 5.4 for ε0 := min{ε/64, σ/16} (in place of ε), F′ (in place of
F), and σ/16 (in place of σ0). Choosing a smaller δ1 if necessary, without loss
of generality, one may assume that, for a finite set G2 ⊂ A,

G1 = {g ⊗ 1, 1⊗ z : g ∈ G2}.

We may also assume that if g ∈ G2, then g∗ ∈ G2. Put

H′ = {h1 ⊗ h2, h1 ⊗ 1, 1⊗ h2 : h1 ∈ H′1 and h2 ∈ H2}.

Let G3 = G2 ∪ H′1. To simplify notation, without loss of generality, let us
assume that G3 is in the unit ball of A and F′ is in the unit ball of A ⊗ C(T),
respectively. Let δ2 = min{ε/64, δ1/2, σ/16}.

Let G4 ⊂ A be a finite subset (in place of G) and let δ3 (in place of δ) be a
positive number as provided by 2.13 for G3 (in place of F0), F′ (in place of F),
and δ2 (in place of ε).

Let G = G4 ∪ G3 ∪ F and δ = min{δ1/4, δ2/2, δ3/2}. Now let ϕ : A → Mk be
a unital G-δ-multiplicative completely positive linear map, and let u ∈ Mk be a
unitary such that (e 6.39) and (e 6.40) hold for the above δ, G, and H′1.

By Lemma 2.13, there exists a unital G3-δ2-multiplicative completely positive
linear map L1 : A⊗ C(T)→Mk such that

‖L1(g ⊗ 1C(T))− ϕ(g)‖ < δ2 for all g ∈ G3 and ‖L1(1⊗ z)− u‖ < δ2.

Then

tr ◦ L1(h⊗ 1) ≥ tr ◦ ϕ(h)− δ2(e 6.43)

≥ ∆(ĥ)− σ/16 ≥ (1− 1/214)∆(ĥ)(e 6.44)
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for all h ∈ H′1. It follows from Lemma 5.4 that there exist a projection p ∈ Mk

and a unital homomorphism ψ : A⊗ C(T)→ pMkp such that

‖pL1(f)− L1(f)p‖ < ε0 for all f ∈ F′,(e 6.45)

‖L1(f)− ((1− p)L1(f)(1− p) + ψ(f))‖ < ε0 for all f ∈ F′,(e 6.46)

and tr(1− p) < σ/16.(e 6.47)

Note that pMkp ∼= Mm for some m ≤ k. It follows from (e 6.44), (e 6.46), and
(e 6.47) that

tr′ ◦ ψ(h) ≥ tr ◦ ψ(h) ≥ (1− 1/214)∆(ĥ)− σ/16− σ/16 ≥ (1− 1/212)∆(ĥ)

for all h ∈ H′1, where tr′ is the normalized trace on pMkp ∼= Mm. It follows from
6.1 that there is a continuous path of unitaries {ut : t ∈ [1/4, 1/2]} ⊂ pMkp such
that u1/4 = ψ(1⊗ z), u1/2 = p, and

utψ(f ⊗ 1C(T)) = ψ(f ⊗ 1C(T))ut for all f ∈ A and for all t ∈ [1/4, 1/2],

and length({ut : t ∈ [1/4, 1/2]}) ≤ π.
By Corollary 4.13, there are mutually orthogonal projections e0, e1, e2, ..., en ∈

pMkp such that e1, e2, ..., en are mutually equivalent and
∑n
i=0 ei = p, and there

are unital homomorphisms ψ0 : A→ e0Mke0 and ψ1 : A→ e1Mke1 such that

tr′(e0) < σ1/16 and(e 6.48)

‖ψ(f ⊗ 1C(T))− (ψ0(f) ⊕ diag(

n︷ ︸︸ ︷
ψ1(f ⊗ 1C(T)), ..., ψ1(f ⊗ 1C(T))))‖

< min{ε/32, σ1/16}

for all f ∈ F ∪H1, where we identify (
∑n
i=1 ei)Mk(

∑n
i=1 ei) with Mn(e1Mke1)

(using the convention introduced in 2.26). Moreover,

tr′(ψ1(h⊗ 1)) ≥ (1− 1/212)∆(ĥ)/2n for all h ∈ H1.(e 6.49)

Note this implies that, by (e 6.47),

tr(ψ1(h⊗ 1)) ≥ (1− σ/16)(1− 1/212)∆(ĥ)/2n for all h ∈ H1.(e 6.50)

Let w0,j = exp(i(2πj/n))ej , j = 1, 2, ..., n. Define

w00 :=
n∑
j=1

w0,j = diag(w0,1, w0,2, ..., w0,n),
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and define

w′0 = e0 ⊕ w00 = e0 ⊕ diag(w0,1, w0,2, ..., w0,n).(e 6.51)

Then w′0 commutes with ψ0(f⊗1C(T)) ⊕ diag(ψ1(f⊗1C(T)),
ψ1(f⊗1C(T)), ..., ψ1(f⊗1C(T))) for all f ∈ A. As in 6.1, there exists a contin-
uous path {ut : t ∈ [1/2, 1]} ⊂ pMkp such that u1/2 = p, u1 = w′0 and ut
commutes with ψ0(f) ⊕ diag(ψ1(f), ψ1(f), ..., ψ1(f)) for all f ∈ A, and more-
over, length({ut : t ∈ [1/2, 1]} ≤ π.

There is a unitary w′′0 ∈ (1− p)Mk(1− p) such that (see (??) and (e 6.45))

‖w′′0 − (1− p)L1(1⊗ z)(1− p)‖ < ε/16.(e 6.52)

For f ∈ F, by (e 6.52), (e 6.45), and the fact that L1 is G3-δ2 multiplicative,

w′′0 (1− p)L1(f ⊗ 1C(T))(1− p)

≈ε/16 (1− p)L1(1⊗ z)(1− p)L1(f ⊗ 1C(T))(1− p)(e 6.53)

≈ε0 (1− p)L1(1⊗ z)L1(f ⊗ 1C(T))(1− p)(e 6.54)

≈δ2 (1− p)L1((f ⊗ 1C(T))(1⊗ z))(1− p)(e 6.55)

≈δ2 (1− p)L1(f ⊗ 1C(T))L1(1⊗ z))(1− p)(e 6.56)

≈ε0 (1− p)L1(f ⊗ 1C(T))(1− p)(1− p)L1(1⊗ z))(1− p)(e 6.57)

≈ε/16 (1− p)L1(f ⊗ 1C(T))(1− p)w′′0 .(e 6.58)

In other words, for all f ∈ F,

‖w′′0 (1− p)L1(f ⊗ 1C(T))(1− p)− (1− p)L1(f ⊗ 1C(T))(1− p)w′′0‖

< ε/16 + 2ε0 + 2δ2 + ε/16 < ε/16 + ε/32 + ε/32 + ε/16 = 3ε/16.(e 6.59)

Note also, by (??) and (e 6.46),

‖ϕ(f)− ((1− p)L1(f ⊗ 1C(T))(1− p) + ψ(f ⊗ 1C(T)))‖

< δ2 + ε0 < ε/32 for all f ∈ F.(e 6.60)

Put u′0 = w′′0 ⊕ ψ(1⊗ z). Then u′0 is a unitary and

‖u− u′0‖ ≤ ‖u− L1(1⊗ z)‖+ ‖L1(1⊗ z)− u′0‖(e 6.61)

≤ δ2 + ε/16 < ε/8.(e 6.62)

As above, we obtain a continuous path of unitaries {wt ∈ [0, 1/4]} ⊂ Mk such
that w0 = u and w1/4 = u′0 and cel({wt : t ∈ [0, 1/4]}) < 2 arcsin(ε/16). Define
wt = w′′0 ⊕ ut for t ∈ [1/4, 1]. Then w1/4 = w′′0 ⊕ ψ(1 ⊗ z) = u′0, w1 = w′′0 ⊕ w′0.
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From the construction, {wt : t ∈ [0, 1]} is a continuous path of unitaries in Mk

such that

w0 = u, w1 = w′′0 ⊕ w′0 and cel({wt : t ∈ [0, 1]}) ≤ 2π + ε.(e 6.63)

By (e 6.39) and the choice of δ, for t ∈ [0, 1/4] and f ∈ F,

‖wtϕ(f)− ϕ(f)wt‖ < ε for all f ∈ F.(e 6.64)

For t ∈ [1/4, 1/2], by (e 6.60) and by (e 6.59), for all f ∈ F,

wtϕ(f) = (w′′0 ⊕ ut)ϕ(f)

≈ε/32 (w′′0 ⊕ ut)((1− p)L1(f ⊗ 1C(T))(1− p)⊕ ψ(f ⊗ 1C(T)))

≈3ε/16 ((1− p)L1(f ⊗ 1C(T))(1− p)⊕ ψ(f ⊗ 1C(T)))(w
′′
0 ⊕ ut)

≈ε/32 ϕ(f)wt.

Similarly, since ut commutes with ψ0(f)⊕ diag(ψ1(f), ψ1(f), ..., ψ1(f)) for all
f ∈ A, one also has, for t ∈ [1/2, 1],

‖wtϕ(f)− ϕ(f)wt‖ < ε for all f ∈ F.(e 6.65)

Therefore, (e 6.65) holds for all t ∈ [0, 1]. Define L : A⊗ C(T)→Mk by

L(a⊗ f) = (1− p)L1(a⊗ f)(1− p)

⊕(diag(ψ0(a⊗1C(T)),

n︷ ︸︸ ︷
ψ1(a⊗1C(T)), ..., ψ1(a⊗1C(T)))f(w′0))

for all a ∈ A and f ∈ C(T). Then

‖L(f ⊗ 1)− ϕ(f)‖ < ε for all f ∈ F.(e 6.66)

Moreover (see 2.26),

L(1⊗ z) = (1− p)L1(1⊗ z)(1− p)⊕ (diag(ψ0(1),

n︷ ︸︸ ︷
ψ1(1), ..., ψ1(1))(w′0))

= (1− p)L1(1⊗ z)(1− p)⊕ pw′0 ≈ε/16 w
′′
0 ⊕ w′0 = w1.(e 6.67)

One then verifies that L is F1-ε-multiplicative, where F1 = {f ⊗ g : f ∈ F ∪
{1}, g ∈ {1C(T), z, z

∗}}.
In the next few lines, for h1 ∈ A+ and h2 ∈ C(T)+, we write h′1 := h1 ⊗

1C(T) and h′2 := 1 ⊗ h2. Also, we view h2 as a positive function on T. Recall
that w0,j = exp(i(2πj/n))ej is a scalar multiple of ej . Therefore, the element
h2(w0,j) = h2(ei2πj/n)ej is also a scalar multiple of ej . Moreover, h2(w00) may



A classification of finite simple amenable Z-stable C∗-algebras, I 165

be written as diag(h2(ei2π/n), h2(ei2π2/n), ..., h2(ei2πn/n)). Finally, we estimate,
for for all h1 ∈ H1 and h2 ∈ H2, keeping in mind of 2.26, by (e 6.51),

tr ◦ L(h1 ⊗ h2) ≥ tr(ψ0(h′1)) + tr(diag(

n︷ ︸︸ ︷
ψ1(h′1), ..., ψ1(h′1))h2(w00))

≥ tr(diag(

n︷ ︸︸ ︷
ψ1(h′1), ..., ψ1(h′1))h2(w00))

=
n∑
j=1

tr(ψ1(h′1)h2(ei2πj/n)) =
n∑
j=1

tr(ψ1(h′1))(h2(ei2πj/n))

≥ ((1− σ2/16)(1− 1/212)∆(ĥ)/3n)(
n∑
j=1

h2(ei2πj/n))

(by (e 6.50))

≥ (1− 1/210)∆(ĥ1)(63/64)τm(h2)/3 ≥ ∆(ĥ1) · τm(h2)/4

(by (e 6.42))

�

Definition 6.6. Let A be a unital C∗-algebra with T (A) 6= ∅ and let ∆ :
Aq,1+ \ {0} → (0, 1) be an order preserving map. Let τm : C(T)→ C denote the

tracial state given by normalized Lebesgue measure. Define ∆1 : (A⊗C(T))q,1+ \
{0} → (0, 1) by

∆1(ĥ) =

sup{∆(h1)τm(h2)

4
: ĥ ≥ ĥ1 ⊗ h2, h1 ∈ A+ \ {0}, h2 ∈ C(T)+ \ {0}}.

Lemma 6.7. Let A ∈ D̄s be a unital C∗-algebra. Let ∆ : Aq,1+ \ {0} → (0, 1) be
an order preserving map. For any ε > 0 and any finite subset F ⊂ A, there exists
a finite subset H ⊂ A1

+ \ {0}, δ > 0, a finite subset G ⊂ A, and a finite subset
P ⊂ K(A) satisfying the following condition: For any unital G-δ-multiplicative
completely positive linear map ϕ : A → Mk (for some integer k ≥ 1), and any
unitary v ∈Mk, such that

tr ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H,(e 6.68)

‖ϕ(g)v − vϕ(g)‖ < δ for all g ∈ G, and(e 6.69)

Bott(ϕ, v)|P = 0,(e 6.70)

there exists a continuous path of unitaries {ut : t ∈ [0, 1]} ⊂Mk such that

u0 = v, u1 = 1, and ‖ϕ(f)ut − utϕ(f)‖ < ε(e 6.71)
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for all t ∈ [0, 1] and f ∈ F, and, moreover,

length({ut}) ≤ 2π + ε.(e 6.72)

Proof. Let ∆1 be as in Definition 6.6 (associated with the given ∆). Let
H1 ⊂ A1

+\{0} and H2 ⊂ C(T)1+\{0} and G1 ⊂ A (in place of G), and P ⊂ K(A),
be finite subsets and δ1 > 0 (in place of δ) the constant, as provided by 6.4 for
ε/4 (in place of ε), F and ∆1. We may assume that 1 ∈ F. Without loss of
generality, we may assume that (δ1,G1,P) is a KL-triple (see 2.12) Moreover,
we may assume that δ1 < δP and G1 ⊃ FP (see 2.14).

Let G2 ⊂ A (in place of G) and H′1 ⊂ A1
+ \ {0} denote the finite subsets, and

δ2 > 0 (in place of δ) the constant, provided by Lemma 6.5 for min{ε/16, δ1/2}
(in place of ε), G1 ∪ F (in place of F), and H1 and H2 as well as ∆. Let G =
G2 ∪ G1∪F, let H = H′1, and let δ = min{δ2, ε/16}.

Now suppose that ϕ : A → Mk is a unital G-δ-multiplicative completely
positive linear map and u ∈ Mk is a unitary which satisfy the assumptions (in
particular, (e 6.68), (e 6.69), and (e 6.70) hold) for the above H, δ, G, and P.

Applying Lemma 6.5, one obtains a continuous path of unitaries {ut : t ∈
[0, 1/2]} ⊂Mk such that

u0 = u, u1 = w, ‖utϕ(g)− ϕ(g)ut‖ < min{δ1, ε/4}(e 6.73)

for all g ∈ G1∪F and t ∈ [0, 1/2]. Moreover, there is a unital G′-min{δ1/2, ε/16}-
multiplicative completely positive linear map L : A ⊗ C(T) → Mk, where G′ =
{g ⊗ f : g ∈ G1 ∪ F and g ∈ {1C(T), z, z

∗}}, such that

‖L(g ⊗ 1)− ϕ(g)‖ < min{δ1/2, ε/16} for all g ∈ G1 ∪ F,(e 6.74)

‖L(1⊗ z)− w‖ < min{δ1/2, ε/16},(e 6.75)

and tr ◦ L(h1 ⊗ h2) ≥ ∆(h1)τm(h2)/4(e 6.76)

for all h1 ∈ H1 and h2 ∈ H2. Furthermore,

length({ut : t ∈ [0, 1/2]}) ≤ π + ε/16.(e 6.77)

Note that (see 2.14)

[L]|β(P) = Bott(ϕ,w)|P = Bott(ϕ, u)|P = 0.(e 6.78)

By (e 6.74), (e 6.75), (e 6.78), and (e 6.76), applying Lemma 6.4, one obtains
a continuous path of unitaries {ut ∈ [1/2, 1]} ⊂Mk such that

u1/2 = w, u1 = 1, ‖utϕ(f)− ϕ(f)ut‖ < ε/4 for all f ∈ F,(e 6.79)

and length({ut : t ∈ [1/2, 1]}) ≤ π + ε/4.(e 6.80)

Therefore, {ut : t ∈ [0, 1]} ⊂ Mk is a continuous path of unitaries in Mk with
u0 = u and u1 = 1 such that

‖utϕ(f)− ϕ(f)ut‖ < ε for all f ∈ F and length({ut : t ∈ [0, 1]}) ≤ 2π + ε.

�



A classification of finite simple amenable Z-stable C∗-algebras, I 167

7. An Existence Theorem for Bott Maps

Lemma 7.1. Let A be a unital amenable separable residually finite dimensional
C∗-algebra which satisfies the UCT, let G = Zr ⊕ Tor(G) ⊂ K0(A) be a finitely
generated subgroup with [1A] ∈ G, and let J0, J1 ≥ 0 be integers.

For any δ > 0, any finite subset G ⊂ A, and any finite subset P ⊂ K(A)
with [1A] ∈ P and P ∩K0(A) ⊂ G, there exist integers N0, N1, ..., Nk and unital
homomorphisms hj : A→MNj , j = 1, 2, ..., k, satisfying the following condition:

For any κ ∈ HomΛ(K(A),K(K)), with |κ([1A])| ≤ J1 (note that K0(K) = Z)
and

J0 = max{|κ(gi)| : gi = (

i−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈ Zr : 1 ≤ i ≤ r},(e 7.1)

there exists a unital G-δ-multiplicative completely positive linear map Φ : A →
MN0+κ([1A]) such that

[Φ]|P = (κ+ [h1] + [h2] + · · ·+ [hk])|P.(e 7.2)

(Note that, as Φ is unital, N0 =
∑k
i=1Ni. The notation J0 is for later use.)

Proof. It follows from 6.1.11 of [63] (see also [60] and [21]) that, for each such
κ, there is a unital G-δ-multiplicative completely positive linear map Lκ : A →
Mn(κ) (for some integer n(κ) ≥ 1) such that

[Lκ]|P = (κ+ [hκ])|P,(e 7.3)

where hκ : A → MNκ is a unital homomorphism. There are only finitely many
different κ|P such that (e 7.1) holds and |κ([1A])| ≤ J1, say κ1, κ2, ..., κk. Set hi =
hκi , i = 1, 2, ..., k. Let Ni = Nκi , i = 1, 2, ...,k. Note that Ni = κi([1A]) + n(κi),
i = 1, 2, ..., k. Define

N0 =
k∑
i=1

Ni.

If κ = κi, the map Φ : A→MN0+κ([1A]) defined by

Φ = Lκi +
∑
j 6=i

hj

satisfies the requirements. �

Lemma 7.2. Let A be a unital C∗-algebra as in 7.1 and let G = Zr ⊕ Tor(G)
with [1A] ∈ G be also as in 7.1. There exist Λi ≥ 0, i = 1, 2, ..., r, such that
the following statement holds: For any δ > 0, any finite subset G ⊂ A, and any
finite subset P ⊂ K(A) with [1A] ∈ P and P ∩K0(A) ⊂ G, there exist integers
N(δ,G,P, i) ≥ 1, i = 1, 2, ..., r, satisfying the following condition:
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Let κ ∈ HomΛ(K(A),K(K)) and Si = κ(gi), where gi = (

i−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈

Zr. There exist a unital G-δ-multiplicative completely positive linear map L :
A→MN1

and a homomorphism h : A→MN1
such that

[L]|P = (κ+ [h])|P,(e 7.4)

where N1 =
∑r
i=1(N(δ,G,P, i) + sign(Si) · Λi) · |Si|.

Proof. Let ψ+
i : G → Z be the homomorphism defined by ψ+

i (gi) = 1,
ψ+
i (gj) = 0 if j 6= i, and ψ+

i |Tor(G) = 0, and similarly let ψ−i (gi) = −1, ψ−i (gj) =

0 if j 6= i, and ψ−i |Tor(G) = 0, i = 1, 2, ..., r. Note that ψ−i = −ψ+
i , i = 1, 2, ..., r.

Let Λi = |ψ+
i ([1A])|, i = 1, 2, ..., r.

Let κ+
i , κ

−
i ∈ HomΛ(K(A),K(K)) be such that κ+

i |G = ψ+
i and κ−i |G = ψ−i ,

i = 1, 2, ..., r. Let N0(i) ≥ 1 (in place of N0) be as provided by 7.1 for δ, G,
J0 = 1, and J1 = Λi. Define N(δ,G,P, i) = N0(i), i = 1, 2, ..., r.

Let κ ∈ HomΛ(K(A),K(K)). Then κ|G =
∑r
i=1 Siψ

+
i , where Si = κ(gi), i =

1, 2, ..., r. Applying Lemma 7.1, one obtains unital G-δ-multiplicative completely
positive linear maps L±i : A → MN0(i)+κ±i ([1A]) and homomorphisms h±i : A →
MN0(i) such that

[L±i ]|P = (κ±i + [h±i ])|P, i = 1, 2, ..., r.(e 7.5)

Define L =
∑r
i=1 L

sign(Si),|Si|
i , where L

sign(Si),|Si|
i : A→M|Si|N0(i) is defined by

L
sign(Si),|Si|
i (a) = diag(

|Si|︷ ︸︸ ︷
L

sign(Si)
i (a), ..., L

sign(Si)
i (a)) = L

sign(Si)
i (a)⊗ 1|Si|

for all a ∈ A. One checks that the map L : A→MN1 , where N1 =
∑r
i=1 |Si|(Λ′i+

N(δ,G,P, i)) with Λ′i = ψ+
i ([1A]) if Si > 0, or Λ′i = −ψ+

i ([1A]) if Si < 0, is a
unital G-δ-multiplicative completely positive linear map and

[L]|P = (κ+ [h])|P

for some homomorphism h : A→MN1 . �

Lemma 7.3. Let A ∈ D̄s be a unital C∗-algebra and let P ⊂ K(A) be a finite
subset. Denote by G ⊂ K(A) the group generated by P, and write G1 = G ∩
K1(A) = Zr ⊕ (Tor(K1(A) ∩G). Let F ⊂ A be a finite subset, let ε > 0, and let
∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map.

There exist δ > 0, a finite subset G ⊂ A, a finite subset H ⊂ A1
+ \ {0}, and an

integer N ≥ 1 satisfying the following condition: Let κ ∈ KK(A⊗C(T),C) and
put

(e 7.6) K = max{|κ(β(gi))| : 1 ≤ i ≤ r} (see 2.14 for the definition of β),
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where gi = (

i−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈ Zr. Then for any unital G-δ-multiplicative com-

pletely positive linear map ϕ : A→MR such that R ≥ N(K + 1) and

(e 7.7) tr ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H,

where tr is the tracial state of MR, there exists a unitary u ∈MR such that

‖[ϕ(f), u]‖ < ε for all f ∈ F and(e 7.8)

Bott(ϕ, u)|P = κ ◦ β|P.(e 7.9)

Proof. To simplify notation, without loss of generality, we may assume that
F is a subset of the unit ball. Let ∆1 = (1/8)∆ and ∆2 = (1/16)∆.

Let ε0 > 0 and let G0 ⊂ A be a finite subset satisfying the following condition:
If ϕ′ : A → B (for any unital C∗-algebra B) is a unital G0-ε0-multiplicative
completely positive linear map and u′ ∈ B is a unitary such that

‖ϕ′(g)u′ − u′ϕ′(g)‖ < 4ε0 for all g ∈ G0,(e 7.10)

then Bott(ϕ′, u′)|P is well defined (see 2.14). Moreover, if ϕ′ : A→ B is another
unital G0-ε0-multiplicative completely positive linear map such that

‖ϕ′(g)− ϕ′′(g)‖ < 4ε0 and ‖u′ − u′′‖ < 4ε0 for all g ∈ G0,(e 7.11)

then Bott(ϕ′, u′)|P = Bott(ϕ′′, u′′)|P. We may assume that 1A ∈ G0. Let

G′0 = {g ⊗ f : g ∈ G0} and f = {1C(T), z, z
∗},

where z is the identity function on the unit circle T. We also assume that if
Ψ′ : A ⊗ C(T) → C (for a unital C∗-algebra C) is a unital G′0-ε0-multiplicative
completely positive linear map, then there exists a unitary u′ ∈ C such that

‖Ψ′(1⊗ z)− u′‖ < 4ε0.(e 7.12)

Without loss of generality, we may assume that G0 is contained in the unit
ball of A. Let ε1 = min{ε/64, ε0/512} and F1 = F ∪ G0.

Let H0 ⊂ A1
+ \ {0} (in place of H) be the finite subset and L ≥ 1 the integer

provided by Lemma 4.20 for ε1 (in place of ε) and F1 (in place of F) as well as
∆2 (in place of ∆).

Let H1 ⊂ A1
+ \ {0}, G1 ⊂ A (in place of G), δ1 > 0 (in place of δ), P1 ⊂ K(A)

(in place of P), H2 ⊂ As.a., and 1 > σ > 0 be as provided by Theorem 5.8 for
ε1 (in place of ε), F1 (in place of F), and ∆1. We may assume that [1A] ∈ P2,
H2 is in the unit ball of A, and H0 ⊂ H1.

Without loss of generality, we may assume that δ1 < ε1/16, σ < ε1/16, and
F1 ⊂ G1. Put P2 = P ∪ P1.
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Denote by {r1, r2, ..., rk} the set of all ranks of irreducible representations of
A. Fix an irreducible representation π0 : A → Mr1 . Let N(p) ≥ 1 (in place
of N(P0)) and H′0 ⊂ A1

+ \ {0} (in place of H) denote the integer and finite
subset provided by Lemma 4.19 for {1A} (in place of P0) and (1/16)∆. Let
H′1 = H1 ∪H′0.

Let G0 = G ∩ K0(A) and write G0 = Zs1 ⊕ Zs2 ⊕ Tor(G0), where Zs2 ⊕

Tor(G0) ⊂ kerρA. Let xj = (

j−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈ Zs1 ⊕ Zs2 , j = 1, 2, ..., s1 + s2.

Note that A⊗C(T) ∈ Ds and A⊗C(T) has irreducible representations of ranks
r1, r2, ..., rk. Let

r̄ = max{|(π0)∗0(xj)| : 0 ≤ j ≤ s1 + s2}.

Let P3 ⊂ K(A⊗ C(T)) be a finite subset containing P2, {β(gj) : 1 ≤ j ≤ r},
and a finite subset which generates β(Tor(G1)). Choose δ2 > 0 and a finite subset

G = {g ⊗ f : g ∈ G2, f ∈ {1, z, z∗}}

in A ⊗ C(T), where G2 ⊂ A is a finite subset such that, for any unital G-δ2-
multiplicative completely positive linear map Φ′ : A⊗C(T)→ C (for any unital
C∗-algebra C with Tor(K0(C)) = Tor(K1(C)) = {0}), [Φ′]|P3

is well defined
and

[Φ′]|Tor(G0)⊕β(Tor(G1)) = 0.(e 7.13)

We may assume G2 ⊃ G1 ∪ F1.
Let σ1 = min{∆2(ĥ) : h ∈ H′1}. Note K0(A ⊗ C(T)) = K0(A) ⊕ β(K1(A))

and K(A ⊗ C(T)) = K(A) ⊕ β(K(A)). Consider the subgroup of K0(A ⊗
C(T))= K0(A)⊕ β(K1(A)) given by

Zs1 ⊕ Zs2 ⊕ Zr ⊕ Tor(G0)⊕ β(Tor(G1)).

Let δ3 = min{δ1, δ2}. Let N(δ3,G,P3, i) and Λi, i = 1, 2, ..., s1 + s2 + r, be as
provided by Lemma 7.2 for A⊗ C(T). Choose an integer n1>N(p) such that

(
∑s1+s2+r
i=1 N(δ3,G,P3, i) + 1 + Λi)N(p)

n1 − 1
< min{σ/16, σ1/2}.(e 7.14)

Choose n > n1 such that

n1 + 2

n
< min{σ/16, σ1/2, 1/(L+ 1)}.(e 7.15)

Let ε2 > 0 and let F2 ⊂ A be a finite subset such that [Ψ]|P2 is well defined for
any F2-ε2-multiplicative contractive completely positive linear map Ψ : A→ B
(for any C∗-algebra B). Let ε3 = min{ε2/2, ε1} and F3 = F1 ∪ F2.
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Denote by δ4 > 0 (in place of δ), G3 ⊂ A (in place of G), H3 ⊂ A1
+ \ {0} (in

place of H2) the constant and finite sets provided by Lemma 5.6 for ε3 (in place
of ε), F3 ∪H′1 (in place of F), δ3/2 (in place of ε0), G2 (in place of G0), ∆, H′1
(in place of H), min{σ/16, σ1/2} (in place of ε1), and n2 (in place of K) (with
L1 = L2 so no σ is needed in 5.6).

Set G = F3 ∪G1 ∪G2 ∪G3, set δ = min{ε3/16, δ4, δ3/16}, and set G5 = {g⊗ f :
g ∈ G4, f ∈ {1, z, z∗}}.

Let H = H′1∪H3. Define N0 = (n+1)2N(p)(
∑s1+s2+r
i=1 N(δ3,G0,P3, i)+Λi+1)

and define N = N0 +N0r̄. Fix any κ ∈ KK(A⊗ C(T),C) with

K = max{|κ(β(gi)| : 1 ≤ j ≤ r}.

Let R > N(K + 1). Suppose that ϕ : A → MR is a unital G-δ-multiplicative
completely positive linear map such that

tr ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H.(e 7.16)

Then, by 5.6, there exist mutually orthogonal projections e0, e1, e2, ..., en2 ∈MR

such that e1, e2, ..., en2 are equivalent, e0 . e1, tr(e0) < min{σ/64, σ1/4} and

e0 +
∑n2

i=1 ei = 1MR
, and there exist a unital G2-δ3/2-multiplicative completely

positive linear map ψ0 : A → e0MRe0 and a unital homomorphism ψ : A →
e1MRe1 such that

‖ϕ(f)− (ψ0(f)⊕
n2︷ ︸︸ ︷

ψ(f), ψ(f), ..., ψ(f))‖ < ε3 for all f ∈ F3 and(e 7.17)

tr ◦ ψ(h) ≥ ∆(ĥ)/2n2 for all h ∈ H′1.(e 7.18)

Let α ∈ HomΛ(K(A ⊗ C(T)),K(Mr)) be defined as follows: α|K(A) = [π0] and
α|β(K(A)) = κ|β(K(A)). Note that

max {max{|κ◦β(gi)| : 1 ≤ i ≤ r}, max{|π0(xj)| : 1 ≤ j ≤ s1+s2}} ≤ max{K, r̄}.

Applying Lemma 7.2, we obtain a unital G-δ3-multiplicative completely posi-
tive linear map Ψ : A⊗C(T)→MN ′1

, whereN ′1 ≤ N1 :=
∑s1+s2+r
j=1 (N(δ3,G0,P3, j)+

Λi) max{K, r̄}, and a homomorphism H0 : A⊗C(T)→ H0(1A)MN ′1
H0(1A) such

that

[Ψ]|P3 = (α+ [H0])|P3 .(e 7.19)

Note that (since H0 is a homomorphism with finite dimensional range)

[Ψ]|β(P) = κ|β(P).(e 7.20)

In particular, since [1A] ∈ P2 ⊂ P3, rank(Ψ(1A)) = r1 + rank(H0). Note that

N ′1 +N(p)

R
≤ N1 +N(p)

N(K + 1)
< 1/(n+ 1)2.(e 7.21)
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Let R1 = rank e1. Then R1 ≥ R/(n + 1)2. Hence by (e 7.21), R1 ≥ N1 + N(p).
In other words, R1 −N ′1 ≥ N(p) > 0. Note that, by (e 7.18),

tr′ ◦ ψ(ĝ) ≥ (1/3)∆(ĝ) ≥ ∆2(ĝ) for all g ∈ H′0,

where tr′ is the tracial state on MR1
. Note that n ≥ N(p). Applying Lemma 4.19

to the pair π0 ⊕H0|A⊗1C(T) (in place of ϕ) and ψ̃ (in place of ψ), where ψ̃ is an
amplification of ψ with ψ repeated n times, and P0 = {[1A]}, we obtain a unital
homomorphism h0 : A ⊗ C(T) → MnR1−N ′1 such that h0(1 ⊗ 1) = 1MnR1−N′1

.

Define ψ′0 : A ⊗ C(T) → e0MRe0 by ψ′0(a ⊗ f) = ψ0(a) · (f(1) · e0) for all
a ∈ A and f ∈ C(T), where 1 ∈ T. Define ψ′ : A ⊗ C(T) → e1MRe1 by
ψ′(a⊗ f) = ψ(a) · (f(1) · e1) for all a ∈ A and f ∈ C(T). Note that

[ψ′]|β(P) = [ψ′0]|β(P) = {0}.(e 7.22)

Put E1 = diag(e1, e2, ..., enn1
). Define L1 : A → E1MRE1 by L1(a) = π0(a) ⊕

H0|A(a)⊕ h0(a⊗ 1)⊕ (

n(n1−1)︷ ︸︸ ︷
ψ(a), ..., ψ(a)) for a ∈ A, and define L2 : A→ E1MRE1

by L2(a) = Ψ(a⊗ 1)⊕ h0(a⊗ 1)⊕ (

n(n1−1)︷ ︸︸ ︷
ψ(a), ..., ψ(a)) for a ∈ A. Note that

[L1]|P1 = [L2]|P1 ,(e 7.23)

tr ◦ L1(h) ≥ ∆1(ĥ), tr ◦ L2(h) ≥ ∆1(ĥ) for all h ∈ H1, and(e 7.24)

|tr ◦ L1(g)− tr ◦ L2(g)| < σ for all g ∈ H2.(e 7.25)

It follows from Theorem 5.8 that there exists a unitary w1 ∈ E1MRE1 such that

‖Adw1 ◦ L2(a)− L1(a)‖ < ε1 for all a ∈ F1.(e 7.26)

Define E2 = (e1 + e2 + · · ·+ en2) and define Φ : A→ E2MRE2 by

Φ(f)(a) = diag(

n2︷ ︸︸ ︷
ψ(a), ψ(a), ..., ψ(a)) for all a ∈ A.(e 7.27)

Then

tr ◦ Φ(h) ≥ ∆2(ĥ) for all h ∈ H0.(e 7.28)

By (e 7.15), one has n/(n1+2) > L+1.Applying Lemma 4.20, we obtain a unitary
w2 ∈ E2MRE2 and a unital homomorphism H1 : A → (E2 − E1)MR(E2 − E1)
such that

‖adw2 ◦ diag(L1(a), H1(a))− Φ(a)‖ < ε1 for all a ∈ F1.(e 7.29)
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Put

w = (e0 ⊕ w1 ⊕ (E2 − E1))(e0 ⊕ w2) ∈MR.

Define H ′1 : A⊗ C(T) → (E2 − E1)MR(E2 − E1) by H ′1(a⊗ f) = H1(a) · f(1) ·
(E2 − E1) for all a ∈ A and f ∈ C(T). Define Ψ1 : A→MR by

Ψ1(f) = ψ′0(f)⊕Ψ(f)⊕ h0(f)⊕ (

n(n1−1)︷ ︸︸ ︷
ψ′(f), ..., ψ′(f))⊕H ′1(f) for all f ∈ A⊗ C(T).

By (e 7.20), (e 7.22),

[Ψ1]|β(P) = κ|β(P).(e 7.30)

It follows from (e 7.26), (e 7.29), and (e 7.17) that

‖ϕ(a)− w∗Ψ1(a⊗ 1)w‖ < ε1 + ε1 + ε3 for all a ∈ F.(e 7.31)

Now pick a unitary v ∈MR such that

‖Ψ1(1⊗ z)− v‖ < 4ε1.(e 7.32)

Put u = w∗vw. Then, we estimate that

‖[ϕ(a), u]‖ < min{ε, ε0} for all a ∈ F1.(e 7.33)

Moreover, by (e 7.30) and by the choice of ε0, one has

Bott(ϕ, u)|P = Bott(Ψ1|A,Ψ1(1⊗ z))|P = [Ψ1] ◦ β|P = κ ◦ β|P.

�

8. A Uniqueness Theorem for C∗-algebras in Ds The main goal of this
section is to prove Theorem 8.3.

Definition 8.1. Let A be a unital C∗-algebra, C = C(F1, F2, ϕ0, ϕ1) ∈ C,
πi : C → F2 (i = 0, 1,), and πe : C → F1 be as in Definition 3.1. Suppose that
L : A → C is a contractive completely positive linear map. Define Le = πe ◦ L.
Then Le : A→ F1 is a contractive completely positive linear map such that

ϕ0 ◦ Le = π0 ◦ L and ϕ1 ◦ Le = π1 ◦ L.(e 8.1)

Moreover, if δ > 0 and G ⊂ A and L is G-δ-multiplicative, then Le is also
G-δ-multiplicative.
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Lemma 8.2. Let A be a unital C∗-algebra and let C = C(F1, F2, ϕ0, ϕ1) ∈ C

be as in 3.1. Let L1, L2 : A → C be unital completely positive linear maps,
let ε > 0, and let F ⊂ A be a finite subset. Suppose that there are unitaries
w0 ∈ π0(C) ⊂ F2 and w1 ∈ π1(C) ⊂ F2 such that

‖w∗0π0 ◦ L1(a)w0 − π0 ◦ L2(a)‖ < ε and(e 8.2)

‖w∗1π1 ◦ L1(a)w1 − π1 ◦ L2(a)‖ < ε for all a ∈ F.(e 8.3)

Then there exists a unitary u ∈ F1 such that

‖ϕ0(u)∗π0 ◦ L1(a)ϕ0(u)− π0 ◦ L2(a)‖ < ε and(e 8.4)

‖ϕ1(u)∗π1 ◦ L1(a)ϕ1(u)− π1 ◦ L2(a)‖ < ε for all a ∈ F.(e 8.5)

Proof. Write F1 = Mn(1) ⊕Mn(2) ⊕ · · · ⊕Mn(k) and F2 = Mr(1) ⊕Mr(2) ⊕
· · · ⊕Mr(l). We may assume that kerϕ0 ∩ kerϕ1 = {0} (see 3.1).

We may assume that there are k(0) and k(1) such that ϕ0|Mn(j)
is injective,

j = 1, 2, ..., k(0), with k(0) ≤ k, ϕ0|Mn(j)
= 0 if j > k(0), and ϕ1|Mn(j)

is
injective, j = k(1), k(1) + 1, ..., k, with k(1) ≤ k, ϕ1|Mn(j)

= 0, if j < k(1).

Write F1,0 =
⊕k(0)

j=1 Mn(j) and F1,1 =
⊕k

j=k(1)Mn(j). Note that k(1) ≤ k(0) + 1,

and ϕ0|F1,0
and ϕ1|F1,1

are injective. Note ϕ0(F1,0) = ϕ0(F1) = π0(C) and
ϕ1(F1,1) = ϕ1(F1) = π1(C).

For each fixed a ∈ A, since Li(a) ∈ C (i = 1, 2), there are elements

ga,i = ga,i,1 ⊕ ga,i,2 ⊕ · · · ⊕ ga,i,k(0) ⊕ · · · ⊕ ga,i,k ∈ F1,

such that ϕ0(ga,i) = π0 ◦ Li(a) and ϕ1(ga,i) = π1 ◦ Li(a), i = 1, 2, where ga,i,j ∈
Mn(j), j = 1, 2, ..., k and i = 1, 2. Note that such ga,i is unique since kerϕ0 ∩
kerϕ1 = {0}. Since w0 ∈ π0(C) = ϕ0(F1), there is a unitary

u0 = u0,1 ⊕ u0,2 ⊕ · · · ⊕ u0,k(0) ⊕ · · · ⊕ u0,k

such that ϕ0(u0) = w0. Note that the first k(0) components of u0 are uniquely
determined by w0 (since ϕ0 is injective on this part) and the components after
the k(0)’th component can be chosen arbitrarily (since ϕ0 = 0 on this part).
Similarly there exists

u1 = u1,1 ⊕ u1,2 ⊕ · · · ⊕ u1,k(1) ⊕ · · · ⊕ u1,k

such that ϕ1(u1) = w1.
Now by (e 8.2) and (e 8.3), we have

‖ϕ0(u0)∗ϕ0(ga,1)ϕ0(u0)− ϕ0(ga,2)‖ < ε and(e 8.6)

‖ϕ1(u1)∗ϕ1(ga,1)ϕ1(u1)− ϕ1(ga,2))‖ < ε for all a ∈ F.(e 8.7)
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Since ϕ0 is injective on Mnj for j ≤ k(0) and ϕ1 is injective on Mn(j) for
j > k(0) (note that we use k(1) ≤ k(0) + 1), we have

‖(u0,j)
∗(ga,1,j)u0,j − (ga,2,j)‖ < ε for all j ≤ k(0), and(e 8.8)

‖(u1,j)
∗(ga,1,j)u1,j − (ga,2,j)‖ < ε for all j > k(0),(e 8.9)

and all a ∈ F. Let u = u0,1 ⊕ · · · ⊕ u0,k(0) ⊕ u1,k(0)+1 ⊕ · · · ⊕ u1,k ∈ F1—that is,
for the first k(0) components of u, we use u0’s corresponding components, and
for the last k − k(0) components of u, we use u1’s. From (e 8.8) and (e 8.9), we
have

‖u∗ga,1u− ga,2‖ < ε for all a ∈ F.

Once we apply ϕ0 and ϕ1 to the above inequality, we get (e 8.4) and (e 8.5) as
desired. �

Let us very briefly describe the proof of Theorem 8.3. The key ingredients
are Theorem 5.8, Lemma 6.7, and Lemma 7.3. First fix ε > 0 and a finite subset
F ⊂ A. We note that the result has been established when the target algebra
is finite dimensional (Theorem 5.8). So we may reduce the general case to the
case that the target algebra is infinite dimensional, and has only a single direct
summand (minimal) in C. So we write the target algebra C as A(F1, F2, h0, h1)
and note λ : C → C([0, 1], F2) as given in 3.1 is injective (as C is minimal).

The first idea is to consider a partition 0 = t0 < t1 < · · · tn = 1 such that
‖πt ◦ ϕ(f)(t) − πti ◦ ϕ(f)(ti)‖ is very small if t ∈ [ti, ti+1], where πti : C → F2

is the point evaluation of C at ti. We will then consider the pair ϕi = πti ◦ ϕ
and ψi = πti ◦ ψ. At each point ti, we apply 5.8 to obtain the unitary wi. We
then connect these wi to obtain the unitary in C that we need to find. In
other words, the continuous path from wi to wi+1 given by u should change
{πt ◦ ϕ(f)(t) : f ∈ F, t ∈ [ti, ti+1]} very little from wi(πt ◦ ϕ(f))w∗i . One then
observes that wiw

∗
i+1 almost commutes with {πti ◦ ϕ(f) : f ∈ F} (and hence

{ϕ(f)(t) : f ∈ F, t ∈ [ti, ti+1]}). A basic homotopy lemma (such as Lemma 6.7)
would provide a path v(t) from wiw

∗
i+1 to 1 which also almost commutes with

the set. Then one considers v(t)wi+1 which starts as wi and ends at wi+1 which
would be a path as desired. However, the basic homotopy lemma may have an
obstacle, the class Bott(ϕi, wiw

∗
i+1). We will then consider wizi, where zi is as

provided by Lemma 7.3, so that zi almost commutes with {ϕ(f)(ti) : f ∈ F}
and the class Bott(ϕi, wizi(wi+1zi+1)∗) will be zero. This is possible because of
the condition (e 8.13). To simplify the process, we kill torsion elements in K(A)
by repeating ϕ (and ψ) N times. Much of the proof is to make sure the idea can
actually be carried out. One also needs to exercise special care at the endpoints,
applying Lemma 8.2.

Theorem 8.3. Let A ∈ D̄s be a unital C∗-algebra with finitely generated Ki(A)
(i = 0, 1). Let F ⊂ A be a finite subset, let ε > 0 be a positive number, and let
∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. There exist a finite subset
H1 ⊂ A1

+ \ {0}, γ1 > 0, γ2 > 0, δ > 0, a finite subset G ⊂ A, a finite subset
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P ⊂ K(A), a finite subset H2 ⊂ A, a finite subset U ⊂ Jc(K1(A)) (see Definition
2.16) for which [U] ⊂ P, and N ∈ N satisfying the following condition : For any
pair of unital G-δ-multiplicative completely positive linear maps ϕ,ψ : A → C,
for some C ∈ C, such that

[ϕ]|P = [ψ]|P,(e 8.10)

τ(ϕ(a)) ≥ ∆(a), τ(ψ(a)) ≥ ∆(a), for all τ ∈ T (C) and a ∈ H1,(e 8.11)

|τ ◦ ϕ(a)− τ ◦ ψ(a)| < γ1 for all a ∈ H2, and(e 8.12)

dist(ϕ‡(u), ψ‡(u)) < γ2 for all u ∈ U,(e 8.13)

there exists a unitary W ∈ C ⊗MN such that

(e 8.14) ‖W (ϕ(f)⊗ 1MN
)W ∗ − (ψ(f)⊗ 1MN

)‖ < ε, for all f ∈ F.

Proof. If A is finite dimensional, then it is semiprojective. So, with suffi-
ciently large G and sufficiently small δ, both ϕ and ψ are close to homomorphisms
to within ε/2 and F. Therefore the general case is reduced to the case that both
ϕ and ψ are homomorphisms. Since two homomorphisms from A to a C∗-algebra
with stable rank one are unitarily equivalent if and only if they induce the same
map on the ordered K0 groups (see, for instance, Lemma 7.3.2 (ii) of [108]), the
theorem holds (with N = 1 and no requirements on H1, H2, U, γ1, and γ2). So,
it remains to consider the case that A is infinite dimensional.

SinceK∗(A) is finitely generated, there is n0 such that κ ∈ HomΛ(K(A),K(C))
is determined by its restriction to K(A,Z/nZ), n = 0, ..., n0. Set N = n0!.

Let H′1 ⊂ A+ \ {0} (in place of H), δ1 > 0 (in place of δ), G1 ⊂ A (in place
of G), and P0 ⊂ K(A) (in place of P) be the finite subsets and constant be as
provided by Lemma 6.7 for ε/32 (in place of ε), F and ∆. We may assume that
δ1 < min{ε/32, 1/64} and (2δ1,G1) is a KK-pair (see the end of Definition 2.12).

Moreover, we may assume that δ1 is sufficiently small that if ‖uv−vu‖ < 3δ1,
then the Exel formula

τ(bott1(u, v)) =
1

2π
√
−1

(τ(log(u∗vuv∗))

holds for any pair of unitaries u and v in any unital C∗-algebra C and any
τ ∈ T (C) (see Lemma 3.1 and 3.2 of [40], also, Theorem 3.7 of [52]). Furthermore
(see 2.11 of [73] and 2.2 of [39]), we may assume that, if ‖uvi − viu‖ < 3δ1,
i = 1, 2, 3, then

bott1(u, v1v2v3) =
3∑
i=1

bott1(u, vi).(e 8.15)

Fix a decomposition K1(A) = Zk(A) ⊕ Tor(K1(A)), where k(A) is a positive
integer. Choose g1, g2, ..., gk(A) ∈ U(Mm(A)(A)) (for the some integer m(A) ≥ 1)
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such that {ḡ1, ḡ2, ..., ḡk(A)} ⊂ Jc(K1(A)) and [gi] = (

i−1︷ ︸︸ ︷
0, ..., 0, 1, 0, ..., 0) ∈ Zk(A).

Set U = {ḡ1, ḡ2, ..., ḡk(A)} ⊂ Jc(K1(A)).
Let U0 ⊂ A be a finite subset such that

{g1, g2, ..., gk(A)} ⊂ {(ai,j) : ai,j ∈ U0}.

Let δu = min{1/256m(A)2, δ1/24m(A)2}, Gu = F ∪ G1 ∪ U0 and let Pu =
P0 ∪ {[g1], [g2], ..., [gk(A)]}. Let δ2 > 0 (in place of δ), G2 ⊂ A (in place of G),
H′2 ⊂ A+ \ {0} (in place of H), and N1 ≥ 1 (in place of N) be the finite subsets
and constants provided by Lemma 7.3 for the data δu (in place of ε), Gu (in place
of F), Pu (in place of P), and ∆, and with [gj ] (in place of gj), j = 1, 2, ..., k(A)
(with k(A) = r).

Let ε1 = min{1/192N1m(A)2, δu/2, δ2/2m(A)2}.
Let H′3 ⊂ A1

+ \ {0} (in place of H1), δ4 > 0 (in place of δ), G3 ⊂ A (in place
of G), H′4 ⊂ As.a. (in place of H2), P1 ⊂ K(A) (in place of P), and σ > 0 be the
finite subsets and constants provided by Theorem 5.8 with respect to ε1/4 (in
place of ε), Gu (in place of F), and ∆.

Choose H′5 ⊂ A1
+ \ {0} and δ5 > 0 and a finite subset G4 ⊂ A such that, for

any m ∈ N and any unital G4-δ5-multiplicative completely positive linear map
L′ : A → Mm, if tr ◦ L′(h) > ∆(ĥ) for all h ∈ H′5, then m ≥ 4N1. This is
possible because we can apply Lemma 5.6 (taking K = 4N1, L1 = L2 = L′),
since we now assume that A is infinite dimensional.

Put δ = min{ε1/16, δ4/4m(A)2, δ5/4m(A)2}, G = G2 ∪Gu ∪ G3 ∪ G4, and
P = Pu ∪ P1. Put

H1 = H′1 ∪H′2 ∪H′3 ∪H′4 ∪H′5

and let H2 = H′4. Let γ1 = σ and let

0 < γ2 < min{1/64m(A)2N1, δu/9m(A)2, 1/256m(A)2}.

We assume that δ is sufficiently small and G is sufficiently large that for any
unital G-δ-multiplicative completely positive linear map Φ : A→ B, where B is
a unital C∗-algebra (so that Φ ⊗ idMm(A)

is approximately multiplicative), one
has that

(e 8.16) ‖(Φ⊗ idMm(A)
)(gj)− 〈(Φ⊗ idMm(A)

)(gj)〉‖ < ε1, j = 1, 2, ..., k(A).

Now suppose that C ∈ C and ϕ,ψ : A → C are two unital G-δ-multiplicative
completely positive linear maps satisfying the condition of the theorem for the
given ∆, H1, δ, G, P, H2, γ1, γ2, and U.

We write C = A(F1, F2, h0, h1), F1 = Mm1 ⊕Mm2 ⊕ · · · ⊕MmF (1)
, and F2 =

Mn1 ⊕Mn2 ⊕· · ·⊕MnF (2)
. For each t ∈ [0, 1], we will write πt : C → C([0, 1], F2)

for the point evaluation at t as defined in 3.1. Note that, when C is finite
dimensional, the theorem holds by Theorem 5.8. So, we may assume that C is
infinite dimensional. It is also clear that the general case can be reduced to the
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case that C is minimal (see 3.1). As in Definition 3.1, then, we may assume that
kerh0 ∩ kerh1 = {0}, and λ : C → C([0, 1], F2) defined by λ(f, a) = f is unital
and injective.

Let
0 = t0 < t1 < · · · < tn = 1

be a partition of [0, 1] such that

‖πt ◦ ϕ(g)− πt′ ◦ ϕ(g)‖ < ε1/16 and ‖πt ◦ ψ(g)− πt′ ◦ ψ(g)‖ < ε1/16

(e 8.17)

for all g ∈ G, provided t, t′ ∈ [ti−1, ti], i = 1, 2, ..., n.
Set Vi,j = 〈πti ◦ ϕ⊗ idMm(A)

(gj)〉, j = 1, 2, ..., k(A) and i = 0, 1, 2, ..., n.
Applying Theorem 5.8, one obtains a unitary wi ∈ F2, if 0 < i < n, w0 ∈

h0(F1), if i = 0, and wn ∈ h1(F1), if i = n, such that

‖wiπti ◦ ϕ(g)w∗i − πti ◦ ψ(g)‖ < ε1/16 for all g ∈ Gu.(e 8.18)

It follows from Lemma 8.2 that we may assume that there is a unitary we ∈ F1

such that h0(we) = w0 and h1(we) = wn. Since we assume that λ is injective,
we also have

‖we(πe ◦ ϕ(g))w∗e − πe ◦ ψ(g)‖ < ε1/16 for all g ∈ Gu.(e 8.19)

By (e 8.13), one has (see Definition 2.16; see also Proposition 3.23)

dist(〈ϕ⊗ idMm(A)
(g∗j )〉〈(ψ ⊗ idMm(A)

)(gj)〉, 1) < γ2.

It follows that there is a unitary θj ∈Mm(A)(C) such that θj ∈ CU(Mm(A)(C))
(see Definition 2.17) and, for j = 1, 2, ..., k(A),

‖〈(ϕ⊗ idMm(A)
(g∗j )〉〈(ψ ⊗ idMm(A)

)(gj)〉 − θj‖ < γ2.(e 8.20)

By Theorem 3.16, we can write

θj =
4∏
l=1

exp(
√
−1a

(l)
j )

for self-adjoint elements a
(l)
j ∈Mm(A)(C), l = 1, 2, ..., 4, j = 1, 2, ..., k(A). Write

a
(l)
j = (a

(l,1)
j , a

(l,2)
j , ..., a

(l,F (2))
j ) and θj = (θj,1, θj,2, ..., θj,F (2))

in C([0, 1],Mm(A)⊗F2) = C([0, 1],Mm(A)n1
)⊕· · ·⊕C([0, 1],Mm(A)nF (2)

), where

θj,s =
∏4
l=1 exp(

√
−1a

(l,s)
j ), s = 1, 2, ..., F (2). Then (see Lemma 3.10)

4∑
l=1

ns(trns ⊗ Trm(A))(a
(l,s)
j (t))

2π
∈ Z, t ∈ [0, 1],
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where trns is the normalized trace on Mns , s = 1, 2, ..., F (2). In particular,

4∑
l=1

ns(trns ⊗ Trm(A))(a
(l,s)
j (t))

=
4∑
l=1

ns(trns ⊗ Trm(A))(a
(l,s)
j (t′)) for all t, t′′ ∈ [0, 1].(e 8.21)

Let Wi = wi⊗1Mm(A)
, i = 0, 1, ..., n and We = we⊗1Mm(A)

. Then, by (e 8.16),
(e 8.18), the choice of G5, (e 8.16) again, (e 8.20), and the choices of ε1 and γ2,

‖πti(〈(ϕ⊗ idMm(A)
)(g∗j )〉)Wi(πti(〈(ϕ⊗ idMm(A)

)(gj)〉)W ∗i − θj(ti)‖

< ε1 + ‖πti(〈(ϕ⊗ idMm(A)
)(g∗j )〉)Wi(πti(ϕ⊗ idMm(A)

)(gj))W
∗
i − θj(ti)‖

< ε1 +m(A)2ε1/16 + ‖πti(〈(ϕ⊗ idMm(A)
)(g∗j )〉)πti(ψ ⊗ idMm(A)

)(gj)− θj(ti)‖

< ε1 +m(A)2ε1/16 + ε1

+‖πti(〈(ϕ⊗ idMm(A)
(g∗j )〉)πti(〈(ψ ⊗ idMm(A)

)(gj)〉)− θj(ti)‖

< ε1 +m(A)2ε1/16 + ε1 + γ2 < 3m(A)2ε1 + γ2 (≤ 1/32).

(e 8.22)

Similarly (but using (e 8.19) instead of (e 8.18), we also have (with ϕe = πe ◦ ϕ)

‖〈(ϕe ⊗ idMm(A)
)(g∗j )〉We(〈(ϕe ⊗ idMm(A)

)(gj)〉)W ∗e − πe(θj)‖

< 3m(A)2ε1 + γ2(≤ 1/32).(e 8.23)

It follows from (e 8.22) that, for j = 1, ..., k(A) and i = 0, ..., n, there exist
self-adjoint elements bi,j ∈Mm(A)(F2) and be,j ∈Mm(A)(F1) such that

exp(
√
−1bi,j) =(e 8.24)

θj(ti)
∗(πti(〈ϕ⊗ idMm(A)

)(g∗j )〉)Wi(πti(〈ϕ⊗ idMm(A)
)(gj)〉)W ∗i ,

exp(
√
−1be,j) =(e 8.25)

πe(θj)
∗(πe(〈ϕ⊗ idMm(A)

)(g∗j )〉)We(πe(〈ϕ⊗ idMm(A)
)(gj)〉)W ∗e ,

and, for j = 1, 2, ..., k(A) and i = 0, 1, ..., n, e.

‖bi,j‖ < 2 arcsin(3m(A)2ε1/2 + γ2/2).(e 8.26)

Note that (recall h0(we) = w0 and h1(we) = wn)

(h0 ⊗ idM(A))(be,j) = b0,j and (h1 ⊗ idM(A))(be,j) = bn,j .(e 8.27)
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Write

bi,j = (b
(1)
i,j , b

(2)
i,j , ..., b

F (2)
i,j ) ∈Mm(A)(F2)

and

be,j = (b
(1)
e,j , b

(2)
e,j , ..., b

(F (1))
e,j ) ∈Mm(A)(F1).

Note also that, for i = 0, 1, ..., n, e,

(πti(〈ϕ⊗ idMm(A)
(g∗j )〉))Wi(πti(〈ϕ⊗ idMm(A)

)(gj)〉)W ∗i

= πti(θj) exp(
√
−1bi,j),(e 8.28)

1 ≤ j ≤ k(A). Then, for s = 1, 2, ..., F (2), j = 1, 2, ..., k(A), and i = 0, 1, ..., n,

ns
2π

(trns ⊗ TrMm(A)
)(b

(s)
i,j ) ∈ Z,(e 8.29)

where trns is the normalized trace on Mns . We also have

ms

2π
(trms ⊗ TrMm(A)

)(b
(s)
e,j) ∈ Z,(e 8.30)

where trms is the normalized trace on Mms , s = 1, 2, ..., F (1), j = 1, 2, ..., k(A).
Put

(e 8.31) λ
(s)
i,j =

ns
2π

(trns ⊗ TrMm(A)
)(b

(s)
i,j ) ∈ Z,

s = 1, 2, ..., F (2), j = 1, 2, ..., k(A), and i = 0, 1, ..., n, and put

(e 8.32) λ
(s)
e,j =

ms

2π
(trms ⊗ TrMm(A)

)(b
(s)
e,j) ∈ Z,

s = 1, 2, ..., F (1) and j = 1, 2, ..., k(A). Set
(e 8.33)

λi,j = (λ
(1)
i,j , λ

(2)
i,j , ..., λ

(F (2))
i,j ) ∈ ZF (2) and λe,j = (λ

(1)
e,j , λ

(2)
e,j , ..., λ

(F (1))
e,j ) ∈ ZF (1).

We have, by (e 8.26) and (e 8.31), that, for 1 ≤ s ≤ F (2), 1 ≤ j ≤ k(A),
0 ≤ i ≤ n,

|
λ

(s)
i,j

ns
| <

1

2π
m(A)‖b(s)i,j ‖ <

1

π
m(A) arcsin(3m(A)2ε1/2 + γ2/2)

<
1

2π cos (3m(A)2ε1 + γ2)
m(A)(3m(A)2ε1 + γ2)

<
1

2π cos (1/32)
(1/64N1 + 1/64N1) < 1/4N1.(e 8.34)
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Similarly (using (e 8.26) and (e 8.32)),

(e 8.35) |
λ

(s)
e,j

ms
| < 1/4N1, s = 1, 2, ..., F (1), j = 1, 2, ..., k(A).

Note that K1(A) = Zk(A) ⊕ Tor(K1(A)). Define α
(0,1)
i : K1(A) → ZF (2) by

α
(0,1)
i |Tor(K1(A)) = 0 and by sending [gj ] to λi,j , j = 1, 2, ..., k(A), i = 0, 1, 2, ..., n,

and define α
(0,1)
e : K1(A) → ZF (1) by α

(0,1)
e |Tor(K1(A)) = 0 and by sending [gj ]

to λe,j , j = 1, 2, ..., k(A). We write K0(A ⊗ C(T)) = K0(A) ⊕ β(K1(A))) (see
2.14 for the definition of β). Define αi : K∗(A⊗C(T))→ K∗(F2) as follows: On
K0(A⊗ C(T)), define

αi|K0(A) = [πi ◦ ϕ]|K0(A), αi|β(K1(A)) = αi ◦ β|K1(A) = α
(0,1)
i ,

and on K1(A⊗ C(T)), define

αi|K1(A⊗C(T)) = 0, i = 0, 1, 2, ..., n.

Also define αe ∈ Hom(K∗(A⊗ C(T)),K∗(F1)), by

αe|K0(A) = [πe ◦ ϕ]|K0(A), αe|β(K1(A)) = αe ◦ β|K1(A) = α(0,1)
e

(e 8.36)

on K0(A⊗ C(T)), and (αe)|K1(A⊗C(T)) = 0. Note that (see (e 8.27))

(h0)∗ ◦ αe = α0 and (h1)∗ ◦ αe = αn.(e 8.37)

Since A ⊗ C(T) satisfies the UCT, the map αe can be lifted to an element of
KK(A⊗ C(T), F1) which will still be denoted by αe. Then define

α0 = αe × [h0] and αn = αe × [h1](e 8.38)

in KK(A ⊗ C(T), F2). For i = 1, ..., n − 1, also pick a lifting of αi in KK(A ⊗
C(T), F2), and still denote it by αi. Combining (e 8.17) and (e 8.18), we compute
that

(e 8.39) ‖(w∗iwi+1)πti ◦ ϕ(g)− πti ◦ ϕ(g)(w∗iwi+1)‖ < ε1/4 for all g ∈ Gu,

i = 0, 1, ..., n− 1.
Recall that Vi,j = 〈πti ◦ϕ⊗idMm(A)

(gj)〉, j = 1, 2, ..., k(A) and i = 0, 1, 2, ..., n,
and

Vi,j = (Vi,j,1, Vi,j,2, ..., Vi,j,F (2)) ∈Mm(A)(F2), j = 1, 2, ..., k(A), i = 0, 1, 2, ..., n.



182 Guihua Gong, Huaxin Lin and Zhuang Niu

Similarly, write

Wi = (Wi,1,Wi,2, ...,Wi,F (2)) ∈Mm(A)(F2), i = 0, 1, 2, ..., n.

By (e 8.39) and (e 8.16), we have, for i = 0, 1, ..., n,
(e 8.40)
‖W ∗i Wi+1Vi,j − Vi,jW ∗i Wi+1‖ < m(A)2ε/4 + 2ε1 ≤ (9/4)m(A)2ε1 < δ1,

and by (e 8.17) and (e 8.16), for any j = 1, 2, ..., k(A), i = 0, 1, ..., n− 1,

(e 8.41) ‖Vi,j − Vi+1,j‖ < ε1 + ε1m(A)2/16 + ε1 ≤ 3m2(A)δu/2 < δ1/12.

Thus, combining with (e 8.40),

‖WiV
∗
i,jW

∗
i Vi,jV

∗
i+1,jWi+1Vi+1,jW

∗
i+1 − 1‖

≈δ1/6 ‖WiV
∗
i,jW

∗
i Vi,jV

∗
i,jWi+1Vi,jW

∗
i+1 − 1‖(e 8.42)

= ‖WiV
∗
i,jW

∗
i Wi+1Vi,jW

∗
i+1 − 1‖ ≈δ1 0.(e 8.43)

By (e 8.41), there is a continuous path Z(t) of unitaries such that Z(0) = Vi,j ,
Z(1) = Vi+1,j , and

(e 8.44) ‖Z(t)− Z(1)‖ < δ1/6, t ∈ [0, 1].

We also write

Z(t) = (Z1(t), Z2(t), ..., ZF (2)(t)) ∈ F2 and t ∈ [0, 1].

We obtain a continuous path

WiV
∗
i,jW

∗
i Vi,jZ(t)∗Wi+1Z(t)W ∗i+1

which is in CU(Mm(A)(F2)) for all t ∈ [0, 1], and by (e 8.44), and combining
(e 8.42) and (e 8.43),

‖WiV
∗
i,jW

∗
i Vi,jZ(t)∗Wi+1Z(t)W ∗i+1 − 1‖ < 2δ1/6 + δ1/16 + 3δ1 < 1/8

for t ∈ [0, 1]. It follows that the integer

(1/2π
√
−1)(trns ⊗ TrMm(A)

)[log(Wi,sV
∗
i,j,sW

∗
i,sVi,j,sZs(t)

∗Wi+1,sZs(t)W
∗
i+1,s)]

is independent of t ∈ [0, 1], s = 1, 2, ..., F (2). In particular, with T = (trns ⊗
TrMm(A)),

(1/2π
√
−1)T (log(Wi,sV

∗
i,j,sW

∗
i,sWi+1,sVi,j,sW

∗
i+1,s))(e 8.45)

= (1/2π
√
−1)T (log(Wi,sV

∗
i,j,sW

∗
i,sVi,jV

∗
i+1,j,sWi+1,sVi+1,j,sW

∗
i+1,s))
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for s = 1, 2, ..., F (2). One also has (by (e 8.24))

WiV
∗
i,jW

∗
i Vi,jV

∗
i+1,jWi+1Vi+1,jW

∗
i+1

= (θj(ti) exp(
√
−1bi,j))

∗θj(ti+1) exp(
√
−1bi+1,j)

= exp(−
√
−1bi,j)θj(ti)

∗θj(ti+1) exp(
√
−1bi+1,j).(e 8.46)

Note that, by (e 8.20), (e 8.16), (e 8.17), and (e 8.20), for t ∈ [ti, ti+1], 1 ≤ i ≤
n− 1, 1 ≤ j ≤ k(A),

‖θj(ti)∗θj(t)− 1‖

≈γ2 ‖θj(ti)∗(πt(〈(ϕ⊗ idMm(A)
(g∗j )〉〈(ψ ⊗ idMm(A)

)(gj)〉))− 1‖

≈2ε1 ‖θj(ti)∗πt((ϕ⊗ idMm(A)
(g∗j )(ψ ⊗ idMm(A)

)(gj))− 1‖

≈m(A)2ε1/8 ‖θj(ti)
∗πti((ϕ⊗ idMm(A)

(g∗j )(ψ ⊗ idMm(A)
)(gj))− 1‖

≈2ε1 ‖θj(ti)∗πti(〈(ϕ⊗ idMm(A)
(g∗j )〉〈(ψ ⊗ idMm(A)

)(gj))〉 − 1‖

≈γ2 ‖θj(ti)∗θj(ti)− 1‖ = 0.(e 8.47)

Note that m(A)2ε1/8 + 2ε1 + 2γ2 < δ1 < 1/32. By Lemma 3.5 of [82],

(e 8.48) (trns ⊗ Trm(A))(log(θj,s(ti)
∗θj,s(ti+1))) = 0.

It follows that (by the Exel formula (see 3.1 and 3.2 of [40] and 3.7 of [52]), using
(e 8.40), (e 8.46), (e 8.46), (e 8.47), Lemma 2.11 of [73], (e 8.48), and the choice
of δ1), we have

(t⊗ Trm(A))(bott1(Vi,j ,W
∗
i Wi+1))

= (
1

2π
√
−1

)(t⊗ Trm(A))(log(V ∗i,jW
∗
i Wi+1Vi,jW

∗
i+1Wi))

= (
1

2π
√
−1

)(t⊗ Trm(A))(log(WiV
∗
i,jW

∗
i Wi+1Vi,jW

∗
i+1))

= (
1

2π
√
−1

)(t⊗ Trm(A))(log(WiV
∗
i,jW

∗
i Vi,jV

∗
i+1,jWi+1Vi+1,jW

∗
i+1))

= (
1

2π
√
−1

)(t⊗ Trm(A))(log(exp(−
√
−1bi,j)θj(ti)

∗θj(ti+1) exp(
√
−1bi+1,j))

= (
1

2π
√
−1

)[(t⊗ Trm(A))(−
√
−1bi,j) + (t⊗ Trm(A))(log(θj(ti)

∗θj(ti+1))

+(t⊗ Trm(A))(
√
−1bi+1,j)]

=
1

2π
(t⊗ Trm(A))(−bi,j + bi+1,j)
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for all t ∈ T (F2). By (e 8.31), (e 8.32), and (e 8.33), one has

bott1(Vi,j ,W
∗
i Wi+1)) = −λi,j + λi+1,j(e 8.49)

j = 1, 2, ...,m(A), i = 0, 1, ..., n− 1.
Note that ϕ is G2-δ2-multiplicative, and, by (e 8.11), for h ∈ H′2 ∪H′5 ⊂ H1,

(tr ◦ πti)(ϕ(h)) ≥ ∆(ĥ) for all tr ∈ T (F2)(e 8.50)

and (tre ◦ πe) ◦ ϕ(h)) ≥ ∆(ĥ) for all tre ∈ T (F1).(e 8.51)

Recall that these inequalities imply that ns ≥ 4N1 and ms ≥ 4N1 (by the choice
of H′5). Then, by (e 8.34),

ns/N1 ≥ ns/2N1 + ns/2N1 ≥ 1 + max{|λ(s)
i,j | : j = 1, 2, ..., k(A)}

≥ (1 + max{|αe(β(gj))| : j = 1, 2, ..., k(A)}).(e 8.52)

Similarly (by (e 8.35)),

ms/N1 ≥ (1 + max{|αe(β(gj))| : j = 1, 2, ..., k(A)}).(e 8.53)

Applying 7.3 (using (e 8.52), (e 8.53), (e 8.50) and (e 8.50)), we obtain unitaries
zi ∈ F2, i = 1, 2, ..., n− 1, and ze ∈ F1 such that

‖[zi, πti ◦ ϕ(g)]‖ < δu and ‖[ze, πe ◦ ϕ(g)]‖ < δu for all g ∈ Gu,(e 8.54)

Bott(zi, πti ◦ ϕ) = αi, and Bott(ze, πe ◦ ϕ) = αe.(e 8.55)

Put z0 = h0(ze) and zn = h1(ze). Recall that πt0 ◦ ϕ = h0(πe ◦ ϕ) and πtn ◦ ϕ =
h1(πe ◦ ϕ). One verifies (by (e 8.38)) that

Bott(z0, πt0 ◦ ϕ) = α0 and Bott(zn, πtn ◦ ϕ) = αn.(e 8.56)

Let Ui,i+1 = ziw
∗
iwi+1z

∗
i+1, i = 0, 1, 2, ..., n − 1. Then, by (e 8.54), (e 8.39), and

(e 8.17), one has, for i = 0, 1, 2, ..., n− 1,

‖[Ui,i+1, πti ◦ ϕ(g)]‖ < 2ε1 + 2δu < δ1/2 for all g ∈ Gu.(e 8.57)

Moreover, for 0 ≤ i ≤ n − 1, 1 ≤ j ≤ k(A), by (e 8.49) (and by (e 8.15), and
(e 8.54), (e 8.40)),

bott1(Ui,i+1, πti ◦ ϕ)([gj ]) = bott1(zi, πti ◦ ϕ)([gj ]) + bott1(w∗iwi+1, πti ◦ ϕ)([gj ])

+bott1(z∗i+1, πti ◦ ϕ)([gj ])

= (λi,j) + (−λi,j + λi+1,j) + (−λi+1,j) = 0.
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Note that for any x ∈
⊕
∗=0,1

⊕n0

k=1K∗(A ⊗ C(T),Z/kZ), one has Nx = 0.
Therefore,
(e 8.58)
Bott((Ui,i+1, ..., Ui,i+1︸ ︷︷ ︸

N

), (πti ◦ ϕ, ..., πti ◦ ϕ︸ ︷︷ ︸
N

))|P = NBott(Ui,i+1, πti ◦ ϕ)|P = 0,

i = 0, 1, 2, ..., n− 1. Note that, by the assumption (e 8.11),

tns ◦ πt ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H′1,(e 8.59)

where tns is the normalized trace on Mns , 1 ≤ s ≤ F (2).
By Lemma 6.7 and our choice of H′1, δ1, G1, P0, in view of (e 8.59), (e 8.57),

and (e 8.58), there exists a continuous path of unitaries, {Ũi,i+1(t) : t ∈ [ti, ti+1]} ⊂
F2 ⊗MN (C), such that

(e 8.60) Ũi,i+1(ti) = 1F2⊗MN (C), Ũi,i+1(ti+1) = (ziw
∗
iwi+1z

∗
i+1)⊗ 1MN (C),

and
(e 8.61)
‖Ũi,i+1(t)(πti ◦ ϕ(f), ..., πti ◦ ϕ(f)︸ ︷︷ ︸

N

)Ũi,i+1(t)∗−(πti ◦ ϕ(f), ..., πti ◦ ϕ(f)︸ ︷︷ ︸
N

)‖ < ε/32

for all f ∈ F and for all t ∈ [ti, ti+1]. Define W = (W (t), πe(W )) ∈ C ⊗MN by

W (t) = (wiz
∗
i ⊗ 1MN

)Ũi,i+1(t) for all t ∈ [ti, ti+1],(e 8.62)

i = 0, 1, ..., n − 1, and πe(W ) = wez
∗
e ⊗ 1MN

. Note that W (ti) = wiz
∗
i ⊗ 1MN

,
i = 0, 1, ..., n. Note also that

W (0) = w0z
∗
0 ⊗ 1MN

= h0(wez
∗
e )⊗ 1MN

and
W (1) = wnz

∗
n ⊗ 1MN

= h1(wez
∗
e )⊗ 1MN

.

So W ∈ C ⊗MN . One then checks that, by (e 8.17), (e 8.61), (e 8.54), (e 8.18),
and (e 8.17) again,

‖W (t)((πt ◦ ϕ)(f)⊗ 1MN
)W (t)∗ − (πt ◦ ψ)(f)⊗ 1MN

‖

< ‖W (t)((πt ◦ ϕ)(f)⊗ 1MN
)W (t)∗ −W (t)((πti ◦ ϕ)(f)⊗ 1MN

)W ∗(t)‖

+‖W (t)(πti ◦ ϕ)(f)W (t)∗ −W (ti)(πti ◦ ϕ)(f)W (ti)
∗‖

+‖W (ti)((πti ◦ ϕ)(f)⊗ 1MN
)W (ti)

∗ − (wi(πti ◦ ϕ)(f)w∗i )⊗ 1MN
‖

+‖wi(πti ◦ ϕ)(f)w∗i − πti ◦ ψ(f)‖+ ‖πti ◦ ψ(f)− πt ◦ ϕ(f)‖

< ε1/16 + ε/32 + δu + ε1/16 + ε1/16 < ε
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for all f ∈ F and for t ∈ [ti, ti+1], i = 0, 1, ..., n− 1.
Since λ : C → C([0, 1], F2) is assumed to be injective, this implies that

‖W (ϕ(f)⊗ 1MN
)W ∗ − (ψ(f)⊗ 1MN

)‖ < ε for all f ∈ F.(e 8.63)

�

Remark 8.4. Although it will not be needed in this paper, it is perhaps
worth pointing out that with some modification, the proof also works without
assuming that K∗(A) is finitely generated. In Theorem 8.3, the multiplicity N
only depends on K(A) as K(A) is finitely generated. However, if K∗(A) is not
finitely generated, the multiplicity N then will depend on F and ε. On the other
hand, if K1(A) is torsion free, or if K1(C) = 0, then the multiplicity N can
always be chosen to be 1. This also will not be needed here.

Corollary 8.5. The statement of Theorem 8.3 holds if A is replaced by Mm(A)
for any integer m ≥ 1.

9. C∗-algebras in B1

Definition 9.1. Let A be a unital simple C∗-algebra. We say A ∈ B1 if the
following property holds: Let ε > 0, let a ∈ A+ \ {0}, and let F ⊂ A be a finite
subset. There exist a non-zero projection p ∈ A and a C∗-subalgebra C ∈ C

with 1C = p such that

‖xp− px‖ < ε for all x ∈ F,

dist(pxp,C) < ε for all x ∈ F, and(e 9.1)

1− p . a.(e 9.2)

If C as above can always be chosen in C0, that is, with K1(C) = {0}, then we
say that A ∈ B0.

Definition 9.2. Let A be a unital simple C∗-algebra. We say A has general-
ized tracial rank at most one, if the following property holds:

Let ε > 0, let a ∈ A+\{0} and let F ⊂ A be a finite subset. There exist a non-
zero projection p ∈ A and a unital C∗-subalgebra C which is a subhomogeneous
C∗-algebra, with at most one dimensional spectrum, in particular, a finite
dimensional C∗-algebra with 1C = p such that

‖xp− px‖ < ε for all x ∈ F,(e 9.3)

dist(pxp,C) < ε for all x ∈ F, and(e 9.4)

1− p . a.(e 9.5)

In this case, we write gTR(A) ≤ 1.
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Remark 9.3. It follows from 3.21 that gTR(A) ≤ 1 if and only if A ∈ B1.

Let D be a class of unital C∗-algebras.

Definition 9.4. Let A be a unital simple C∗-algebra. We say A is tracially
approximately in D, denoted by A ∈ TAD, if the following property holds:

For any ε > 0, any a ∈ A+ \ {0} and any finite subset F ⊂ A, there exist a
non-zero projection p ∈ A and a unital C∗-subalgebra C ∈ D, with 1C = p such
that

‖xp− px‖ < ε for all x ∈ F,(e 9.6)

dist(pxp,C) < ε for all x ∈ F, and(e 9.7)

1− p . a.(e 9.8)

(see Definition 2.2 of [36]). Note that B0 = TAC0 and B1 = TAC. If in the
above definition, only (e 9.6) and (e 9.7) hold, then we say A has the property
(LD).

The property (LD) is a generalization of Popa’s property in Theorem 1.2 of
[98] (also see Definition 1.2 of [11] and Definition 3.2 of [62]).

An earlier version of the following proposition first appeared in an unpublished
paper of the second named author distributed in 1998 (see Corollary 6.4 of [62]
and 5.1 of [71]).

Proposition 9.5. Let A be a unital simple C∗-algebra which has the property
(LD). Then, for any ε > 0 and any finite subset F ⊂ A, there exist a projection
p ∈ A and a C∗-subalgebra C ∈ D with 1C = p such that

‖[x, p]‖ < ε for all f ∈ F,(e 9.9)

dist(pxp,C) < ε, and(e 9.10)

‖pxp‖ ≥ ‖x‖ − ε for all x ∈ F.(e 9.11)

Proof. Fix ε ∈ (0, 1) and a finite subset F ⊂ A. Without loss of generality,
we may assume 1A ∈ F. It follows from Proposition 2.2 of [3] that there is a
unital separable simple C∗-subalgebra B ⊂ A which contains F. By Definition
9.4, there exist a sequence of C∗-subalgebra Cn ∈ D and a sequence of non-zero
projections pn = 1Cn such that

lim
n→∞

‖pnb− bpn‖ = 0, lim
n→∞

dist(pnbpn, Cn) = 0, and(e 9.12)

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a,∈ b ∈ B,(e 9.13)

where Ln : B → pnBpn is defined by Ln(b) = pnbpn for all b ∈ B. Consider
the map L : B →

∏∞
n=1 pnBpn which is a unital completely positive linear map.
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Let π :
∏∞
n=1 pnBpn →

∏∞
n=1 pnBpn/

⊕∞
n=1 pnBpn be the quotient map. Set

ϕ = π ◦ L. Then ϕ is a unital homomorphism. Since B is a simple, ϕ is an
isometry. It follows that there exists a subsequence {nk} such that

‖pnkxpnk‖ ≥ ‖x‖ − ε for all x ∈ F.(e 9.14)

Note that we have limk→∞ ‖pnkx−xpnk‖ = 0 and limk→∞ dist(pnkxpnk , Cnk) =
0 for all x ∈ F. Choosing p := pnk and C = Cnk for some sufficiently large k, the
conclusion of the lemma holds.

�

Theorem 9.6. Let A be a unital simple separable C∗-algebra in TAD, where
D is a class of unital C∗-algebras. Then either A is locally approximated by
subalgebras in D, or A has the property (SP). In the case that D is a class of
semiprojective C∗-algebras, then, when A does not have (SP), A is an inductive
limit of C∗-algebras in D (with not necessarily injective maps).

Proof. This follows from Definition 9.1 immediately. Let F1,F2, ...,Fn, ... be
a sequence of increasing finite subsets of the unit ball of A whose union is dense
in the unit ball. If A does not have property (SP), then there is a non-zero
positive element a ∈ A such that aAa 6= A and aAa has no non-zero projection.
Then, for each n ≥ 1, there is a projection 1A − pn . a and a C∗-subalgebra
Cn ∈ D such that 1Cn = pn and

‖pnx− xpn‖ < 1/n and dist(pnxpn, Cn) < 1/n for all x ∈ Fn.

(e 9.15)

Since aAa does not have any non-zero projection, one has 1A − pn = 0. In other
words, 1A = pn and

dist(x,Cn) < 1/n for all x ∈ Fn, n = 1, 2, ...,(e 9.16)

as asserted. In the case that the C∗-algebras in D are semiprojective, A is in fact
an inductive limit of C∗-algebras in D (with not necessarily injective maps). �

Theorem 9.7. Let A ∈ B1. Then A has stable rank one.

Proof. This follows from Proposition 3.3 and Theorem 3.3 of [41] (see also
4.3 of [36]). �

Lemma 9.8. Let D be a family of unital separable C∗-algebras which are resid-
ually finite dimensional. Any unital separable simple C∗-algebra with prop-
erty (LD) can be embedded in

∏
Mr(n)/

⊕
Mr(n) for some sequence of integers

{r(n)}.

Proof. Let A be a unital separable simple C∗-algebra with property (LD).
Let F1 ⊂ F2 ⊂ · · · ⊂ Fi ⊂ · · · be an increasing sequence of finite subsets of



A classification of finite simple amenable Z-stable C∗-algebras, I 189

A with union dense in A. Since A has property (LD), for each n, there are a
projection pn ∈ A and Cn ⊂ A with 1Cn = pn and Cn ∈ D such that

‖pnf − fpn‖ < 1/2n+2, ‖pnfpn‖ ≥ ‖f‖ − 1/2n+2, and pnfpn ∈1/2n+2 Cn

(e 9.17)

for all f ∈ Fn. For each a ∈ Fn, there exists c(a) ∈ Cn such that ‖pnapn−c(a)‖ <
1/2n+2. There are unital homomorphisms π′n : Cn → Bn, where Bn is a finite
dimensional C∗-subalgebra such that

‖π′n(c(a))‖ = ‖c(a)‖ ≥ ‖pnapn‖ − 1/2n+2(e 9.18)

≥ ‖a‖ − (1/2n+2 + 1/2n+2) = ‖a‖ − 1/2n+1

for all ∈ Fn n = 1, 2, ....(e 9.19)

There is an integer r(n) ≥ 1 such that Bn is unitally embedded into Mr(n). De-
note by πn : Cn → Mr(n) the composition of π′n and the embedding. Note
Cn ⊂ pnApn. Then there is a unital completely positive linear map Φ′n :
pnApn →Mr(n) such that

Φ′n|Cn = πn.(e 9.20)

Define Φn : A → Mr(n) by Φn(a) = Φ′n(pnapn) for all a ∈ A. It is a unital
completely positive linear map. Moreover,

‖Φn(pnapn)− Φn(c(a))‖ < 1/2n+1 for all a ∈ Fn,(e 9.21)

n = 1, 2, ..., . Combining with (e 9.17), we obtain that

‖Φn(f)‖ ≥ ‖f‖ − 1/2n for all f ∈ Fn, n = 1, 2, ....(e 9.22)

Define Φ : A→
∏∞
n=1Mr(n) by Φ(a) = {Φn(a)} for all a ∈ A. Let

Π :
∞∏
n=1

Mr(n) →
∞∏
n=1

Mr(n)/
∞⊕
n=1

Mr(n)

be the quotient map. Put Ψ = Π◦Φ. One easily checks that Ψ is in fact a unital
homomorphism. Since A is simple, Ψ is a monomorphism. �

Theorem 9.9. Let A ∈ B1 (or A ∈ B0). Then, for any projection p ∈ A, one
has pAp ∈ B1 (or pAp ∈ B0).

Proof. Let us assume p 6= 0. Let 1/4 > ε > 0, let a ∈ (pAp)+ \ {0}, and
let F ⊂ pAp be a finite subset. Without loss of generality, we may assume that
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‖x‖ ≤ 1 for all x ∈ F. Since A is unital and simple, there are x1, x2, ..., xm ∈ A
such that

m∑
i=1

x∗i pxi = 1A.(e 9.23)

Since x∗i pxi ≤ 1A, ‖pxi‖ ≤ 1. By replacing xi by pxi, we may assume that
‖xi‖ ≤ 1. Put F1 = {p, x1, x2, ..., xm, x

∗
1, x
∗
2, ..., x

∗
m}∪F. Since A ∈ B1, there is a

projection e ∈ A and a unital C∗-subalgebra C1 ∈ C (or C1 ∈ C0) with 1C1
= e

such that

‖xe− ex‖ < ε/64(m+ 1) for all x ∈ F1,(e 9.24)

dist(exe, C1) < ε/64(m+ 1) for all x ∈ F1, and(e 9.25)

1− e . a.(e 9.26)

Put η = ε/64(m+1). Then 0 < η < 1/28. Since p ∈ F1, we have ‖epe−(epe)2‖ <
η and ‖pep− (pep)2‖ < η. Moreover, there is c(p) ∈ (C1)s.a. such that

‖epe− c(p)‖ < η.(e 9.27)

One estimates that, since 0 < η < 1/28,√
1− 4η > 1− 2η − 4η2 = 1− (2 + 4η)η and

√
1− 4η < 1− 2η,

or (1−
√

1− 4η)/2 < (1 + 2η)η and (1 +
√

1− 4η)/2 > 1− η.

(e 9.28)

One then computes sp(epe), sp(pep) ⊂ [0, (1+2η)η]t[1−η, 1]. By the functional
calculus, one obtains a projection q1 ∈ pAp such that

‖q1 − pep‖ < (1 + 2η)η.(e 9.29)

If λ ∈ ((1 + 2η)η, 1− η), then

‖e− (λe− epe)−1(λe− c(p))‖

≤ ‖(λe− epe)−1‖‖(λe− epe)− (λe− c(p)‖(e 9.30)

<
η

min{λ− (1 + 2η)η, (1− η)− λ}
.(e 9.31)

It follows that (λe − epe)−1(λe − c(p) is invertible in eAe when the expression
in (e 9.31) is less than 1 in which case λe − c(p) is invertible in eAe (or in C1).
Thus,

sp(c(p)) ⊂ [−η, (2 + 2η)η] t [1− 2η, 1 + η].(e 9.32)
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Consequently (by the functional calculus), there is a projection q ∈ C1 such
that

‖epe− q‖ < (2 + 2η)η + η = (3 + 2η)η.(e 9.33)

Moreover, there are y1, y2, ..., ym ∈ C1 such that ‖yi − exie‖ < η. Then

y∗i qyi ≈η(1+η) y
∗
i qexie ≈η ex∗i eqexie ≈(3+2η)η ex

∗
i epexie ≈2η ex

∗
i pxie.

(e 9.34)

Therefore (by also (e 9.23)),

‖
m∑
i=1

y∗i qyi − e‖ < m(η(1 + η) + (3 + 2η)η + 3η)= mη(7 + 3η) < ε < 1/4.

(e 9.35)

Therefore q is full in C1. It follows from 3.19 that qC1q ∈ C (or qC1q ∈ C0). Note
that

‖pep− epe‖ ≤ ‖pep− epep‖+ ‖epep− epe‖ < 2η.(e 9.36)

From (e 9.29), (e 9.36), and (e 9.33),

‖q1 − q‖ < ‖q1 − pep‖+ ‖pep− epe‖+ ‖epe− q‖

< (1 + 2η)η + 2η + (3 + 2η)η = (6 + 4η)η < 1.(e 9.37)

Hence, there is a unitary u ∈ A such that u∗qu = q1 ≤ p. Put C = u∗qC1qu.
Then C ∈ C (or C ∈ C0) and 1C = q1. We also have, by (e 9.29) and (e 9.33)),

‖epe− q1‖ < (1 + 2η)η + (3 + 2η)η = (4 + 4η)η.(e 9.38)

If x ∈ F, then

‖q1x− xq1‖ ≤ 2‖(q1 − epe)x‖+ ‖epex− xepe‖(e 9.39)

< 2(4 + 4η)η + 3η = (11 + 8η)η < ε(e 9.40)

for all x ∈ F.

Similarly, we estimate that

dist(q1xq1, C) < ε for all x ∈ F.(e 9.41)

We also have (by (e 9.29))

‖(p− q1)− (p− pep)‖ = ‖q1 − pep‖ < (1 + 2η)η.(e 9.42)

Put σ = (1 + 2η)η < 1/16. Let fσ(t) ∈ C0((0,∞)) be as in 2.5. Then, by 2.2 of
[104],

p− q1 = fσ(p− q1) . p− pep . 1− e . a.(e 9.43)

This shows that pAp ∈ B1. �
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Proposition 9.10. Let D denote the class of unital separable amenable C∗-
algebras with faithful tracial states. Let A be a non-zero unital simple separable
C∗-algebra which is TAD. Then QT (A) = T (A) 6= ∅.

Proof. One may assume that A is infinite dimensional. Since A is a unital
infinite dimensional simple C∗-algebra, there are n mutually orthogonal non-
zero positive elements, for any integer n ≥ 1 (see, for example, 1.11.45 of [63]).
By repeatedly applying Lemma 3.5.4 of [63] (see also Lemma 2.3 of [57]), one
finds a sequence of positive elements {bn} which has the following property:
bn+1 . bn,1, where bn,1, bn,2, ..., bn,n are mutually orthogonal non-zero positive
elements in bnAbn such that bnbn,i = bn,ibn = bn,i, i = 1, 2, ..., n, and bn,i ∼ bn,1,
1 ≤ i ≤ n, n = 1, 2, .... Note that

lim
n→∞

sup{τ(bn) : τ ∈ QT (A)} = 0.(e 9.44)

One obtains two sequences of unital C∗-subalgebras A0,n := enAen, Dn of A,
where Dn ∈ D with 1Dn = (1− en), two sequences of unital completely positive
linear maps ϕ0,n : A → A0,n (defined by ϕ0,n(a) = enaen for all a ∈ A) and
ϕ1,n : A→ Dn with A0,n ⊥ Dn satisfying the following conditions:

lim
n→∞

‖ϕi,n(ab)− ϕi,n(a)ϕi,n(b)‖ = 0 for all a, b ∈ A,(e 9.45)

lim
n→∞

‖a− (ϕ0,n + ϕ1,n)(a)‖ = 0 for all a ∈ A,(e 9.46)

(1− en) . bn, and(e 9.47)

lim
n→∞

‖ϕ1,n(x)‖ = ‖x‖ for all x ∈ A.(e 9.48)

Since quasitraces are norm continuous (Corollary II 2.5 of [5]), by (e 9.46),

lim
n→∞

(sup |τ(a)− τ((ϕ0,n + ϕ1,n)(a))| : τ ∈ QT (A)}) = 0 for all a ∈ A.

(e 9.49)

Since ϕ0,n(a)ϕ1,n(a) = ϕ1,n(a)ϕ0,n(a) = 0, for any τ ∈ QT (A) we have

τ((ϕ0,n + ϕ1,n)(a)) = τ(ϕ0,n(a)) + τ(ϕ1,n(a)) for all a ∈ A.(e 9.50)

Note that, by (e 9.47) and (e 9.44),

lim
n→∞

sup{τ(ϕ0,n(a)) : τ ∈ QT (A)} = 0 for all a ∈ A.(e 9.51)

Therefore

lim
n→∞

(sup{|τ(a)− τ ◦ ϕ1,n(a)| : τ ∈ QT(A)}) = 0 for all a ∈ A.

(e 9.52)
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It follows limn→∞ ‖τ ◦ ϕ1,n‖ = ‖τ‖ = 1 for all τ ∈ QT(A).
For any τ ∈ QT (A), let tn = (‖τ ◦ϕ1,n‖−1)τ ◦ϕ1,n. Note that tn|Dn is a tracial

state. Therefore tn is a state of A. Let t0 be a weak* limit of {tn}. Then, as A
is unital, t0 is a state of A.

It follows from (e 9.45) and the fact that tn|Dn is a tracial state that t0 is a
trace. Then, by (e 9.52), for every τ ∈ QT(A),

τ(a+ b) = τ(a) + τ(b) for all a, b ∈ A.

It follows that τ is a trace. Therefore QT (A) = T (A).
To see that T (A) 6= ∅, let τn ∈ T (Dn) be a faithful tracial state, n = 1, 2, ....

Define tn = (‖τn ◦ϕ1,n‖−1)τn ◦ϕ1,n. Let t0 be a weak * limit of {tn}. As above,
t0 is a tracial state of A.

�

Theorem 9.11. Let D be a class of unital C∗-algebras which is closed under
tensor products with a finite dimensional C∗-algebra and which has the strict
comparison property for positive elements (see 2.6). Let A be a unital simple
separable C∗-algebra in the class TAD. Then A has strict comparison for positive
elements. In particular, if A ∈ B1, then A has strict comparison for positive
elements and K0(A) is weakly unperforated.

Proof. Note that from 9.10, we have QT (A) = T (A) 6= ∅. By a result of
Rørdam (see, for example, Corollary 4.6 of [107]; note also that the exactness is
only used to get QT (A) = T (A) 6= ∅ there), to show that A has strict comparison
for positive elements, it is enough to show that W (A) is almost unperforated,
i.e., for any positive elements a, b in a matrix algebra over A, if (n+ 1)[a] ≤ n[b]
for some n ∈ N, then [a] ≤ [b].

Let a, b be such positive elements. Since any matrix algebra over A is still in
TAD, let us assume that a, b ∈ A.

First we consider the case that A does not have (SP) property. In this case,

by the proof of 9.6, A =
⋃∞
n=1An, where An ∈ D ({An} may not be increasing).

Without loss of generality, we may assume that 0 ≤ a, b ≤ 1. Let ε > 0. It
follows from an argument of Rørdam (see Lemma 5.6 of [94]) that there exist an
integer m ≥ 1, and positive elements a′, b′ ∈ Am such that

‖a′ − a‖ < ε/2, ‖b′ − b‖ < ε/2, b′ . b and(e 9.53)

diag(

n+1︷ ︸︸ ︷
fε/2(a′), fε/2(a′), ..., fε/2(a′)) . diag(

n︷ ︸︸ ︷
b′, b′, ..., b′) in Am.

Since Am has strict comparison (see part (b) of Theorem 3.18), one has

fε/2(a′) . b′ in Am.(e 9.54)

Note that ‖a − (a′ − ε/2)+‖ ≤ ‖a − a′‖ + ‖a′ − (a′ − ε/2)‖ < ε. It follows, on
using 2.2 of [104], that

f2ε(a) . (a′ − ε/2)+ . fε/2(a′) . b′ . b(e 9.55)



194 Guihua Gong, Huaxin Lin and Zhuang Niu

for every ε > 0. It follows that a . b.
Now we assume that A has (SP). Let 1/4 > ε > 0. We may further assume

that ‖b‖ = 1. Since A has (SP) and is simple, by Lemma 3.5.6 and Lemma
3.5.7 of [63] (also see Theorem I of [120]), there are mutually orthogonal and
mutually equivalent non-zero projections e1, e2, ..., en+1 ∈ f3/4(b)Af3/4(b). Put
E = e1 + e2 + · · ·+ en+1. By 2.4 of [104], we also have that

(n+ 1)[fε/4(a)] ≤ n[fδ(b)](e 9.56)

for some ε > δ > 0. Put 0 < η < min{ε/4, δ/4, 1/8}. It follows from Definition
9.1 that there are a C∗-subalgebra C = pAp⊕S with S ∈ D and a′, b′, E′, e′i ∈ C
(i = 1, 2, ..., n+ 1) such that 0 ≤ a′, b′ ≤ 1 and E′, e′i are projections in C,

||a− a′|| < η, b′ . fδ(b), ‖f1/2(b′)E′ − E′‖ < η,(e 9.57)

E′ =
n+1∑
i=1

e′i, ‖ei − e′i‖ < η and ‖E − E′‖ < η < 1,(e 9.58)

and

(e 9.59) diag(

n+1︷ ︸︸ ︷
fε/2(a′), fε/2(a′), ..., fε/2(a′)) . diag(

n︷ ︸︸ ︷
b′, b′, ..., b′) in C

(see Lemma 5.6 of [94]). Moreover, the projection p can be chosen so that p . e1.
From (e 9.57), there is a projection e′′i , E′′ ∈ f1/2(b′)Cf1/2(b′) (i = 1, 2, ..., n+ 1)

such that ‖E′ −E′′‖ < 2η, ‖e′′i − e′i‖ < 2η, i = 1, 2, ..., n+ 1, and E′′ =
∑n+1
i=1 e

′′
i

(we also assume that e′′1 , e
′′
2 , ..., e

′′
n+1 are mutually orthogonal). Note that e′i and

e′′i are equivalent. Choose a function g ∈ C0((0, 1])+ with g ≤ 1 such that
g(b′)f1/2(b′) = f1/2(b′) and [g(b′)] = [b′] in W (C). In particular, g(b′)E′′ = E′′.

Write

a′ = a′0 ⊕ a′1, g(b′) = b′0 ⊕ b′1, e′′i = ei,0 ⊕ ei,1, and E′′ = E′0 ⊕ E′1

with a′0, b
′
0, E

′
0, ei,0 ∈ pAp and a′1, b

′
1, ei,1, E

′
1 ∈ S, i = 1, 2, ..., n + 1. Note that

E′1b
′
1 = b′1E

′
1 = E′1. This, in particular, implies that

(e 9.60) τ(b′1) ≥ (n+ 1)τ(e1,1) for all τ ∈ T (S).

It follows from (e 9.59) that

dτ (fε/2(a′1)) ≤ n

n+ 1
dτ (b′1), for all τ ∈ T(S).

Note that (b′1 − e1,1)e1,1 = 0 and b′1 = (b′1 − e1,1) + e1,1. For all τ ∈ T (S),

dτ ((b′1 − e1,1)) = dτ (b′1)− τ(e1,1) > dτ (b′1)− 1

n+ 1
dτ (b′1) ≥ dτ (fε/2(a′1))).
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Since S has the strict comparison, one has

fε/2(a′1) . (b′1 − e1,1).

Just as in the calculation of (e 9.55), fε(a) . (a′− ε/4)+ ∼ fε/2(a′) as η < ε/4.
Consequently,

fε(a) . fε/2(a′) . p⊕ fε/2(a′1) . p⊕ (b′1 − e1,1)(e 9.61)

. e1 ⊕ (b′1 − e1,1) . e1 ⊕ (b′1 − e1,1) + (b′0 − e1,0)(e 9.62)

∼ e′′1 ⊕ (g(b′)− e′′1) ∼ g(b′) ∼ b′ . b.(e 9.63)

Since ε is arbitrary, one has that a . b.
Hence one always has that a . b, and therefore W (A) is almost unperforated.

�

The following fact is known to experts. We include it here for the reader’s
convenience.

Lemma 9.12. Let A be a unital simple C∗-algebra with T (A) 6= ∅. Let a, b ∈
A+ and let 1 > ε > 0 such that |τ(a) − τ(b)| < ε for all τ ∈ T (A). Then there
are x1, x2, ..., xn ∈ A such that

‖
n∑
i=1

x∗i xi − a‖ < 2ε and ‖
n∑
i=1

xix
∗
i − b‖ < ε.(e 9.64)

Proof. This follows from results in [17]. Let δ = max{|τ(a) − τ(b)| : τ ∈
T (A)}. Then 0 ≤ δ < ε. Let η = ε − δ. By Theorem 9.2 of [71], there exists
c ∈ As.a. with ‖c‖ < δ + η/4 such that τ(c) = τ(b) − τ(a) for all τ ∈ T (A).
Consider a1 = a+c+‖c‖ and b1 = b+‖c‖. Note that a1 ≥ 0. Then τ(a1) = τ(b1)
for all τ ∈ T (A). It follows from (iii) of Theorem 2.9 of [17] that a1 − b1 ∈ A0

(in the notation of [17]). It follows from Theorem 5.2 of [17] that a1 ∼ b1 (in
the notation of [17]; see the lower half of page136 of [17]). Thus, there are
x1, x2, ..., xn ∈ A such that

‖a1 −
n∑
i=1

x∗i xi‖ < η/4 and ‖b1 −
n∑
i=1

xix
∗
i ‖ < η/4.

It follows that

‖a−
n∑
i=1

x∗i xi‖ ≤ η/4 + ‖a+ ‖a‖‖ ≤ η/4 + 2δ < 2ε and

‖b−
n∑
i=1

xix
∗
i ‖ ≤ η/4 + ‖a‖ ≤ η/4 + δ < ε.(e 9.65)

�
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Lemma 9.13. Let D be a class of unital amenable C∗-algebras, let A be a separa-
ble unital C∗-algebra which is TAD, and let C be a unital amenable C∗-algebra.

Let F,G ⊂ C be finite subsets, let ε > 0 and δ > 0 be positive numbers. Let
H ⊂ C1

+ be a finite subset, and let T : C+\{0} → R+\{0} and N : C+\{0} → N
be maps. Let ∆ : Cq,1+ \ {0} → (0, 1) be an order preserving map. Let H1 ⊂
C1

+ \ {0}, H2 ⊂ C+ and U ⊂ U(Mk(C))/CU(Mk(C)) (for some k ≥ 1) be finite
subsets. Let σ1 > 0 and σ2 > 0 be constants. Let ϕ,ψ : C → A be unital
G-δ-multiplicative completely positive linear maps such that

(1) ϕ and ψ are T ×N -H-full (see the definition 2.23),
(2) τ ◦ϕ(c) > ∆(ĉ) and τ ◦ψ(c) > ∆(ĉ) for any τ ∈ T (A) and for any c ∈ H1,
(3) |τ ◦ ϕ(c)− τ ◦ ψ(c)| < σ1 for any τ ∈ T (A) and any c ∈ H2,
(4) dist(ϕ‡(u), ψ‡(u)) < σ2 for any u ∈ U.

Then, for any finite subset F′ ⊂ A and ε′ > 0, there exists a C∗subalgebra
D ⊂ A with D ∈ D such that if p = 1D, then, for any a ∈ F′,

(a) ‖pa− ap‖ < ε′,
(b) pap ∈ε′ D, and
(c) τ(1− p) < ε′, for any τ ∈ T (A).

There are also a (completely positive) linear map j0 : A → (1 − p)A(1 − p)
and a unital completely positive linear map . j1 : A→ D such that

j0(a) = (1− p)a(1− p) for all a ∈ A and

‖j1(a)− pap‖ < 3ε′ for all a ∈ F.

Moreover, define

ϕ0 = j0 ◦ ϕ, ψ0 = j0 ◦ ψ,ϕ1 = j1 ◦ ϕ and ψ1 = j1 ◦ ψ.

With a sufficiently large F′ and small enough ε′, one has that ϕ0, ψ0, ϕ1 and ψ1

are G-2δ-multiplicative and

(5) ‖ϕ(c)−(ϕ0(c)⊕ϕ1(c))‖ < ε and ‖ψ(c)−(ψ0(c)⊕ψ1(c))‖ < ε, for any c ∈ F,
(6) ϕ0, ψ0 and ϕ1, ψ1 are 2T ×N -H-full,
(7) τ ◦ ϕ1(c) > ∆(ĉ)/2 and τ ◦ ψ1(c) > ∆(ĉ)/2 for any c ∈ H1 and for any

τ ∈ T (D),
(8) |τ ◦ ϕ1(c)− τ ◦ ψ1(c)| < 3σ1 for any τ ∈ T(D) and any c ∈ H2, and

(9) dist(ϕ‡i (u), ψ‡i (u)) < 2σ2 for any u ∈ U, i = 0, 1.

If, furthermore, P ⊂ K(C) is a finite subset and [L]|P is well defined for any G-
2δ-multiplicative contractive completely positive linear map L, and [ϕ]|P = [ψ]|P,
then, we may require, with possibly smaller ε′ and larger F′, that

(10) [ϕi]|P = [ψi]|P, i = 0, 1.
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Proof. Without loss of generality, one may assume that each element of F,
G, H2, or F′ has norm at most one and that 1A ∈ F′.

Since ϕ and ψ are T × N -H-full, for each h ∈ H, there are a1,h, ..., aN(h),h

and b1,h, ..., bN(h),h in A with ‖ai,h‖, ‖bi,h‖ ≤ T (h) such that

N(h)∑
i=1

a∗i,hϕ(h)ai,h = 1A and

N(h)∑
i=1

b∗i,hψ(h)bi,h = 1A.(e 9.66)

Put d0 = min{∆(ĥ) : h ∈ H1}. By (9.13), It follows from 9.12 that there are, for
each c ∈ H2, x1,c, x2,c, ..., xt(c),c ∈ A such that

‖
t(c)∑
i=1

x∗i,cxi,c − ϕ(c)‖ ≤ σ3 and ‖
t(c)∑
i=1

xi,cx
∗
i,c − ψ(c)‖ ≤ σ3(e 9.67)

for some 0 < σ3 < 6σ1/5. Let

t(H2) = max{(‖xi,c‖+ 1)(t(c) + 1) : 1 ≤ i ≤ t(c) : c ∈ H2}.

For the given finite subset F′ ⊂ A, and given ε′ > 0, since A can be tracially
approximated by the C∗-algebras in the class D, there exists a C∗-subalgebra
D ⊂ A with D ∈ D such that if p = 1D, then, for any a ∈ F′,

(i) ‖pa− ap‖ < ε′,
(ii) pap ∈ε′ D, and
(iii) τ(1− p) < ε′, for any τ ∈ T (A).

On the way to making F′ large and ε′ small, we may assume that F′ contains
F, G, H, ϕ(G∪F), ψ(G∪F), ϕ(H), ψ(H), H1, H2, xi,c, x

∗
i,c, i = 1, 2, ..., t(c) and

c ∈ H2, as well as ai,h, a
∗
i,h, bi,h, b

∗
i,h, i = 1, 2, ..., N(h) and h ∈ H, and

ε′ <
min{min{1/64(T (h) + 1)(N(h) + 1) : h ∈ H}, ε, δ, d0, σ1, σ2, (2σ1 − σ3)}

64(t(H2) + 1)2
.

For each a ∈ F′, choose da ∈ D such that ‖pap− da‖ < ε′ (choose d1A = 1D).
Consider the finite subset {dadb : a, b ∈ F′} ⊂ D. Since D is an amenable
C∗-subalgebra of pAp, by 2.3.13 of [63] (with D = B = C and ϕ = idD), there
is unital completely positive linear map L : pAp→ D such that

‖L(dadb)− dadb‖ < ε′, a, b ∈ F′.

Define j1 : A→ D by j1(a) = L(pap). Then, for any a ∈ F′, one has

‖j1(a)− pap‖ = ‖L(pap)− pap‖ = ‖L(da)− da‖+ 2ε′ = 2ε′.(e 9.68)

Note that j0 and j1 are F′-7ε′ -multiplicative, and

‖a− j0(a)⊕ j1(a)‖ < 4ε′ for all a ∈ F′.(e 9.69)
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Define
ϕ0 = j0 ◦ ϕ, ψ0 = j0 ◦ ψ,ϕ1 = j1 ◦ ϕ and ψ1 = j1 ◦ ψ.

Then (by the choices of F′ and ε′), the maps ϕ0, ψ0, ϕ1, and ϕ1 are G-2δ-
multiplicative, and for any c ∈ F,

(e 9.70) ‖ϕ(c)− (ϕ0(c)⊕ ϕ1(c))‖ < ε and ‖ψ(c)− (ψ0(c)⊕ ψ1(c))‖ < ε.

So (5) holds. Apply j1 to both sides of both equations in (e 9.66). One obtains
two invertible elements

eh :=

N(h)∑
i=1

j1(a∗i )ϕ1(h)j1(ai)

and

fh :=

N(h)∑
i=1

j1(b∗i )ψ1(h)j1(bi)

such that |‖e−
1
2

h ‖ − 1| < 1 and |‖f−
1
2

h ‖ − 1| < 1. Note that

N(h)∑
i=1

e
− 1

2

h j1(a∗i )ϕ1(h)j1(ai)e
− 1

2

h = 1D,

N(h)∑
i=1

f
− 1

2

h j1(b∗i )ψ1(h)j1(bi)f
− 1

2

h = 1D,

‖j1(ai)e
− 1

2

h ‖ < 2T (h), and ‖j1(bi)f
− 1

2

h ‖ < 2T (h).

Therefore, ϕ1 and ψ1 are 2T ×N -H-full. The same calculation also shows that
ϕ0 and ψ0 are 2T ×N -H-full. This proves (6).

To see (8), one notes that

‖
t(c)∑
i=1

d∗xi,cdxi,d − ϕ1(c)‖ < σ3 + t(H2)ε′ < 7σ1/5 and

‖
t(c)∑
i=1

dxi,cd
∗
xi,d
− ψ1(c)‖ < 7σ1/5

for all c ∈ H2. Then (8) also holds.
Let us show (7) holds for sufficiently large F′ and ε′. Since A is separable,

there are an increasing sequence of finite subsets F′1 ⊂ F′2 ⊂ · · · such that
⋃

F′n
is dense in the unit ball of A. Set ε′n = 1

n . Suppose (7) were not true, for each F′n
and each ε′n, there are C*-subalgebra Dn ∈ D and j1,n : A→ Dn as constructed
above (in place of j1), and there is τn ∈ T(Dn) such that there is c ∈ H1

τn ◦ ϕ1,n(c) ≤ ∆(ĉ)/2 or τn ◦ ψ1,n(c) ≤ ∆(ĉ)/2
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(where ϕ1,n and ψ1,n are as ϕ1 and ψ1 corresponding to F′ = F′n and ε′ = ε′n =
1/n for all large n). Passing to a subsequence, one may assume that

(e 9.71) τn ◦ ϕ1,n(c) ≤ ∆(ĉ)/2.

Consider τn ◦ j1,n : A → C, and pick an accumulating point τ of {τn ◦ j1,n :
n ∈ N}. Since j1,n is 7ε′n-F′n-multiplicative, it is straightforward to verify that τ
is actually a tracial state of A. Passing to a subsequence, we may assume that
τ(a) = limn→∞ τn ◦ j1,n(a) for all a ∈ A. By (e 9.71), for any 0 < η < d0/4, there
exists n0 ≥ 1 such that, for all n ≥ n0,

τ ◦ ϕ(c) ≤ τn ◦ j1,n ◦ ϕ(c) + τn ◦ ϕ2,n(c) + η ≤ ∆(ĉ)/2 + d0/4 + η < ∆(ĉ),

which contradicts to the assumption (2).
Let us show that (9) holds with sufficiently large F′ and sufficiently small ε′.
Choose unitaries u1, u2, ..., un ∈ Mk(C) such that U = {u1, u2, ..., un}. Pick

unitaries w1, w2, ..., wn ∈Mk(A) such that each wi is a commutator and

dist(〈ϕ(ui)〉 〈ψ(u∗i )〉 , wi) < σ2.

Choose F′ sufficiently large and ε′ sufficiently small such that there are com-
mutators w′1, w2, ..., w

′
n ∈ CU(Mk(D)) and commutators w′′1 , w

′′
2 , ..., w

′′
n ∈ (1 −

p)A(1− p)⊗Mk satisfying

‖j1(wi)− w′i‖ < σ2/2 and ‖j0(wi)− w′′i ‖ < σ2/2, 1 ≤ i ≤ n,

(see Appendix of [81]) and

‖ 〈ϕk(ui)〉 〈ψk(u∗i )〉 − jk(〈ϕ(ui)〉 〈ψ(u∗i )〉)‖ < σ2/2, 1 ≤ i ≤ n and k = 0, 1.

(Recall we use ϕ,ψ, j0, and j1 for ϕ⊗ idMk
, ψ ⊗ idMk

, j0 ⊗ idMk
and j1 ⊗ idMk

,
respectively.) Then

‖ 〈ϕk(ui)〉 〈ψk(u∗i )〉 − w′i‖

≤ ‖ 〈ϕk(ui)〉 〈ψk(u∗i )〉 − jk(wi)‖+ ‖jk(wi)− w′i‖(e 9.72)

≤ ‖ 〈ϕk(ui)〉 〈ψk(u∗i )〉 − jk(〈ϕ(ui)〉 〈ψ(u∗i )〉)‖(e 9.73)

+‖jk(〈ϕ(ui)〉 〈ψ(u∗i )〉)− jk(wi)‖+ σ2/2 ≤ 2σ2, k = 0, 1.(e 9.74)

This proves (9).
To see the last part of the lemma, let P0 be a finite subset of projections

of C, let qϕ, qψ ∈ A be projections, and let vq ∈ A be a partial isometry (for
each q ∈ P0) such that v∗qvq = qϕ, vqv

∗
q = qψ, ‖qϕ − ϕ(q)‖ < δ′/2 < 1/4, and

‖qψ − ψ(q)‖ < δ′/2 < 1/4 for some δ′ > 0.
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As in part (d) of Lemma 2.19, with sufficiently small ε′ and large F′, one
obtains projections qϕ,0, qψ,0 ∈ (1 − p)A(1 − p) and qϕ,1, qψ,1 ∈ D, and partial
isometries wq,0, ∈ (1− p)A(1− p) and wq,1 ∈ D such that

w∗q,iwq,i = qϕ,i, wq,iw
∗
q,i = qψ,i,(e 9.75)

‖ϕi(q)− qϕ,i‖ < δ′, and ‖ψi(q)− qψ,i‖ < δ′(e 9.76)

for all q ∈ P0. This implies that [ϕi(q)] = [ψi(q)] for all q ∈ P0, i = 0, 1.

Suppose that U0 is a finite subset of U(C) and 〈ϕ(u)〉 = zu〈ψ(u)〉, where

zu =
∏l(u)
k=1 exp(ihu,k) and where hu,i ∈ As.a., for each u ∈ U0. By virtue of part

(d) of Lemma 2.19, there are hu,k,0 ∈ (1− p)A(1− p)s.a. and hu,k,1 ∈ Ds.a. such

that 〈ϕs(u)〉 = (
∏l(u)
k=1 exp(ihu,k,s))〈ψs(u)〉, u ∈ U0, s = 0, 1. This implies that

[ϕs]|U0
= [ψs]|U0

, s = 0, 1.

If P1 is a finite subset of projections and unitaries in Mm(A) for some integer
m ≥ 1, by considering ϕ ⊗ idMm

and ψ ⊗ idMm
, with sufficiently small ε′ and

large F′, we conclude that we can require that [ϕi]|P1
= [ψi]|P1

, i = 0, 1.

In general, consider a finite subset Pk ⊂ K0(A⊗B0) for some B0 = B̃, where
B is a commutative C∗-algebra such that K0(B) = Z/kZ and K1(B) = {0},
k = 2, 3, .... Also consider ϕ̃ = ϕ ⊗ idB0

and ψ̃ = ψ ⊗ idB0
. We will replace

(1 − p)A(1 − p) by A0, where A0 := (1 − p ⊗ 1B0)(A ⊗ B0)(1 − p ⊗ 1B0), and
D by D ⊗ B0 in the above argument. We will also consider (ji ⊗ idB0) ◦ ϕ̃ and
(ji ⊗ idB0

) ◦ ψ̃. Note that 1 − (p ⊗ 1B0
) almost commutes with ϕ̃ and ψ̃ on a

given finite subset provided that ε′ is sufficiently small and F′ is sufficiently large.
Thus, as above, with sufficiently small ε′ and F′, [ϕ̃]|Pk = [ψ̃]|Pk . This implies
that the last part, (10) of the lemma holds. �

Proposition 9.14. B1 6= B0.

Proof. It follows from Theorem 1.4 of [88] that there is a unital separable
simple C∗-algebra A which is an inductive limit of dimension drop circle algebras
such that A has a unique tracial state, (K0(A),K0(A)+, [1A]) = (Z,Z+, 1), and
K1(A) = Z/3Z. Note that dimension drop circle algebras are in C (see 3.22).

Note also that A is a unital projectionless C∗-algebra. If A were in B0, since
A does not have (SP), by Theorem 9.6, A would be an inductive limit (with not
necessarily injective maps) of C∗-algebras in C0. However, every C∗-algebra in
C0 has trivial K1. This would imply that K1(A) = {0}, a contradiction. Thus,
A 6∈ B0. �

Remark 9.15. The C∗-algebra A in the proof of Proposition 9.14 is rationally
of tracial rank zero (see [84]), since it has a unique tracial state. Later we will
see that there are many other C∗-algebras which are in B1 but not in B0.

Proposition 9.16. Let A be a C∗-algebra in B1 and let U be an infinite di-
mensional UHF-algebra. Then A⊗ U has the property (SP).
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Proof. It suffices to show that, for any non-zero positive element b ∈ A⊗ U,
there exists a non-zero projection e ∈ A ⊗ U such that e . b. Without loss of
generality, we may assume that 0 ≤ b ≤ 1. Let σ = inf{τ(b) : τ ∈ T (A)} > 0.
Then there is a non-zero projection e ∈ A⊗U with the form 1A⊗p, where p ∈ U
is a non-zero projection, such that

τ(e) < σ.(e 9.77)

By strict comparison for positive elements (Theorem 9.11), e . b, which implies
that bAb has a projection equivalent to e. �

10. Z-stability

Lemma 10.1. Let A ∈ B1 (or B0 ) be a unital infinite dimensional simple C∗-
algebra. Then, for any ε > 0, any a ∈ A+ \ {0}, any finite subset F ⊂ A and
any integer N ≥ 1, there exist a projection p ∈ A and a C∗-subalgebra C ∈ C

(or ∈ C0) with 1C = p that satisfy the following conditions:

(1) dim(π(C)) ≥ N2 for every irreducible representation π of C,
(2) ‖px− xp‖ < ε for all x ∈ F,
(3) dist(pxp,C) < ε for all x ∈ F, and
(4) 1− p . a.

Proof. Since A is an infinite dimensional simple C∗-algebra, there are N + 1
mutually orthogonal non-zero positive elements a1, a2, ..., aN+1 in A. Since A is
simple, there are xi,j ∈ A, j = 1, 2, ..., k(i), i = 1, 2, ..., N + 1, such that

k(i)∑
j=1

x∗i,jaixi,j = 1A.

Let
K = (N + 1) max{‖xi,j‖+ 1 : 1 ≤ j ≤ k(i), 1 ≤ i ≤ N + 1}.

Let a0 ∈ A+ \ {0} be such that a0 . ai for all 1 ≤ i ≤ N + 1, and furthermore
a0 . a. Since a0Aa0 is also an infinite dimensional simple C∗-algebra, one
obtains a01, a02 ∈ a0Aa0 which are mutually orthogonal and non-zero. One then
obtains a non-zero element b ∈ a01Aa01 such that b . a02.

Let

F = {ai : 1 ≤ i ≤ N + 1} ∪ {xi,j : 1 ≤ j ≤ k(i), 1 ≤ i ≤ N + 1} ∪ {a}.

Now since A ∈ B1, there are a projection p ∈ A and C ∈ C with 1C = p such
that

(1) ‖xp− px‖ < min{1/2, ε}/2K for all x ∈ F,
(2) dist(pxp,C) < min{1/2, ε}/2K for all x ∈ F, and
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(3) 1− p . b.

Then, with a standard computation, we obtain mutually orthogonal non-
zero positive elements b1, b2, ..., bN+1 ∈ C and yi,j ,∈ C (1 ≤ j ≤ k(i)), i =
1, 2, ..., N + 1, such that

‖
k(i)∑
j=1

y∗i,jbiyi,j − p‖ < min{1/2, ε/2}.(e 10.1)

For each i, we find another element zi ∈ C such that

k(i)∑
j=1

z∗i yi,jbiyi,jzi = p.(e 10.2)

Let π be an irreducible representation of C. Then by (e 10.2),

k(i)∑
j=1

π(z∗i yi,j)π(bi)π(yi,jzi) = π(p).(e 10.3)

Therefore, π(b1), π(b2), ..., π(bN+1) are mutually orthogonal non-zero positive el-
ements in π(A). Then (e 10.3) implies that π(C) ∼= Mn with n ≥ N + 1. This
proves the lemma. �

Corollary 10.2. Let A ∈ B1 (or A ∈ B0) be an infinite dimensional unital
simple C∗-algebra. Then, for any ε > 0 and f ∈ Aff(T (A))++, there exist a
C∗-subalgebra C ∈ C (or C ∈ C0 ) in A and an element c ∈ C+ such that

dimπ(C) ≥ (4/ε)2 for each irreducible representation π of C,(e 10.4)

0 < τ(f)− τ(c) < ε/2 for all τ ∈ T (A).(e 10.5)

Proof. By 9.3 of [71], there is an element x ∈ A+ such that τ(x) = τ(f) for all
τ ∈ T (A). Let N ≥ 16(‖x‖+1)/ε. As in the beginning of the proof of Proposition
9.10, one finds a non-zero element a ∈ A+ such that N [a] ≤ 1. Apply Lemma
10.1 to ε/(16(‖x‖+1)), N and a ∈ A+ and F = {x, 1}, to get C and p = 1C as in
that lemma. Then C satisfies (e 10.4) and, by (4) of Lemma 10.1, τ(1−p) < 1/N
for all τ ∈ T (A). It follows that 0 < τ(x) − τ(pxp) < 2‖x‖/N < ε/8 for all
τ ∈ T (A). Then choose c′ ∈ C with ‖pxp− c′‖ < ε/16(‖x‖+ 1). Replacing c′ by
(c′+(c′)∗)/2, we may assume that c′ ∈ Cs.a.. Since pxp ≥ 0, we obtain a positive
element c ∈ C such that ‖pxp− c‖ < ε/8. We have

0 < τ(f)− τ(c) = τ(x)− τ(c) < ε/2 for all τ ∈ T (A),(e 10.6)

as desired. �
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The following is known. In the following statement, we identify [0, 1] with the
space of extreme points of T (Mn(C[0, 1])).

Lemma 10.3. Let C = Mn(C([0, 1])) and g ∈ LAffb(T (C))+ with 0 ≤ g(t) ≤ 1.
Then there exists a ∈ C+ with 0 ≤ a ≤ 1 such that

0 ≤ g(t)− dt(a) ≤ 1/n for all t ∈ [0, 1],

where dt(a) = limk→∞ tr(a1/k(t)) for all t ∈ [0, 1], where tr is the tracial state of
Mn.

Proof. We will use the proof of Lemma 5.2 of [12]. For each 0 ≤ i ≤ n − 1,
define

Xi = {t ∈ [0, 1] : g(t) > i/n}.

Since g is lower semi-continuous, Xi is open in [0, 1]. There is a continuous
function gi ∈ C([0, 1])+ with 0 ≤ gi ≤ 1 such that

{t ∈ [0, 1] : gi(t) 6= 0} = Xi, i = 0, 1, ..., n− 1.

Let e1, e2, ..., en be nmutually orthogonal rank one projections in C = Mn(C([0, 1]).
Define

a =
n−1∑
i=1

giei ∈ C.(e 10.7)

Then 0 ≤ a ≤ 1. Put Yi = {t ∈ [0, 1] : (i+ 1)/n ≥ gi(t) > i/n} = Xi \
⋃
j>iXj ,

i = 0, 1, 2, ..., n− 1. These are mutually disjoint sets. Note that

[0, 1] = ([0, 1] \X0) ∪
n−1⋃
i=0

Yi.

If x ∈ ([0, 1] \X0) ∪ Y0, then dt(a) = 0. So 0 ≤ g(t)− dt(a)(t) ≤ 1/n for all such
t. If t ∈ Yj ,

dt(a) = j/n.(e 10.8)

Then

0 ≤ g(t)− dt(a) ≤ 1/n for all t ∈ Yj .(e 10.9)

It follows that

0 ≤ g(t)− dt(a) ≤ 1/n for all t ∈ [0, 1].(e 10.10)

�
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Lemma 10.4. Let F1 and F2 be two finite dimensional C∗-algebras such that
each simple direct summand of F1 and F2 has rank at least k, where k ≥ 1
is an integer. Let ϕ0, ϕ1 : F1 → F2 be unital homomorphisms. Let C =
A(ϕ0, ϕ1, F1, F2). Then, for any f ∈ LAffb(T (C))+ with 0 ≤ f ≤ 1, there exists
a positive element a ∈M2(C) such that

max
τ∈T (C)

|dτ (a)− f(τ)| ≤ 2/k.

Proof. Let I = {(g, a) ∈ C⊂ C([0, 1], F2)⊕ F1 : g(0) = g(1) = 0= a}. Note
that C/I∼= F1. Let

T = {τ ∈ T (C) : kerτ ⊃ I}.

Then T may be identified with T (C/I)= T (F1). Let f ∈ LAffb(T (C))+ with
0 ≤ f ≤ 1. There exists b ∈ (C/I)+ such that

0 ≤ f(τ)− dτ (b) ≤ 1/k for all τ ∈ T,(e 10.11)

and furthermore, if f(τ) > 0, then f(τ) − dτ (b) > 0. To see this, write F1 =
MR(1) ⊕MR(2) ⊕ · · · ⊕MR(l). Note that R(s) ≥ k, s = 1, 2, .... Denote by τq(s)
the tracial state of MR(s), s = 1, 2, ..., l. One can find an integer Js ≥ 0 such that

Js
R(s)

≤ f(τq(s)) ≤
Js + 1

R(s)
, s = 1, 2, ..., l.(e 10.12)

Moreover, if f(τq(s)) > 0, we may assume that Js/R(s) < f(τq(s)). Let b ∈ F1 =
C/I be a projection with rank Js in MR(s), s = 1, 2, ..., l. For such a choice, since
b is a projection, we have dτ (b) = τ(b) for all τ ∈ T. Then, by (e 10.12), (e 10.11)
holds. Moreover, if f(τ) > 0, f(τ)− dτ (b) > 0. In particular, if dτ (b) > 0, then

f(τ)− dτ (b) > 0.(e 10.13)

Recall that b = (b1, b2, ..., bl) ∈ C/I = F1. Let b0 = ϕ0(b) ∈ F2 and b1 =
ϕ1(b) ∈ F2. Write F2 = Mr(1)⊕Mr(2)⊕· · ·⊕Mr(m). Write b0 = b0,1⊕b0,2⊕· · ·⊕
b0,r(m) and b1 = b1,1⊕ b1,2⊕· · ·⊕ b1,r(m), where b0,j , b1,j ∈Mr(j), j = 1, 2, ...,m.
Let τt,j = trj◦Ψj◦πt, where trj is the normalized trace onMr(j), Ψj : F2 →Mr(j)

is the quotient map and πt : A→ F2 is the point evaluation at t ∈ (0, 1).

Denote by τ0,j the tracial state of C defined by τ0,j((g, a)) = trj(g(0)) =
trj(ϕ0(a)) for all (g, a) ∈ C, and denote by τ1,j the tracial state of C defined by
τ1,j((g, a)) = trj(g(1)) = trj(ϕ1(a)) for all (g, a) ∈ C, respectively, j = 1, 2, ...,m.
It follows from the third paragraph of Subsection 3.8 that τt,j → τ0,j in T (A) if
t→ 0 in [0, 1] and τt,j → τ1,j in T (A) if t→ 1 in [0, 1].
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Recall from Section 3 (see 3.8 and 3.4), we have

trj(b0,j) =
1

r(j)

l∑
s=1

ajsR(s) · τq(s)(bs) and

(e 10.14)

trj(b1,j) =
1

r(j)

l∑
s=1

bjsR(s) · τq(s)(bs),

where {ajs} and {bjs} are matrices of non-negative integers given by the maps
(ϕ0)∗0 : K0(F1) = Zl → K0(F2) = Zm and (ϕ1)∗0 : K0(F1) = Zl → K0(F2) =
Zm.

If g ∈ LAffb(T (A))+, then, by (e 3.6) and (e 3.7) in Section 3,

g(τ0,j) =
l∑

s=1

ajsR(s) · g(τq(s)) and g(τ1,j) =
1

r(j)

l∑
s=1

bjsR(s) · g(τq(s)),

Recall that b is a projection, since f is lower semicontinuous on T (C), we
have, by (e 10.11) and (e 10.13),

lim inf
t→0

f(τt,j) ≥ f(τ0,j) =
l∑

s=1

ajsR(s) · f(τq(s))

≥ 1

r(j)

l∑
s=1

ajsR(s)τq(s)(bs) = trj(b0,j)

and lim inf
t→1

f(τt,j) ≥ 1

r(j)

l∑
s=1

bjsR(s) · f(τq(s)) ≥ trj(b1,j).

Note that, since ϕ0 is unital, 1
r(j)

∑l
s=1 ajsR(s) = 1. Therefore, if trj(b0,j) > 0,

then

f(τ0,j) = f(
l∑

s=1

1

r(j)
ajsR(s)τq(s)) >

l∑
s=1

1

r(j)
ajsR(s)τq(s)(bs) = trj(b0,j),

f(τ1,j) = f(
l∑

s=1

1

r(j)
ajsR(s)τq(s)) >

l∑
s=1

1

r(j)
bjsR(s)τq(s)(bs) = trj(b1,j).

Hence, if trj(b0,j) > 0 (or trj(b1,j) > 0), then lim inft→0 f(τt,j) > trj(b0,j) (or
lim inft→1 f(τt,j) > trj(b1,j)). Therefore, there exists 1/8 > δ > 0 such that

f(τt,j) ≥ trj(b0,j) for all t ∈ (0, 2δ) and(e 10.15)

f(τt,j) ≥ trj(b1,j) for all t ∈ (1− 2δ, 1), j = 1, 2, ..., l.(e 10.16)



206 Guihua Gong, Huaxin Lin and Zhuang Niu

Let

c(t) = (
δ − t
δ

)b0 if t ∈ [0, δ),(e 10.17)

c(t) = 0 if t ∈ [δ, 1− δ], and(e 10.18)

c(t) = (
t− 1 + δ

δ
)b1 for all t ∈ (1− δ, 1].(e 10.19)

Note that c ∈ A. Define

gj(0) = 0,(e 10.20)

gj(t) = f(τt,j)− trj(b0,j) for all t ∈ (0, δ],(e 10.21)

gj(t) = f(τt,j) for all t ∈ (δ, 1− δ),(e 10.22)

gj(t) = f(τt,j)− trj(b1,j) for all t ∈ [1− δ, 1), and(e 10.23)

gj(1) = 0.(e 10.24)

One verifies that gj is lower semicontinuous on [0, 1]. It follows from Lemma 10.3
that there exists a1 ∈ C([0, 1], F2)+ such that

(e 10.25) 0 ≤ gj(t)− dtrt,j (a1) ≤ 1/r(j) ≤ 1/k for all t ∈ [0, 1].

Note that a1(0) = 0 and a1(1) = 0. Therefore a1 ∈ I ⊂ C. Now let a = c⊕ a1 ∈
M2(C). Note that

dτ (a) = dτ (c) + dτ (a1) = dτ (b) if t ∈ T,

dtrt,j (a) = dtrt,j (c) + dtrt,j (a1) = dt,j(b0) + dtrt,j (a1) for all t ∈ (0, δ),

dtrt,j (a) = dtrt,j (a1) for all t ∈ [δ, 1− δ], and

dtrt,j (a) = dtrt,j (c) + dtrt,j (a1) = dt,j(b1) + dtrt,j (a1) for all t ∈ (1− δ, 1).

Hence, by (e 10.11), (e 10.17), (e 10.18), (e 10.19), (e 10.20), (e 10.21), (e 10.22),
(e 10.23) and (e 10.25),

0 ≤ f(τ)− dτ (a) ≤ 2/k(e 10.26)

for all τ ∈ T and τ = trt,j , j = 1, 2, ..., l, t ∈ (0, 1). Since T ∪ {trt,j : 1 ≤ j ≤
l, and t ∈ (0, 1)} contains all the extreme points of T (C), we conclude that

0 ≤ f(τ)− dτ (a) ≤ 2/k for all τ ∈ T (C).(e 10.27)

�

Theorem 10.5. Let A ∈ B1 be an infinite dimensional unital simple C∗-
algebra. Then the map W (A)→ V (A) t LAffb(A)++ is surjective.
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Proof. The proof follows the lines of the proof of Theorem 5.2 of [12]. It suf-
fices to show that the map a 7→ dτ (a) is surjective from W (A) onto LAffb(T (A)).
Let f ∈ LAffb(A)+ with f(τ) > 0 for all τ ∈ T (A). We may assume that f(τ) ≤ 1
for all τ ∈ T (A). As in the proof of 5.2 of [12], it suffices to find a sequence of
elements ai ∈M2(A)+ such that ai . ai+1, [an] 6= [an+1] (in W (A)), and

lim
n→∞

dτ (an) = f(τ) for all τ ∈ T (A).

Using the semicontinuity of f, we find a sequence fn ∈ Aff(T (A))++ such that

fn(τ) < fn+1(τ) for all τ ∈ T (A), n = 1, 2, ...,(e 10.28)

lim
n→∞

fn(τ) = f(τ) for all τ ∈ T (A).(e 10.29)

Since fn+1 − fn is continuous and strictly positive on the compact set T, there
is 1 >εn > 0 such that (fn+1 − fn)(τ) > εn for all τ ∈ T (A), n = 1, 2, .... By
Corollary 10.2, for each n, there is a C∗-subalgebra Cn of A with Cn ∈ C and
an element bn ∈ (Cn)+ such that

dimπ(Cn) ≥ (16/εn)2(e 10.30)

for each irreducible representation,

0 < τ(fn)− τ(bn) < εn/8 for all τ ∈ T (A).

Applying Lemma 10.4, one obtains an element an ∈M2(Cn)+ such that

0 < t(bn)− dt(an) <
2

k
< εn/4 for all t ∈ T (Cn),(e 10.31)

where k is the minimal rank of all irreducible representations of Cn and k ≥
16/εn. It follows that

0 < τ(fn)− dτ (an) < εn/2 for all τ ∈ T (A).(e 10.32)

One then checks that limn→∞ dτ (an) = f(τ) for all τ ∈ T (A).Moreover, dτ (an) <
dτ (an+1) for all τ ∈ T (A), n = 1, 2, .... It follows from Theorem 9.11 that
an . an+1, [an] 6= [an+1], n = 1, 2, .... This ends the proof. �

Theorem 10.6. Let A ∈ B1 be an infinite dimensional unital simple C∗-
algebra. Then W (A) is 0-almost divisible.

Proof. Let a ∈Mn(A)+ \{0} and k ≥ 1 be an integer. We need to show that
there exists an element x ∈Mm′(A)+ for some m′ ≥ 1 such that

k[x] ≤ [a] ≤ (k + 1)[x](e 10.33)
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inW (A). It follows from Theorem 10.5 that, since kdτ (a)/(k2+1) ∈ LAffb(T (A)),
there is x ∈M2n(A)+ such that

dτ (x) = kdτ (a)/(k2 + 1) for all τ ∈ T (A).(e 10.34)

Then,

kdτ (x) < dτ (a) < (k + 1)dτ (x) for all τ ∈ T (A).(e 10.35)

It follows from Theorem 9.11 that

k[x] ≤ [a] ≤ (k + 1)[x].(e 10.36)

�

Theorem 10.7. Let A ∈ B1 be an infinite dimensional unital separable simple
amenable C∗-algebra. Then A⊗ Z ∼= A.

Proof. Since A ∈ B1, A has finite weak tracial nuclear dimension (see 8.1
of [81]). By Theorem 9.11, A has the strict comparison property for positive
elements. Note that, by Theorem 9.9, every unital hereditary C∗-subalgebra
of A is in B1. Thus, by Theorem 10.6, its Cuntz semigroup also has 0-almost
divisibility. It follows from 8.3 of [81] that A is Z-stable. �

11. The Unitary Groups

Theorem 11.1 (cf. Theorem 6.5 of [71]). Let K ∈ N be an integer and let B

be a class of unital C∗-algebras which has the property that cer(B) ≤ K for all
B ∈ B. Let A be a unital simple C∗-algebra which is TAB (see Definition 9.4)
and let u ∈ U0(A). Suppose that A has the cancellation property for projections,
in particular, if e, q ∈ A are projections and v ∈ A such that v∗v = e and vv∗ = q,
then there is a w ∈ A such that w∗w = 1 − e and ww∗ = 1 − q. Then, for any
ε > 0, there exist unitaries u1, u2 ∈ A such that u1 has exponential length no
more than 2π, u2 has exponential rank K, and

‖u− u1u2‖ < ε.

Moreover, cer(A) ≤ K + 2 + ε.

Proof. Suppose that A is locally approximated by C∗-subalgebras {An} in
B. One may write (for some integer m ≥ 1) u = exp(ih1) exp(ih2) · · · exp(ihm),
where hi ∈ As.a., i = 1, 2, ...,m. Without loss of generality, we may assume
that, for some large n, hi ∈ An, i = 1, 2, ...,m. In other words, we may assume
that u ∈ U0(An). Then the conclusion of the lemma follows with u1 = 1, since
cer(An) ≤ K as assumed. This also follows from the proof of Theorem 6.5 of
[71] with p = 1.
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Now as in the proof of 9.6 we may assume that A ∈ TAB and A has property
(SP). Without loss of generality, we may assume that A is an infinite dimensional
C∗-algebra. Let n be a positive integer.

As in the beginning of the proof of 9.10, one can find mutually orthogonal
non-zero positive elements a, b1, b2, ..., b2(n+1) ∈ A such that a . bi for all i ∈
{1, 2, · · · , 2(n+ 1)}. Hence, with a non-zero projection e such that e . a, there
is a projection q ∈ aAa and v ∈ A such that v∗v = e and vv∗ = q. Note that
b1, b2, ..., b2(n+1) ∈ (1 − q)A(1 − q). It follows that 2(n + 1)[e] ≤ [1 − q], or,
2(n+1)[1−p] ≤ [p], where p = 1−e. By the assumption that A has cancellation
of projections, [1 − q] = [p]. So, if we apply the property that A is TAB, as in
the proof of Theorem 6.5 of [71], (3) in that proof holds as (1 − p) . a. With
this fact in mind, the rest of proof is exactly the same as that of Theorem 6.5 of
[71]. �

Corollary 11.2. Any C∗-algebra in the class B1 has exponential rank at most
5 + ε.

Proof. By Theorem 3.16, C∗-algebras in C have exponential rank at most
3 + ε. Moreover, by 9.7, A has stable rank one. Therefore projections of A have
cancellation. Therefore, by Theorem 11.1, any C∗-algebra in B1 has exponential
rank at most 5 + ε. �

Theorem 11.3. Let L > 0 be a positive number and let B be a class of unital
C∗-algebras such that cel(v) ≤ L for every unitary v in their closure of commu-
tator subgroups. Let A be a unital simple C∗-algebra which is tracially in B and
let u ∈ CU(A). Suppose that A has cancellation property for projections. Then
u ∈ U0(A) and cel(u) ≤ 2π + L+ ε.

Proof. Let 1 > ε > 0. There are v1, v2, ...., vk ∈ U(A) such that

‖u− v1v2 · · · vk‖ < ε/16(e 11.1)

and vi = aibia
∗
i b
∗
i , where ai, bi ∈ U(A). Let N be an integer as in Lemma 6.4

of [71] (with 8πk + ε playing the role of L there). We further assume that
(8πk+ 1)π/N < ε

4 . Since A is tracially in B, there are a projection p ∈ A and a
unital C∗-subalgebra B in B with 1B = p such that

‖ai − (a′i ⊕ a′′i )‖ < ε/32k, ‖bi − (b′i ⊕ b′′i )‖ < ε/32k, i = 1, 2, ..., k, and(e 11.2)

‖u−
k∏
i=1

(a′ib
′
i(a
′
i)
∗(b′i)

∗ ⊕ a′′i b′′i (a′′i )∗(b′′i )∗‖ < ε/8,(e 11.3)

where a′i, b
′
i ∈ U((1 − p)A(1 − p)), a′′i , b′′i ∈ U0(B) and 6N [1 − p] ≤ [p] (if A is

locally approximated by C∗-algebras in B, we can choose p = 1A; otherwise, we
can apply the argument in the proof of Theorem 11.1). Put

w =
k∏
i=1

a′ib
′
i(a
′
i)
∗(b′i)

∗ and z =
k∏
i=1

a′′i b
′′
i (a′′i )(b′′i )∗.(e 11.4)
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Then z ∈ CU(B). Therefore celB(z) ≤ L in B ⊂ pAp. It is standard to show
that then

a′ib
′
i(a
′
i)
∗(bi

′)∗ ⊕ (1− p)⊕ (1− p)

is in U0(M3((1−p)A(1− p))) and it has exponential length no more than 4(2π)+
2ε/16k. This implies

cel(w ⊕ (1− p)⊕ (1− p)) ≤ 8πk + ε/4

in U(M3((1−p)A(1−p))). Since 6N [1−p] ≤ [p], there is a projection q ∈M3(pAp)
such that (1 − p) ⊕ (1 − p) ⊕ q is Murray von Neumann equivalent to p and
N [(1− p)⊕ (1− p)⊕ (1− p)] ≤ [q]. View w⊕ (1− p)⊕ (1− p)⊕q as a unitary in(

(1− p)⊕ (1− p)⊕ (1− p)⊕ q
)
M3(A)

(
(1− p)⊕ (1− p)⊕ (1− p)⊕ q

)
.

It follows from Lemma 6.4 of [71] that

cel(w ⊕ (1− p)⊕ (1− p)⊕ q) ≤ 2π +
8πk + ε/4

N
π < 2π + ε/4.(e 11.5)

It follows that

cel((w ⊕ p)((1− p)⊕ z)) < 2π + ε/4 + L+ ε/16.

Therefore cel(u) ≤ 2π + L+ ε. �

Remark: The cancellation property of projections in both Lemma 11.1 and
Theorem 11.3 can be replaced by requiring that every unital hereditary C∗-
subalgebra of A is in TAB. We do not need this though.

Corollary 11.4. Let A be a unital simple C∗-algebra in B1, and let u ∈
CU(A). Then u ∈ U0(A) and cel(u) ≤ 7π.

Proof. This follows from Lemma 3.14 and Theorem 11.3. �

Lemma 11.5. Let A be a unital C∗-algebra. Then the group U0(A)/CU(A) is
divisible. Let U be a UHF-algebra of infinite type, and let B = A⊗ U. Then the
group U0(B)/CU(B) is torsion free.

Proof. It is well known that U0(A)/CU(A) is always divisible. Indeed, pick
ū ∈ U0(A)/CU(A) for some u ∈ U0(A), and pick k ∈ N. Since u ∈ U0(A), there
are self-adjoint elements h1, h2, ..., hn ∈ A such that

u = exp(ih1) exp(ih2) · · · exp(ihn)).

Then the unitary w := exp(ih1/k) exp(ih2/k) · · · exp(ihn/k) satisfies (w̄)k = ū
in U0(A)/CU(A), and thus U0(A)/CU(A) is divisible.

Now, consider B = A ⊗ U , where U is an infinite dimensional UHF-algebra.
By Corollary. 6.6 and Theorem 6.8 of [103], B is either purely infinite, or B has
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stable rank one. If B is purely infinite, by Corollary. 2.7 of [46], U0(B)/CU(B)
is zero, whence U0(B)/CU(B) is torsion free. If B has stable rank one, by
Corollary. 3.11 of [46], the map from U0(B)/CU(B) to U0(Mn(B))/CU(Mn(B))
is an isomorphism for all n ≥ 1. Therefore, by Theorem 3.2 of [112], the group
U0(B)/CU(B) is isomorphic to Aff(T (B))/ρB(K0(B)). Let D = K0(U). Then
we may view D as a dense subgroup of Q. It follows that, for any x ∈ K0(B)
and r ∈ D, rρB(x) ∈ ρB(K0(B)). Therefore ρB(K0(B)) is divisible. Hence
U0(B)/CU(B) is torsion free. �

Theorem 11.6. Let A be a unital C∗-algebra such that there is a number K > 0
such that cel(u) ≤ K for all u ∈ CU(A). Suppose that U0(A)/CU(A) is torsion
free and suppose that u, v ∈ U(A) such that u∗v ∈ U0(A). Suppose also that
there is k ∈ N such that cel((uk)∗vk)≤L for some L > 0. Then

cel(u∗v) ≤ K + L/k.(e 11.6)

Proof. It follows from [101] that, for any ε > 0, there are a1, a2, ..., aN ∈ As.a.
such that

(uk)∗vk =
N∏
j=1

exp(
√
−1aj) and

N∑
j=1

‖aj‖ ≤ L+ ε/2.(e 11.7)

Choose w =
∏N
j=1 exp(−

√
−1aj/k). Then (u∗vw)k ∈ CU(A). Since U0(A)/CU(A)

is assumed to be torsion free, it follows that

u∗vw ∈ CU(A).(e 11.8)

Thus, cel(u∗vw) ≤ K. Note that cel(w) ≤ L/k + ε/2k. It follows that

cel(u∗v) ≤ K + L/k + ε/2k.

�

Corollary 11.7. Let A be a unital simple C∗-algebra in B1, and let B = A⊗U,
where U is a UHF-algebra of infinite type. Then

(1) U0(B)/CU(B) is torsion free and divisible; and
(2) if u, v ∈ U(B) with cel((u∗)kvk) ≤ L for some integer k > 0, then

cel(u∗v) ≤ 7π + L/k.

Proof. The lemma follows from Lemma 11.5, Corollary 11.4, and Theorem
11.6. �

The following lemma consists of some standard perturbation results in the
same spirit as that of Lemma 2.19. Some of these have been used in some of the
proofs before. We present them here for convenience.
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Lemma 11.8. Let A be a unital C∗-algebra in B1. Let e ∈ A be a projection with
[1− e] = K[e] in K0(A) for some positive integer K. Suppose that u ∈ U0(eAe)
and w = u+ (1− e) with dist(w̄, 1̄) ≤ η < 2. Suppose that F ⊂ A is a finite set,
R is a positive integer, and ε > 0. Then there are a non-zero projection p ∈ A
and a C∗-subalgebra D ∈ C with 1D = p such that

(1) ‖[p, x]‖ < ε for all x ∈ F ∪ {u,w, e, (1− e)},
(2) pxp ∈ε D for x ∈ F ∪ {u,w, e, (1− e)},
(3) there are a projection q ∈ D, a unitary z1 ∈ qDq, and c1 ∈ CU(D) such that
‖q−pep‖ < ε, ‖z1−quq‖ < ε, ‖z1⊕(p−q)−pwp‖ < ε, and ‖z1⊕(p−q)−c1‖ <
ε+ η,

(4) there are a projection q0 ∈ (1 − p)A(1 − p), a unitary z0 ∈ q0Aq0, and
c0 ∈ CU((1− p)A(1− p)) such that
‖q0 − (1− p)e(1− p)‖ < ε, ‖z0 − (1− p)u(1− p)‖ < ε, ‖z0 ⊕ (1− p− q0)−
(1− p)w(1− p)‖ < ε, and ‖z0 ⊕ (1− p− q0)− c0‖ < ε+ η,

(5) [p− q] = K[q] in K0(D), [(1− p)− q0] = K[q0] in K0(A),
(6) R[1− p] < [p] in K0(A), and
(7) cel(1−p)A(1−p)(z0 ⊕ (1− p− q0)) ≤ celA(w) + ε.

Proof. Without loss of generality, we may assume that ε < 1
2min{η, 2 −

η, 1/2}.
Since [1 − e] = K[e] and A has stable rank one (see 9.7), there are mutually

orthogonal projections e1, e2, · · · , eK ∈ A and partial isometries s1, s2, · · · , sK ∈
A satisfying s∗i si = e, sis

∗
i = ei for all i = 1, 2, · · · ,K and 1− e =

∑K
i=1 ei.

Let celA(w) = L. Then (see the last line of 2.15) there are h1, h2, ..., hM ∈
As.a. such that w =

∏M
j=1 exp(ihj) and

∑M
j=1 ‖hj‖ < L + ε/4. Choose δ0 > 0

such that, if h′ ∈ As.a. (for any unital C∗-algebra A) with ‖h′‖ ≤ L+ 1, p′ ∈ A
is a projection and ‖p′h′ − h′p′‖ < δ0, then

‖p′ exp(ih′)− p′ exp(ip′h′p′)p′‖ < ε/(64N(L+ 1)(M + 1))).(e 11.9)

Since dist(w, 1̄) ≤ η < 2, there exist unitaries {ui, vi}Ni=1 ⊂ A such that

‖w −ΠN
i=1uiviu

∗
i v
∗
i ‖ < η +

ε

4
.(e 11.10)

Let F′ be the set

F ∪ {u,w, e, 1− e; ek, sk : 1 ≤ k ≤ K; hj : 1 ≤ j ≤M ; ui, vi : 1 ≤ i ≤ N}.

Let δ (< ε/16N(L + 1)(M + 1)) be the positive number δ in Lemma 2.19 for
the positive integer K and min{δ0,ε/16N(L+ 1)(M + 1)} (in place of ε). Recall
that (by 9.7) A has stable rank one. As in the proof of Theorem 11.1, choose
any positive element a ∈ A+ such that 1−p . a implies R[1−p] < [p] in K0(A).

Since A ∈ B1, there are a non-zero projection p ∈ A and a C∗-subalgebra
D ∈ C with 1D = p such that, for all x ∈ F′,

(i) ‖[p, x]‖ < δ, (ii) pxp ∈δ D, and (iii) 1− p . a.(e 11.11)
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Then (1) follows from (i), and (2) follows from (ii). If we do not require the
existence of c1 in (3) and c0 in (4) and the estimates involving c1 and c0, then (3)
(the existence of q, z1 and all estimates not involving c1) and (4) (the existence
of q0, z0 and all estimates not involving c0) follow from part (a) and part (b)
of Lemma 2.19, and (5) follows from part (c) of Lemma 2.19. Furthermore, (6)
follows from (iii) above by the choice of a. We emphasize that, since δ is the
number δ for ε

16N(L+1)(M+1) <
ε

16N(L+1) <
ε

16N (instead of ε) in Lemma 2.19,

we have

‖z1 ⊕ (p− q)− pwp‖ < ε

16N
and(e 11.12)

‖z0 ⊕ (1− p− q0)− (1− p)w(1− p)‖ < ε

16N(L+ 1)
.

It remains to show that (7) holds and the existence of c0 and c1. Note, since
δ < δ0,

‖phj − hjp‖ < δ0, j = 1, 2, ...,M.(e 11.13)

By part (a) and part (b) of Lemma 2.19, there are untaries {u′i, v′i}Ni=1 ⊂ D ⊂
pAp, {u′′i , v′′i }Ni=1 ⊂ (1− p)A(1− p) such that

‖u′i − puip‖ <
ε

16N
, ‖v′i − pvip‖ <

ε

16N
,(e 11.14)

‖u′′i − (1− p)ui(1− p)‖ <
ε

16N
, ‖v′′i − (1− p)vi(1− p)‖ <

ε

16N
,(e 11.15)

for all i = 1, 2, · · · , N , and such that, by the choice of δ0 and by (e 11.9),

‖(1− p)w(1− p)− (1− p)(
M∏
j=1

exp(i(1− p)hj(1− p)))(1− p)‖(e 11.16)

<
ε

64N(L+ 1)
.

Put w0 = (1−p)
∏M
j=1 exp(i(1−p)hj(1−p))(1−p) and h′j = (1−p)hj(1−p), j =

1, 2, ...,M. Then w0 ∈ U0((1−p)A(1−p)). In (1−p)A(1−p), w0 =
∏M
j=1 exp(ih′j).

Note that
∑M
j=1 ‖h′j‖ ≤

∑M
j=1 ‖hj‖ < L + ε/4. From (e 11.12) and (e 11.16) we

have

‖z0 ⊕ (1− p− q0)− w0‖ ≤ ‖z0 ⊕ (1− p− q0)− (1− p)w(1− p)‖

+‖(1− p)w(1− p)− w0‖

<
ε

8(L+ 1)
.
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There is h′0 ∈ ((1− p)A(1− p))s.a. such that

‖h0‖ < 2 arcsin(ε/16(L+ 1)) and(e 11.17)

z0 ⊕ (1− p− q0) = w0 exp(ih0) =
M∏
j=0

exp(ih′j).

Then cel(1−p)A(1−p)(z0⊕ (1−p− q0)) < L+ ε/4 + ε/2 < cel(w) + ε. So (7) holds.

Let c1 = ΠN
i=1u

′
iv
′
i(u
′
i)
∗(v′i)

∗ and c0 = ΠN
i=1u

′′
i v
′′
i (u′′i )∗(v′′i )∗. Then by (e 11.12),

(e 11.10), (i) of (e 11.11), and (e 11.14), one gets

‖z1⊕(p−q)−c1‖ < ‖z1⊕(p−q)−pwp‖+‖pwp−p(ΠN
i=1uiviu

∗
i v
∗
i )p‖

+‖p(ΠN
i=1uiviu

∗
i v
∗
i )p−ΠN

i=1(puipvipu
∗
i pv
∗
i p)‖+‖ΠN

i=1(puipvipu
∗
i pv
∗
i p)−c0‖

<
ε

16N
+ (η +

ε

4
) + (4Nδ) + (4N

ε

16N
) < η + ε.

Similarly, ‖z0 ⊕ (1− p− q0)− c0‖ < ε+ η. That is, (3) and (4) hold.
�

Lemma 11.9. Let K ≥ 1 be an integer. Let A be a unital simple C∗-algebra in
B1. Let e ∈ A be a projection and let u ∈ U0(eAe). Suppose that w = u+(1−e) ∈
U0(A) and let η ∈ (0, 2]. Suppose that

[1− e] ≤ K[e] in K0(A) and dist(w̄, 1̄) ≤ η.(e 11.18)

Then, if η < 2, one has

dist(ū, ē) < (K + 9/8)η and celeAe(u) < (
(K + 1)π

2
+ 1/16)η + 6π,

and if η = 2, one has

celeAe(u) < (
9K

8
+ 1)cel(w) + 1/16 + 6π.

Proof. We assume that (e 11.18) holds. Note that η ≤ 2. Put L = cel(w). We
first consider the case that η < 2. There is a projection e′ ∈ Mm(A) (for some
integer m) such that

[(1− e) + e′] = K[e].

Note Mm(A) ∈ B1. Replacing A by (1A + e′)Mm(A)(1A + e′) (which is in B1 by
Theorem 9.9) and w by w + e′, without loss of generality, we may now assume
that

[1− e] = K[e] and dist(w̄, 1̄) < η.(e 11.19)

There is R1 > 1 such that max{L/R1, 2/R1, ηπ/R1} < min{η/64, 1/16π}.
For any η/32(K+ 1)2π > ε > 0 with ε+ η < 2, since gTR(A) ≤ 1, by Lemma

11.8, there exist a non-zero projection p ∈ A and a C∗-subalgebra D ∈ C with
1D = p such that



A classification of finite simple amenable Z-stable C∗-algebras, I 215

(1) ‖[p, x]‖ < ε for x ∈ {u,w, e, (1− e)},
(2) pwp, pup, pep, p(1− e)p ∈ε D,
(3) there are a projection q ∈ D, a unitary z1 ∈ qDq, and c1 ∈ CU(D) such that
‖q−pep‖ < ε, ‖z1−quq‖ < ε, ‖z1⊕(p−q)−pwp‖ < ε, and ‖z1⊕(p−q)−c1‖ <
ε+ η,

(4) there are a projection q0 ∈ (1 − p)A(1 − p) and a unitary z0 ∈ q0Aq0 such
that
‖q0 − (1− p)e(1− p)‖ < ε, ‖z0 − (1− p)u(1− p)‖ < ε, ‖z0 ⊕ (1− p− q0)−
(1− p)w(1− p)‖ < ε and ‖z0 ⊕ (1− p− q0)− c0‖ < ε+ η,

(5) [p− q] = K[q] in K0(D), [(1− p)− q0] = K[q0] in K0(A),
(6) 2(K + 1)R1[1− p] < [p] in K0(A), and
(7) cel(1−p)A(1−p)(z0 ⊕ (1− p− q0)) ≤ L+ ε,

where c1 ∈ CU(D) and c0 ∈ CU((1− p)A(1− p)).
By Lemma 3.10, one has that det(ψD(c1)) = 1 for every irreducible represen-

tation ψD of D. Since ε+ η < 2, there is h ∈ Ds.a with ‖h‖ < 2 arcsin((ε+ η)/2)
such that (by (3) above)

(z1 ⊕ (p− q)) exp(ih) = c1.(e 11.20)

By (5) above, since D has stable rank one, we may write D = MK+1(D0), where
D0
∼= qDq. In particular, D0 ∈ C (see 3.19). Let {eij} be a system of matrix

units for MK+1. Define hi = eiiheii, i = 1, 2, ...,K + 1, and h0 =
∑K+1
j=1 e1ihei1.

Then ‖h0‖ < 2(K + 1) arcsin((ε + η)/2). Note τ(h0) = τ(
∑K+1
j=1 hj) = τ(h)

for all τ ∈ T (D). We may identify h0 with an element in (qDq)s.a.. Put ω0 =
exp(ih0) ∈ U0(qDq). Then, det(ψD((ω0 ⊕ (p − q)) exp(−ih)) = 1 for every irre-
ducible representation ψD of D. It follows by (e 11.20) that, for every irreducible
representation ψD of D,

det(ψD(z1ω0 ⊕ (p− q))) = 1.(e 11.21)

By Lemma 3.10, this implies z1w0 ⊕ (p− q) ∈ CU(MK+1(qDq)). Since qDq has
stable rank one (by Proposition 3.3), by Corollary 3.11 of [46], zw0 ∈ CU(qDq).
It follows that, if 2(K + 1) arcsin( ε+η2 ) < π,

dist(z1, q) = dist(ω0, q)(e 11.22)

< 2 sin((K + 1) arcsin(
ε+ η

2
)) ≤ (K + 1)(ε+ η)

(see (e 2.33)). If 2(K + 1) arcsin( ε+η2 ) ≥ π, then 2(K + 1)( ε+η2 )π2 ≥ π. It follows
that

(K + 1)(ε+ η) ≥ 2 ≥ dist(z1, q).(e 11.23)

By combining both (e 11.23) and (e 11.23), one obtains that

dist(z1, q) ≤ (K + 1)(ε+ η) ≤ (K + 1)η +
η

32(K + 1)π
.(e 11.24)
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It follows from Lemma 3.14 that

celqDq(z1) ≤ (K + 1)(ε+ η)
π

2
+ 4π(e 11.25)

≤ ((K + 1)
π

2
+

1

64(K + 1)
)η + 4π.

By (5) and (6) above,

(K + 1)[q] = [p− q] + [q] = [p] > 2(K + 1)R1[1− p].

By Theorem 9.11, K0(A) is weakly unperforated. Hence,

2R1[1− p] < [q].(e 11.26)

There is a unitary v ∈ A such that v∗(1−p−q0)v ≤ q. Put v1 = q0⊕(1−p−q0)v.
Then

v∗1(z0 ⊕ (1− p− q0))v1 = z0 ⊕ v∗(1− p− q0)v.(e 11.27)

Note that (by (4))

‖(z0 ⊕ v∗(1− p− q0)v)v∗1c
∗
0v1 − q0 ⊕ v∗(1− p− q0)v‖ < ε+ η.(e 11.28)

Moreover, by (7) above,

cel(z0 ⊕ v∗(1− p− q0)v) ≤ L+ ε.(e 11.29)

It follows from (e 11.26) and Lemma 6.4 of [71] that

cel(q0+q)A(q0+q)(z0 ⊕ q) ≤ 2π + (L+ ε)/R1.(e 11.30)

Therefore, on combining this with (e 11.25),

cel(q0+q)A(q0+q)(z0 + z1)(e 11.31)

≤ 2π + (L+ ε)/R1 + ((K + 1)
π

2
+

1

64(K + 1)
)η + 4π.

By (e 11.29), (e 11.26), and Lemma 3.1 of [75], in U0((q0 +q)A(q0 +q))/CU((q0 +
q)A(q0 + q)),

dist(z0 + q, q0 + q) <
(L+ ε)

R1
.(e 11.32)

Therefore, by (e 11.32), (e 11.24) (and by the line below (e 2.33)),

dist(z0 ⊕ z1, q0 + q)(e 11.33)

<
(L+ ε)

R1
+ (K + 1)η +

η

32(K + 1)π
< (K +

17

16
)η.
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We note that

‖e− (q0 + q)‖ < 2ε and ‖u− (z0 + z1)‖ < 2ε.(e 11.34)

It follows that

dist(ū, ē) < 4ε+ (K +
17

16
)η < (K +

9

8
)η.(e 11.35)

Similarly, by (e 11.31),

celeAe(u) ≤ 4επ + 2π + (L+ ε)/R1 + ((K + 1)
π

2
+

1

64(K + 1)
)η + 4π

< ((K + 1)
π

2
+ 1/16)η + 6π.

This proves the case that η < 2.
Now suppose that η = 2. Define an integer R = [cel(w) + 1]≥ 4. Note that

cel(w)/R < 1. There is a projection e′ ∈MR′(A) (for some integer R′) such that

[e′] = 2R[e] + 2R[1− e] = 2R[1A].

It follows from Lemma 3.1 of [75] that

dist(w ⊕ e′, 1A + e′) <
cel(w)

R
.(e 11.36)

Put K1= 2R(K + 1) +K. Then

([1− e] + [e′]) ≤ K[e] + 2R[e] + 2R[1− e](e 11.37)

≤ (K + 2R+ 2RK)[e] = K1[e].

It follows from the first part of the lemma that

celeAe(u) < (
(K1 + 1)π

2
+

1

16
)
cel(w)

R
+ 6π

= (K + 1 +K/2R+ 1/16R)cel(w) + 6π

≤ (K + 1 +K/8)cel(w) + (1/16) + 6π

= (9K/8 + 1)cel(w) + 1/16 + 6π.

�

Theorem 11.10. (Theorem 4.6 of [46]) Let A be a unital simple C∗-algebra
of stable rank one and let e ∈ A be a non-zero projection. Then the map u 7→
u+ (1− e) induces an isomorphism from U(eAe)/CU(eAe) onto U(A)/CU(A).

Proof. This is Theorem 4.6 of [46]. �

Corollary 11.11. Let A be a unital simple C∗-algebra of stable rank one.

Then the map j : a → diag(a,

n−1︷ ︸︸ ︷
1, 1, ..., 1) from A to Mn(A) induces an isomor-

phism from U(A)/CU(A) onto U(Mn(A))/CU(Mn(A)) for any integer n ≥ 1.

Proof. This follows from 11.10 but also follows from 3.11 of [46]. �
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12. A Uniqueness Theorem for C∗-algebras in B1 The following is
taken from Definition 2.1 of [45].

Definition 12.1. Let r : N → N ∪ {0}, T : N2 → N, and E : R+ × N → R+

be maps, and k,R ∈ N be two positive integers. Let A be a unital C∗-algebra.
(1) We say that A has K0-r-cancellation if p ⊕ 1Mr(n)(A) ∼ q ⊕ 1Mr(n)(A) for

any two projections p, q ∈Mn(A) with [p] = [q] in K0(A).
(2) We say that A has K1-r-cancellation if u ⊕ 1Mr(n)(A) and v ⊕ 1Mr(n)(A)

are in the same connected component of U(Mr(n)(A)) for any pair u, v ∈Mn(A)
with [u] = [v] in K1(A).

(3) We say that A has K1-stable rank at most k if U(Mk(A)) is mapped
surjectively to K1(A).

(4) We say that A has stable exponential rank at most R if cer(Mm(A)) ≤ R
for all m.

(5) We say that A has K0-divisible rank T if for any x ∈ K0(A) and any pair
(n, k) ∈ N× N,

−n[1A] ≤ kx ≤ n[1A]

implies that
−T(n, k)[1A] ≤ x ≤ T(n, k)[1A].

(6) We say that A has K1-divisible rank T if k[x] = [u] in K1(A) for some
unitary u ∈Mn(A) implies that [x] = [v] for some unitary v ∈MT(n,k)(A).

(7) We say that A has exponential length divisible rank E if u ∈ U0(Mn(A))
with cel(uk) ≤ L implies that cel(u) ≤ E(L, k).

(8) Let CR,r,T,E be the class of unital C∗ algebras which haveKi-r-cancellation,
Ki-divisible rank T, exponential length divisible rank E, and stable exponential
rank at most k.

Remark 12.2. If A has stable rank one, then, by a standard result of Rieffel
([100]), A has Ki-0-cancellation, K1-stable rank 1 and K1-divisible rank T for
any T (since any element in K1(A) can be realized by a unitary u ∈ A). If K0(A)
is weakly unperforated, then by Proposition 2.2 (5) of [45], A has K0-divisible
rank T for T(n, k) = n+ 1.

The following theorem follows from Theorem 7.1 of [75]. We refer to 12.1
for some of the notation used below. Recall that, as before, if L : A → B is a
map, we continue to use L for the extension L⊗ idMn

: A⊗Mn → B ⊗Mn (see
also 2.11). Recall also that, when A is unital, in the following statement and
its proof, we always assume that ϕ(1A) and ψ(1A) are projections (see the 5th
paragraph of 2.12). We also use the convention 〈ϕ(v)〉 for 〈ϕ(v)〉+ (1− ϕ(1A))
when ϕ is a approximately multiplicative map and v is a unitary.

Theorem 12.3. (cf. Theorem 7.1 of [75]) Let A be a unital separable amenable
C∗-algebra which satisfies the UCT, let T × N : A+ \ {0} → R+ \ {0} × N be
a map and let L : U(M∞(A)) → R+ be another map. For any ε > 0 and any
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finite subset F ⊂ A, there exist δ > 0, a finite subset G ⊂ A, a finite subset
H ⊂ A+ \ {0}, a finite subset U ⊂

⋃
m=1 U(Mm(A)), a finite subset P ⊂ K(A),

and an integer n > 0 satisfying the following condition: for any unital separable
simple C∗-algebra C in B1, if ϕ,ψ, σ : A→ B = C⊗U, where U is a UHF-algebra
of infinite type, are three G-δ-multiplicative completely positive linear maps and
σ is unital and T ×N -H-full (see 2.23) with the properties that

[ϕ]|P = [ψ]|P and cel(〈ψ(v)〉∗〈ϕ(v)〉) ≤ L(v)(e 12.1)

for all v ∈ U, then there exists a unitary u ∈Mn+1(B) such that

‖u∗diag(ϕ(a), σ(a))u− diag(ψ(a), σ(a))‖ < ε

for all a ∈ F, where

σ(a) = diag(

n︷ ︸︸ ︷
σ(a), σ(a), ..., σ(a)) = σ(a)⊗ 1n for all a ∈ A.

Moreover, the conclusion holds if one only assumes B ∈ Ck,r,T,E for certain
k, r,T,E as in Definition 12.1.

Furthermore, if K1(A) is finitely generated, and U0 ∈ U(Mm(A)) is any finite
set such that {[u] ∈ K1(A) : u ∈ U0} generates the whole group K1(A), then, in
the above statement, we can always choose the set U to be this fixed set U0 for
any F and ε.

Proof. By Theorem 9.7, B (= C ⊗ U ∈ B1) has stable rank one. By Corollary
11.2, cer(Mm(B)) ≤ 6 for all m ∈ N. By part (2) of Corollary of 11.7, A has
exponential length divisible rank E(L, k) = 7π + L/k (see (7) of 12.1). By
Theorem 9.11, K0(B) is weakly unperforated (in particular, by Remark 12.2, B
has K0-divisible rank T(L, k) = L+ 1). In other words, B = C ⊗ U ∈ CR,r,T,E

for R = 6, r(n) = 0, T(L, k) = L + 1 and E(L, k) = 7π + L/k. Therefore, it
suffices to prove the “Moreover” part (and “Furthermore” part) of the statement.
Note the case that both ϕ and ψ are unital follows from Theorem 7.1 of [75].
However, the following argument also works for the non-unital case. Denote by
C the class CR,r,T,E of unital C∗-algebras for R = 6, r(n) = 0, T(L, k) = L+ 1,
and E(L, k) = 7π + L/k.

Suppose that the conclusion of the theorem is false. Then there exists ε0 > 0
and a finite subset F ⊂ A such that there are a sequence of positive numbers
{δn} with δn ↘ 0, an increasing sequence {Gn} of finite subsets of A such that⋃
n Gn is dense in A, an increasing sequence {Pn} of finite subsets of K(A) with⋃
n=1 Pn = K(A), an increasing sequence {Un}of finite subsets of U(M∞(A))

such that {[u] ∈ K1(A) : u ∈
⋃∞
n=1 Un} generates K1(A) (for the case that

K1(A) is generated by the single finite set U0 ∈ Mm(A), we set Un = U0), an
increasing sequence {Hn} of finite subsets of A1

+ \ {0} such that if a ∈ Hn and
f1/2(a) 6= 0, then f1/2(a) ∈ Hn+1, and

⋃
n=1 Hn is dense in A1

+, a sequence of
positive integers {k(n)} with limn→∞ k(n) =∞, a sequence of unital C∗-algebras
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Bn ∈ C, sequences of Gn-δn-multiplicative contractive completely positive linear
maps ϕn, ψn : A→ Bn, such that

[ϕn]|Pn = [ψn]|Pn and cel(〈ϕn(u)〉〈ψn(u)〉∗) ≤ L(u)(e 12.2)

for all u ∈ Un, and a sequence of unital Gn-δn-multiplicative completely positive
linear maps, σn : A→ Bn, which are T ×N -Hn-full, such that for any n ∈ N,

inf
{
{sup ‖vn∗diag(ϕn(a), Sn(a))vn(e 12.3)

−diag(ψn(a), Sn(a))‖ : a∈F} : vn∈U(Mk(n)+1(Bn))
}
≥ ε0,

where

Sn(a) = diag(

k(n)︷ ︸︸ ︷
σn(a), σn(a), ..., σn(a)) = σn(a)⊗ 1k(n) for all a ∈ A.

Let C0 =
⊕∞

n=1Bn, C =
∏∞
n=1Bn, Q(C) = C/C0, and π : C → Q(C) be the

quotient map. Define Φ,Ψ, S : A→ C by Φ(a) = {ϕn(a)}, Ψ(a) = {ψn(a)}, and
S(a) = {σn(a)} for all a ∈ A. Note that π◦Φ, π◦Ψ and π◦S are homomorphisms.

As in the proof of 7.1 of [75], since Bn ∈ C, one computes that

[π ◦ Φ] = [π ◦Ψ] in KL(A,Q(C))(e 12.4)

as follows.
For each fixed element x ∈ K1(A), there are integers m, r such that Um ⊂

Mr(A) and such that x is in the group generated by {[u] ∈ K1(A) : u ∈ Um}.
In the case that K1(A) is finitely generated, x is in the group generated by U0.
Then, for n ≥ m, we have that cel(〈ϕn(u)〉〈ψn(u)〉∗) ≤ L(u). Hence by Lemma
1.1 of [45], there are a constant K = K(L(u)) and Un(t) ∈ Mr(Bn) such that
Un(0) = 〈ϕn(u)〉, Un(1) = 〈ψn(u)〉, and ‖Un(t)−Un(t′)‖ ≤ K|t− t′|. Therefore,
{Un}∞n=m ∈ C([0, 1],Mr(

∏∞
n=mBn)) and consequently

(π ◦ Φ)∗1([u]) = [{〈ϕn(u)〉}n] = [{〈ψn(u)〉}n]

= (π ◦Ψ)∗1([u]) in K1(Q(C)) for all u ∈ Um.

Thus, (π◦Φ)∗1(x) = (π◦Φ)∗1(x). Note that this includes the case that Um = U0

when K1(A) is generated by {[u] : u ∈ U0}. In other words, [π ◦ Φ]K1(A) =
[π ◦Ψ]K1(A) : K1(A)→ K1(Q(C)).

Since all Bn have K0-r-cancellation, by (1) (see (5) also) of Proposition 2.1 of
page 992 in [45], K0(

∏
Bn) =

∏
bK0(Bn) (see page 990 of [45] for the definition

of
∏
b). Hence by 5.1 of [43], K0(Q(C)) =

∏
bK0(Bn)/

⊕
K0(Bn). Since all Bn

have Ki-r-cancellation, Ki-divisible rank T, exponential length divisible rank E,
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and stable exponential rank at most R, by Theorem 2.1 and (3) of Proposition
2.1 on page 994 of [45], we have

Ki

(∏
n

Bn,Z/kZ
)
⊂

∏
n

Ki(Bn,Z/kZ),Ki(Q(C),Z/kZ)

⊂
∏
n

Ki(Bn,Z/kZ)/
⊕
n

Ki(Bn,Z/kZ).

That is, (2) of Proposition 2.2 of [45] holds for Bn, even though we do not assume
that Bn have stable rank one. Consequently, by (e 12.2), we have [π ◦Φ]K0(A) =
[π ◦ Ψ]K0(A) : K0(A) → K0(Q(C)), and, for i = 0, 1, [π ◦ Φ]Ki(A,Z/kZ) = [π ◦
Ψ]Ki(A,Z/kZ) : Ki(A,Z/kZ) → Ki(Q(C),Z/kZ), since

⋃
n=1 Pn = K(A) and

Pn ⊂ Pn+1, n = 1, 2, ....
Since A satisfies UCT, we have [π ◦Φ] = [π ◦Ψ] in KL(A,Q(C)), i.e., (e 12.4)

holds.
By Proposition 2.24, π ◦S is a full homomorphism. It follows from Theorem

4.14 that there exist an integer K ≥ 1 and a unitary U ∈ MK+1(Q(C)) such
that

‖U∗diag(π ◦ Φ(a),Σ(a))U(e 12.5)

−diag(π ◦Ψ(a),Σ(a))‖ < ε0/4 for all a ∈ F,

where Σ(a) = diag(

K︷ ︸︸ ︷
(π ◦ S)(a), (π ◦ S)(a), ..., (π ◦ S)(a)) = (π ◦ S)(a) ⊗ 1K . It

follows that there exist a unitary V = {vn} ∈ C and an integer N ≥ 1 such that,
for any n ≥ N with k(n) ≥ K,

‖v∗ndiag(ϕn(a), σn(a))vn − diag(ψn(a), σn(a))‖ < ε0/2(e 12.6)

for all a ∈ F, where

σn(a) = diag(

K︷ ︸︸ ︷
σn(a), σn(a), ..., σn(a)) for all a ∈ A.

This contradicts (e 12.3). �

Remark 12.4. (1) Note that ϕ and ψ are not assumed to be unital. Thus
Theorem 4.15 can also be viewed as a special case of Theorem 12.3.

(2) If A has K1-stable rank k, then in the proof of Theorem 12.3, we
can choose the matrix size r = k (for u ∈ Um ⊂ Mr(A) to represent an el-
ement x ∈ K1(A)). Suppose that there exists an integer n0 ≥ 1 such that
U(Mn0(A))/U0(Mn0(A))→ U(Mn0+k(A))/U0(Mn0+k(A)) is an isomorphism for
all k ≥ 1. Then A has K1-stable rank n0, and the map L may be replaced by a
map from U(Mn0

(A)) to R+, and U can be chosen in U(Mn0
(A)).
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Moreover, for the case B = C ⊗ U for C ∈ B1 in the theorem, by Corollary
11.4, the condition that cel(〈ϕ(u)〉〈ψ(u)〉∗) ≤ L(u) may, in practice, be replaced
by the stronger condition that, for all ū ∈ U,

dist(ϕ‡(ū), ψ‡(ū)) < L,(e 12.7)

where U ⊂ U(Mm(A))/CU(Mm(A)) is a finite subset and where L < 2 is a
given constant, and where ϕ‡ and ψ‡ are maps from U(Mm(A))/CU(Mm(A))
to U(Mm(B))/CU(Mm(B)) (see also 2.17).

To see this, let U be a finite subset of U(Mm(A)) for some large m whose
image in the group U(Mm(A))/CU(Mm(A)) is U. Then (e 12.7) implies that

‖〈ϕ(u)〉〈ψ(u)〉∗ − v‖ < 2(e 12.8)

for some v ∈ CU(Mm(B)), provided that δ is sufficiently small and G is suffi-
ciently large. By 11.4, cel(v) ≤ 7π.Also from (e 12.8), one gets (〈ϕ(u)〉〈ψ(u)〉∗)v∗ =
exp(ih) with ‖h‖ < π. We conclude that

cel(〈ϕ(u)〉〈ψ(u∗)〉) ≤ π + 7π(e 12.9)

for all u ∈ U, and take L : U∞(A)→ R+ to be constant equal to 8π. Furthermore,
we may assume

U ⊂ U(Mn0(A))/CU(Mn0(C)),

if K1(C) = U(Mn0
(C))/U0(Mn0

(C)).

Lemma 12.5. Let A be a unital separable simple C∗-algebra with T (A) 6= ∅.
Then there exists an order preserving map ∆0 : Aq,1+ \ {0} → (0, 1) with the
following property: For any finite subset H ⊂ A1

+ \{0}, there exist a finite subset
G ⊂ A and δ > 0 such that, for any unital C∗-algebra B with T (B) 6= ∅ and
any unital G-δ-multiplicative completely positive linear map ϕ : A→ B, one has

τ ◦ ϕ(h) ≥ ∆0(ĥ)/2 for all h ∈ H(e 12.10)

and for all τ ∈ T (B), and moreover, one may assume that ∆0(1̂A) = 3/4.

Proof. Define, for each h ∈ A1
+ \ {0},

∆0(ĥ) = min{3/4, inf{τ(h) : τ ∈ T (A)}}.(e 12.11)

Let H ⊂ A1
+ \ {0} be a finite subset. Define

d = min{∆0(ĥ)/4 : h ∈ H} > 0.(e 12.12)

Let δ > 0 and let G ⊂ A be a finite subset as provided by 5.7 for ε = d and
F = H.
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Suppose that ϕ : A → B is a unital G-δ-multiplicative completely positive
linear map. Then, by 5.7, for each t ∈ T (B), there exists τ ∈ T (A) such that

|t ◦ ϕ(h)− τ(h)| < d for all h ∈ H.(e 12.13)

It follows that t ◦ ϕ(h) > τ(h)− d for all h ∈ H. Thus,

t ◦ ϕ(h) > ∆0(ĥ)− d > ∆0(ĥ)/2(e 12.14)

for h ∈ H and t ∈ T (B). �

Lemma 12.6. Let C be a unital C∗-algebra, and let ∆ : Cq,1+ \ {0} → (0, 1) be
an order preserving map. There exists a map T ×N : C+ \ {0} → R+ \ {0} ×N
with the following property: For any finite subset H ⊂ C1

+ \ {0} and any unital
C∗-algebra A with strict comparison of positive elements, if ϕ : C → A is a
unital completely positive linear map satisfying

τ ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H for all τ ∈ T(A),(e 12.15)

then ϕ is (T ×N)-H-full.

Proof. For each δ ∈ (0, 1), let gδ : [0, 1]→ [0,+∞) be the continuous function
defined by

gδ(t) =

{
0 if t ∈ [0, δ/4],
fδ/2(t)/t otherwise,

where fδ/2 is as defined in 2.5. Note that

(e 12.16) gδ(t)t = fδ/2(t) for all t ∈ [0, 1].

Let h ∈ C1
+ \ {0}. Then define

T (h) = ‖(g∆(ĥ))
1
2 ‖ =

√
2

∆(ĥ)
and N(h) = d 2

∆(ĥ)
e.

Then the function T ×N has the property of the lemma.
Indeed, let H ⊂ C1

+\{0} be a finite subset. Let A be a unital C∗-algebra with
strict comparison for positive elements, and let ϕ : C → A be a unital positive
linear map satisfying

(e 12.17) τ ◦ ϕ(h) ≥ ∆(ĥ) for all h ∈ H for all τ ∈ T(A).

Put ϕ(h)− = (ϕ(h)− ∆(ĥ)
2 )+. Then, by (e 12.17), one has that, since 0 ≤ h ≤ 1,

dτ (ϕ(h)−) = dτ ((ϕ(h)−∆(ĥ)

2
)+) ≥ τ((ϕ(h)−∆(ĥ)

2
)+) ≥ ∆(ĥ)

2
for all τ ∈ T(A).
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This shows in particular that ϕ(h)− 6= 0. Since A has strict comparison for
positive elements, one has K 〈(ϕ(h)−〉 > 〈1A〉 , where K = d 2

∆(ĥ)
e and where 〈x〉

denotes the class of x in W (A).
Therefore there is a partial isometry v = (vij)K×K ∈ MK(A) such that

vv∗ = 1A and v∗v ∈ (ϕ(h)− ⊗ 1K)MK(A)(ϕ(h)− ⊗ 1K).

Note that c(fδ/2(ϕ(h))⊗ 1K) = (fδ/2(ϕ(h))⊗ 1K)c = c for all

c ∈ (ϕ(h)− ⊗ 1K)MK(A)(ϕ(h)− ⊗ 1K),

where δ = ∆(ĥ), and therefore

v(fδ/2(ϕ(h))⊗ 1K)v∗ = vv∗ = 1A.

Considering the upper-left corner of MK(A), one has
∑K
i=1 v1,ifδ/2(ϕ(h))v∗1,i =

1A, and therefore, by (e 12.16), one has

K∑
i=1

v1,i(g∆(ĥ)(ϕ(h)))
1
2ϕ(h)(g∆(ĥ)(ϕ(h)))

1
2 v∗1,i = 1A.

Since v is a partial isometry, one has ‖vi,j‖ ≤ 1, i, j = 1, ...,K, and therefore

‖v1,i(g∆(ĥ)(ϕ(h)))
1
2 ‖ ≤ ‖(g∆(ĥ)(ϕ(h)))

1
2 ‖ ≤ ‖(g∆(ĥ))

1
2 ‖ = T (h).

Hence the map ϕ is T ×N -H-full, as desired. �

Theorem 12.7. Let C be a unital C∗-algebra in D̄s (see 4.8) with finitely
generated Ki(C) (i = 0, 1). Let F ⊂ C be a finite subset, let ε > 0 be a positive
number and let ∆ : Cq,1+ \ {0} → (0, 1) be an order preserving map. There exist
a finite subset H1 ⊂ C1

+ \ {0}, constants γ1 > 0, 1 > γ2 > 0, and δ > 0, a
finite subset G ⊂ C, a finite subset P ⊂ K(C), a finite subset H2 ⊂ Cs.a., and a
finite subset U ⊂ U(Mn0(C))/CU(Mn0(C)) (for some n0 ≥ 1) for which [U] ⊂ P

satisfying the following condition: For any unital G-δ-multiplicative completely
positive linear maps ϕ,ψ : C → A, where A = A1 ⊗ U for some A1 ∈ B1 and a
UHF-algebra U of infinite type, satisfying

[ϕ]|P = [ψ]|P,(e 12.18)

τ(ϕ(a)) ≥ ∆(â), τ(ψ(a)) ≥ ∆(â)(e 12.19)

for all τ ∈ T (A) and for all a ∈ H1,

|τ ◦ ϕ(a)− τ ◦ ψ(a)| < γ1 for all a ∈ H2, and(e 12.20)

dist(ϕ‡(z), ψ‡(z)) < γ2 for all z ∈ U,(e 12.21)

there exists a unitary W ∈ A such that

‖W ∗ϕ(f)W − ψ(f)‖ < ε for all f ∈ F.(e 12.22)
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Proof. Let T ′ ×N : C+ \ {0} → R+{0} ×N be the map of Lemma 12.6 with
respect to C and ∆/4. Let T = 2T ′.

Define L = 1. Let δ0 > 0 (in place of δ), G0 ⊂ C (in place of G), H0 ⊂ C+\{0}
(in place of H), V0 ⊂ U(Mn0

(C)) (in place of U), and P0 ⊂ K(C) (in place of
P) be finite subsets and n1 (in place of n) be an integer as provided by Theorem
12.3 (with the modification as in (2) of 12.4, and with the second inequality of
(e 12.2) replaced by (e 12.7) ) with respect to C (in place of A), T × N , L, F,
and ε/2. Put U0 = {v̄ ∈ U(Mn0

(C))/CU(Mn0
(C)) : v ∈ V0}.

Let H1,1 ⊂ C1
+ \ {0} (in place of H1), H1,2 ⊂ A (in place of H2), 1 > γ1,1 > 0

(in place of γ1), 1 > γ1,2 > 0 (in place of γ2), δ1 > 0 (in place of δ), G1 ⊂ C (in
place of G), P1 ⊂ K(C) (in place of P), U1 ⊂ Jc(K1(C)) (in place of U), and
n2 (in place of N) be the finite subsets and constants provided by Theorem 8.3
with respect to C (in place of A), ∆/4, F, and ε/4.

Put G = G0 ∪ G1, δ = min{δ0/4, δ1/4}, P = P0 ∪ P1, H1 = H1,1, H2 = H1,2,
U = U0 ∪U1, γ1 = γ1,1/2, and γ2 = γ1,2/2. We assert that these are the desired
finite subsets and constants (for F and ε). We may assume that γ2 < 1/4.

In fact, let A = A1⊗U , where A ∈ B1 and U is a UHF-algebra of infinite type.
Let ϕ,ψ : C → A be G-δ-multiplicative maps satisfying (e 12.18) to (e 12.21) for
the above-chosen G, H1, P, H2, U, γ1, and γ2. Applying Lemma 12.6, and by
the choice of T ′ ×N at the beginning of the proof, we know that both ϕ and ψ
are T ′ ×N -H1-full.

Since A = A1⊗U , A ∼= A⊗U.Moreover, the map j◦ı : A→ A is approximately
inner, where ı : A → A ⊗ U is defined by a 7→ a ⊗ 1U and j : A ⊗ U → A is
some isomorphism. Thus, we may assume that A = A1 ⊗ U ⊗ U = A2 ⊗ U,
where A2 = A1 ⊗ U. Moreover, without loss of generality, we may assume that
the images of ϕ and ψ are in A2. Since A2 ∈ B1, for every finite subset G′′ ⊂ A2,
δ′ > 0, and integer m ≥ 1, there are a projection p ∈ A2 and a C∗-subalgebra
D ∈ C1 with p = 1D such that

(1) ‖pg − gp‖ < δ′ for any g ∈ G′′,
(2) pgp ∈δ′ D, and
(3) τ(1− p) < min{δ′, γ1/4, 1/8m} for any τ ∈ T(A).

Define j0 : A2 → (1 − p)A2(1 − p) by j0(a) = (1 − p)a(1 − p) for all a ∈ A2.
With sufficiently small δ′ and large G′′, applying Lemma 9.13, one obtains a

unital completely positive linear map j1 : A2 → D with ‖j1(a) − pap‖ < δ′ for
all a ∈ F such that ji ◦ ϕ and ji ◦ ψ are G-2δ-multiplicative, i = 0, 1, and

(4) ‖ϕ(c)− (j0 ◦ϕ(c)⊕ j1 ◦ϕ(c))‖ < ε/16 and ‖ψ(c)− (ψ0(c)⊕ψ1(c))‖ < ε/16,
for any c ∈ F,

(5) j0 ◦ ϕ, j0 ◦ ψ and j1 ◦ ϕ, j1 ◦ ψ1 are 2T ′ ×N -H1-full,
(6) τ ◦ (j1 ◦ ϕ(c) > ∆(ĉ)/2 and τ ◦ j1 ◦ ψ(c) > ∆(ĉ)/2 for any c ∈ H1 and for

any τ ∈ T (D),
(7) |τ ◦ ϕ1(c)− τ ◦ ψ1(c)| < 2γ1 for any τ ∈ T (D) and any c ∈ H2,
(8) dist((ji ◦ ϕ)‡(u), (ji ◦ ψ)‡(u)) < 2γ2 for any u ∈ U, i = 0, 1, and
(9) [j0 ◦ ϕ]|P = [j0 ◦ ψ]|P and [j1 ◦ ϕ]|P = [j1 ◦ ψ]|P.
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Choose an integer m ≥ 2(n1 + 1)n2 and mutually orthogonal and mutually
equivalent projections e1, e2..., em ∈ U with

∑m
i=1 ei = 1U . Define ϕ′i, ψ

′
i : C →

A ⊗ U by ϕ′i(c) = ϕ(c) ⊗ ei and ψ′i(c) = ψ(c) ⊗ ei for all c ∈ C, i = 1, 2, ...,m.
Note that

[ϕ′1]|P = [ϕ′i]|P = [ψ′1]|P = [ψ′i]|P,(e 12.23)

i = 1, 2, ...,m. Note also that ϕ′i, ψ
′
i : C → eiAei are G-δ-multiplicative.

Write m = kn2 + r, where k ≥ n1 + 1 and r < n2 are integers. Define
ϕ̃, ψ̃ : C → (1− p)A2(1− p)⊕

⊕m
i=kn2+1A2 ⊗ ei by

ϕ̃(c) = j0 ◦ ϕ(c)⊕
m∑

i=kn2+1

j1 ◦ ϕ(c)⊗ ei and(e 12.24)

ψ̃(c) = j0 ◦ ψ(c)⊕
m∑

i=kn2+1

j1 ◦ ψ(c)⊗ ei(e 12.25)

for all c ∈ C. With sufficiently large G′′ and small δ′, we may assume that ϕ̃ and
ψ̃ are G-2δ-multiplicative and, by (e 12.23),

[ϕ̃]|P = [ψ̃]|P.(e 12.26)

Moreover, by (8) above, we have

dist((ji ◦ ϕ)
‡
(v̄), (ji ◦ ψ)

‡
(v̄)) < 2γ2 ≤ γ1,2 ≤ L for i = 1, 2, and v̄ ∈ U,

which implies

dist(ϕ̃‡(v̄), ψ̃‡(v̄))<L(e 12.27)

for all v̄ ∈ U. Define ϕ1
i , ψ

1
i : C → D ⊗ ei by ϕ1

i (c) = j1 ◦ ϕ(c) ⊗ ei and
ψ1
i (c) = j1 ◦ ψ(c)⊗ ei. By (7) and (8) above, we have

τ ◦ ϕ1
i (h) ≥ ∆(ĥ)/2 and τ(ψ1

i (h)) ≥ ∆(ĥ)/2 for all h ∈ H1,(e 12.28)

|τ ◦ ϕ1
i (c)− τ ◦ ψ1

i (c)| < γ1,1 for all c ∈ H2(e 12.29)

and for all τ ∈ T (pAp⊗ ei), and, furthermore,

dist((ϕ1
i )
‡(v̄), (ψ1

i )‡(v̄)) < γ1,2 for all v̄ ∈ U.(e 12.30)

By (5) above, we have that ϕ1
i and ψ1

i are T ×N -H1-full, since T = 2T ′. More-
over, we may also assume that ϕ1

i and ψ1
i are G-2δ-multiplicative, and, by (12),

[ϕ1
i ]|P = [ψ1

i ]|P.(e 12.31)
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Define Φ,Ψ : C →
⊕kn2

i=1 D ⊗ ei by

Φ(c) =

kn2⊕
i=1

ϕ1
i (c) and Ψ(c) =

kn2⊕
i=1

ψ1
i (c)(e 12.32)

for all c ∈ C. By (e 12.31), (e 12.28), (e 12.29), (e 12.30), and by Theorem 8.3,

there exists a unitary W1 ∈ (
∑kn2

i=1 p⊗ ei)(A2 ⊗ U)(
∑kn2

i=1 p⊗ ei) such that

‖W ∗1 Φ(c)W1 −Ψ(c)‖ < ε/4 for all c ∈ F.(e 12.33)

Note that

τ(1− p) +
m∑

kn2+1

τ(ei) < (1/m) + (r/m) ≤ n2/m(e 12.34)

for all τ ∈ T (A). Note also that k ≥ n1. By (e 12.26) and (e 12.27), since ψ1
i is

T × N -H1-full, on applying Theorem 12.3, one obtains a unitary W2 ∈ A such
that

‖W ∗2 (ϕ̃(c)⊕Ψ(c))W1 − (ψ̃(c)⊕Ψ(c))‖ < ε/2(e 12.35)

for all c ∈ F. Set

W = (diag(1− p, ekn2+1, ekn2+2, ..., em)⊕W1)W2.

Then we compute that

‖W ∗(ϕ̃(c)⊕ Φ(c))W − (ψ̃(c)⊕Ψ(c))‖ < ε/2 + ε/4(e 12.36)

for all c ∈ F. By (12), we have

‖W ∗ϕ(c)W − ψ(c)‖ < ε for all c ∈ F(e 12.37)

as desired. �

Theorem 12.7 can be strengthened as follows.

Corollary 12.8. (1) Theorem 12.7 still holds, if, in (e 12.19), only one of the
two inequalities holds.

(2) In Theorem 12.7, one can choose U ⊂ U(Mn0(C))/CU(Mn0(C)) to be
a finite subset of a torsion free subgroup of Jc(K1(C)) (see 2.16). Further-
more, if C has stable rank k, then U ⊂Jc(K1(C)) (= Jc(U(Mk(C))/U0(Mk(C))))
may be chosen to be a finite subset of a free subgroup of (the abelian group)
U(Mk(C)/CU(Mk(C)). In the case that C has stable rank one, then U may
be assumed to be a subset of a free subgroup of U(C)/CU(C). In the case that
C = C ′ ⊗ C(T) for some C ′ with stable rank one, then the stable rank of C is
no more than 2. Therefore, in this case, U may be assumed to be a finite subset
of a free subgroup of U(M2(C))/CU(M2(C)).
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Proof. For part (1), let ∆ be given. Choose ∆1 = (1/2)∆. Suppose G, P, H1

and H2, δ, γ1, and γ2 are as provided by Theorem 12.7 for the given ε, F, and
∆1 (instead of ∆).

Set σ = min{∆(â) : a ∈ H1} and γ′1 = min{γ1, σ/2}. Choose H3 = H1 ∪H2.
Now suppose that

ϕ(a) ≥ ∆(â) for all a ∈ H1 and(e 12.38)

|τ(ϕ(b))− τ(ψ(b))| < γ′1 for all b ∈ H3.

Then

ψ(a) ≥ ∆(â)− γ′1 ≥ ∆1(â) for all a ∈ H1.(e 12.39)

This shows that, replacing H2 by H3 (or by choosing H2 ⊃ H1) and replacing
γ1 by γ′1, we only need one inequality in (e 12.19). This proves part (1).

For part (2), let U′ ∈ U(Mn0
(C))/CU(Mn0

(C)) be a finite subset and γ′2 > 0
be given. Suppose that U ⊂ U(Mn0

(C))/CU(Mn0
(C)) is another finite subset

such that U′ ⊂ G(U), the subgroup generated by U. Then, it is routine to check
that, there exist a sufficiently small γ2 > 0 and a sufficiently large finite subset
G ⊂ C and small δ > 0 that, for any G-δ-multiplicative completely positive
contractions ϕ, ψ : C → B, if

dist(ϕ‡(u), ψ‡(z)) < γ2 for all z ∈ U,

then
dist(ϕ‡(u), ψ‡(z)) < γ′2 for all z ∈ U′.

This shows that, we may replace a finite subset U by any generating subset of
the subgroup G(U) (with possibly larger G and smaller δ and γ2).

Note that, since K0(C) is finitely generated, ρn0

C (K0(C)) = ρC(K0(C)) if n0

is chosen large enough (see Definition 2.16). By Definition 2.16, this implies that
U(M∞(C))/CU(M∞(C)) ∼= Aff(T (A))/ρA(K0(A)) ∼= U(Mn0(C)/CU(Mn0(C)).
Since Ki(C) is finitely generated, on choosing a larger n0 if necessary, K1(C) is
generated by images of unitaries in U(Mn0

(C)). Write

U(Mn0(C))/CU(Mn0(C)) = U(M∞(C))/CU(M∞(C))

= Aff(T (A))/ρA(K0(A))
⊕

Jc(K1(C))

as in 2.16. We may write K1(C) = Gf ⊕ Gt, where Gf is a finitely generated
free abelian group and Gt is a finite group. By the previous paragraph, we
may assume that U = U0 t Uf t Ut, where U0 ⊂ U0(Mn0

(C))/CU(Mn0
(C)),

Uf ⊂ Jc(Gf ), and Ut ⊂ Jc(Gt).
Suppose, in Theorem 12.7, that U has been chosen as above. We then enlarge

P so that P contains Gt. Then, if z ∈ Ut, by the assumption [ϕ]|P = [ψ]|P,
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κC1 (ϕ‡(z) − ψ‡(z)) = 0, where κC1 : U(M∞(C))/CU(M∞(C)) → K1(C) is the
quotient map defined in 2.16. It follows that

ϕ‡(z)− ψ‡(z) ∈ U0(Mn0(A))/CU(Mn0(A)) = Aff(T (A))/ρA(K0(A)).

Also, since Jc(Gt) is a torsion group, there is an m > 0 such that m
(
ϕ‡(z) −

ψ‡(z)
)

= 0. Since A = A1 ⊗ U and A1 ∈ B1, by 11.7, Aff(T (A))/ρA(K0(A)) is
torsion free. Therefore ϕ‡(z)− ψ‡(z) = 0. In other words, [ϕ]|P = [ψ]|P implies
that ϕ‡|Ut = ψ‡|Ut when Gt ⊂ P, which means we may assume that U = U0tUf
(by choosing P ⊃ Gt).

Next, fix the finite subset U0. If γ2 > 0 is given, by Lemma 2.18, if H2 and G

are sufficiently large and δ and γ1 are sufficiently small, then

dist(ϕ‡(z), ψ‡(z)) < γ2 for all z ∈ U0.(e 12.40)

In other words, (e 12.40) follows from (e 12.20), provided that H2 and G are
sufficiently large and δ and γ1 are sufficiently small. Thus the first part of (2) of
the corollary follows.

The case that C has stable rank k also follows since we have K1(C) =
U(Mk(C))/U0(Mk(C)). In particular, if k = 1, then K1(C) = U(C)/U0(C).
If C = C ′⊗C(T) for some C ′ which has stable rank one, then C has stable rank
at most two (see Theorem 7.1 of [99]). So the last statement also follows.

�

Corollary 12.9. Let ε > 0 be a positive number and let ∆ : C(T)q,1+ \ {0} →
(0, 1) be an order preserving map. There exist a finite subset H1 ⊂ C(T)1+ \ {0},
γ1 > 0, 1 > γ2 > 0, and a finite subset H2 ⊂ C(T)s.a. satisfying the following
condition: For any two unitaries u1 and u2 in a unital separable simple C∗-
algebra A = A′ ⊗ U with A′ ∈ B1 and U a UHF-algebra of infinite type such
that

[u1] = [u2] ∈ K1(A), τ(f(u1)), τ(f(u2)) ≥ ∆(f̂)(e 12.41)

for all τ ∈ T (C) and for all f ∈ H1, and

|τ(g(u1))− τ(g)(u2)| < γ1 for all g ∈ H2 and dist(ū1, ū2) < γ2,

there exists a unitary W ∈ C such that

‖W ∗u1W − u2‖ < ε.(e 12.42)

Lemma 12.10. Let A be a C∗-algebra and X be a compact metric space. Sup-
pose that y ∈ (A ⊗ C(X))+ \ {0}. Then there exist a(y) ∈ A+ \ {0}, f(y) ∈
C(X)+ \ {0}, and ry ∈ A ⊗ C(X) such that ‖a(y)‖ ≤ ‖y‖, ‖f(y)‖ ≤ 1, and
r∗yyry = a(y)⊗ f(y).
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Proof. Identify A⊗C(X) with C(X,A). Let x0 ∈ X be such that ‖y(x0)‖ =
‖y‖. There is δ > 0 such that ‖y(x) − y(x0)‖ < ‖y‖/16 for x ∈ B(x0, 2δ). Let
Y = B(x0, δ) ⊂ X. Let z(x) = (y(x0)−‖y‖/4)+ for all x ∈ Y. Note z 6= 0. By 2.2
and (iv) of 2.4 of [104], there exist r ∈ C(Y,A) such that r∗(y|Y )r = z. Choose
g ∈ C(X)+ \ {0} such that 0 ≤ g ≤ 1, g(x) = 0 if dist(x, x0) ≥ δ, and g(x) = 1 if
dist(x, x0) ≤ δ/2. Since g is a zero outside Y, one may view rg1/2, zg ∈ C(X,A).
Put ry = rg1/2, a(y) = (y(x0)− ‖y‖/4)+ and f(y) = g. Then

r∗yyry = zg = a(y)⊗ f.

�

Theorem 12.11. Part (a). Let A ∈ B1 be a unital simple C∗-algebra which
satisfies the UCT. For any ε > 0, and any finite subset F ⊂ A, there exist
δ > 0, a finite subset G ⊂ A, σ1, σ2 > 0, a finite subset P ⊂ K(A), a finite
subset U ⊂ U(A)/CU(A) (see 12.12), and a finite subset H ∈ As.a satisfying the
following condition:

Let B′ ∈ B1, let B = B′ ⊗ U for some UHF-algebra U of infinite type, and
let ϕ,ψ : A→ B be two unital G-δ-multiplicative completely positive linear maps
such that

[ϕ]|P = [ψ]|P,(e 12.43)

|τ ◦ ϕ(a)− τ ◦ ψ(a)| < σ1 for all a ∈ H, and(e 12.44)

dist(ϕ‡(ū), ψ‡(ū)) < σ2 for all ū ∈ U.(e 12.45)

Then there exists a unitary u ∈ U(B) such that

‖Adu ◦ ϕ(f)− ψ(f)‖ < ε for all f ∈ F.(e 12.46)

Part (b). Let A1 ∈ B1 be a unital simple C∗-algebra which satisfies the UCT,
and let A = A1 ⊗ C(T). For any ε > 0, any finite subset F ⊂ A, and any order
preserving map ∆ : C(T)1+ \{0} → (0, 1), there exist δ > 0, a finite subset G ⊂ A,
σ1, σ2 > 0, a finite subset P ⊂ K(A), a finite subset H1 ⊂ C(T)1+ \ {0}, a finite
subset U ⊂ U(M2(A))/CU(M2(A)) (see 12.12), and a finite subset H2 ∈ As.a
satisfying the following condition:

Let B′ ∈ B1, let B = B′ ⊗ U for some UHF-algebra U of infinite type and
let ϕ,ψ : A→ B be two unital G-δ-multiplicative completely positive linear maps
such that

[ϕ]|P = [ψ]|P,(e 12.47)

τ ◦ ϕ(1⊗ h) ≥ ∆(ĥ) for all h ∈ H1 and τ ∈ T (B),(e 12.48)

|τ ◦ ϕ(a)− τ ◦ ψ(a)| < σ1 for all a ∈ H2, and(e 12.49)

dist(ϕ‡(ū), ψ‡(ū)) < σ2 for all ū ∈ U.(e 12.50)

Then there exists a unitary u ∈ U(B) such that

‖Adu ◦ ϕ(f)− ψ(f)‖ < ε for all f ∈ F.(e 12.51)
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Proof. We only prove part (b); part(a) is simpler. Let 1 > ε > 0 and let
F ⊂ A be a finite subset. Without loss of generality, we may assume that
1A ∈ F,

F = {a⊗ f : a ∈ F1 and f ∈ F2},

where F1 ⊂ A is a finite subset and F2 ⊂ C(T) is also a finite subset. We further
assume that F1 and F2 are in the unit ball of A and C(T), respectively.

Let ∆ : C(T)1+ \ {0} → (0, 1) be an order preserving map. Let T ′ × N ′ :
C(T)+ \{0} → R+ \{0}×N be the map as given by 12.6 with respect to 3∆/16.
Since A1 is a unital separable simple C∗-algebra, the identity map on A1 is
T ′′ ×N ′′-full for some T ′′ ×N ′′ : (A1)+ \ {0} → R+ \ {0} × N.

Define a map T×N : A+\{0} → R+\{0}×N as follows: For any y ∈ A+\{0},
by 12.10, choose a(y) ∈ (A1)+ \ {0}, f(y) ∈ C(T)+ \ {0}, and ry ∈ A ⊗ C(T)
such that

r∗yyry = a(y)⊗ f(y), ‖a(y)‖ ≤ ‖y‖, and ‖f(y)‖ ≤ 1.(e 12.52)

There are xa(y),1, xa(y),2, ..., xa(y),N ′′(a(y)) ∈ A1 with max{‖xa(y),i‖ : 1 ≤ i ≤
N ′′(a(y))} = T ′′(a(y)) such that

N ′′(a(y))∑
i=1

x∗a(y),ia(y)xa(y),i = 1A1
.(e 12.53)

Then define

(T ×N)(y)(e 12.54)

= (1 + max{T ′′(a(y)), T ′(f(y))} · 2 max{1, ‖y‖, ‖ry‖},

N ′′(a(y)) ·N ′(f(y))).

Let L = 1. Let ε/16 > δ1 > 0 (in place of δ), G1 ⊂ A (in place of G),
H0 ⊂ A+ \ {0} (in place of H), U1 ⊂ U(M2(A))/CU(M2(A)) (in part (a),
one can choose U1 ⊂ U(A)/CU(A)) (in place of U—see (2) of 12.4) (Note that
A ∈ B1 has stable rank 1 in part (a), A = A1 ⊗ C(T) has stable rank at most 2
in part (b)), P1 ⊂ K(A) (in place of P), and n0 ≥ 1 (in place of n) be the finite
subsets and constants provided by 12.3 for A, L= 1, ε/16 (in place of ε), F, and
T × N. Note, here we refer to the inequality (e 12.7) instead of the inequality
(e 12.1). Moreover, this also implies that [L′]|P1 is well defined, for any G1-δ1-
multiplicative contractive completely positive linear map L′ : A → B′ (for any
C∗-algebra B′).

Without loss of generality, we may assume that

G1 = {a⊗ g : a ∈ G′1 and g ∈ G′′1},(e 12.55)
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where G′1 ⊂ A1 and G′′1 ⊂ C(T) are finite subsets. We may further assume
that F1 ⊂ G′1 and F2 ⊂ G′′1 , and that H0,G

′
1, and G′′1 are all in the unit balls,

respectively. In particular, F ⊂ G1. Let

H0 = {a(y)⊗ f(y) : y ∈ H0}(e 12.56)

= {a⊗ f : a ∈ H′0 and f ∈ H′′0},

where a(y), f(y) are defined in (e 12.52), H′0 ⊂ (A1)1+ \ {0} and H′′0 ⊂ C(T)1+ \
{0} are finite subsets. We may assume that 1A1 ∈ H′0 and 1C(T) ∈ H′′0 . For
convenience, let us further assume that, for the above integer n0 ≥ 1,

1/n0 < inf{∆(h) : h ∈ H′′0}/16.(e 12.57)

Set M0 = sup{((T ′(h) + 1) · N ′(h) : h ∈ H′′0} and choose n ≥ n0 such that
K0(U) ⊂ Q is divisible by n, i.e., r/n ∈ K0(U) for all r ∈ K0(U).

Let U1 = {v̄1, v̄2, ..., v̄K}, where v1, v2, ..., vK ∈ U(M2(A)). Put U0 = {v1, v2, ..., vK}.
Choose a finite subset Gu ⊂ A such that

vj ∈ {(ai,j)1≤i,j≤2 : ai,j ∈ Gu for all vj ∈ U0.(e 12.58)

Choose a small enough δ′1 > 0 and a large enough finite subset Gv ⊂ A1 that the
following condition holds: If p ∈ A1 is a projection such that

‖px− xp‖ < δ′1 for all x ∈ Gv,

then there are unitaries wj ∈ (diag(p, p)⊗ 1C(T))M2(A)(diag(p, p)⊗ 1C(T)) such
that (for 1 ≤ j ≤ K)

‖(diag(p, p)⊗ 1C(T))vj(diag(p, p)⊗ 1C(T))− wj‖(e 12.59)

< δ1/16n for all vj ∈ U0.

Let

G′2 = F1 ∪ G′1 ∪H′0 ∪ Gv ∪ {a(y), xa(y),j , x
∗
a(y),j , ry, r

∗
y : y ∈ H0}⊂ A1, and

M1 = (max{‖xa(y),j‖ : y ∈ H′0}+ 1) ·max{N(y) : y ∈ H0}.(e 12.60)

Put

δ′′1 = min{δ′1, δ1}/(216(n+ 1)M2
1M

2
0 ).(e 12.61)

Since A1 ∈ B1, there exist mutually orthogonal projections p′0, p
′
1 ∈ A1, a C∗-

subalgebra (of A1) C ∈ C with 1C = p′1, and unital G′2-δ′′1 /16-multiplicative
completely positive linear maps ı′00 : A1 → p′0A1p

′
0 and ı′01 : A1 → C such that

‖p′1x− xp′1‖ < δ′′1 /2, diag(

n+1︷ ︸︸ ︷
p′0, p

′
0, ..., p

′
0) . p′1,(e 12.62)

and ‖x− ı′00(x)⊕ ı′01(x)‖ < δ′′1



A classification of finite simple amenable Z-stable C∗-algebras, I 233

for all x ∈ G̃′2, where p′0 + p′1 = 1A1
, ı′00(a) = p′0ap

′
0 for all a ∈ A1, and ı′01 factors

through the map a 7→ p′1ap
′
1, and G̃′2 = {xy : x, y ∈ G′2}∪G′2 (see the lines around

(e 9.68) and (e 9.69)). Define p0 = p′0 ⊗ 1C(T), p1 = p′1 ⊗ 1C(T). Without loss of
generality, we may assume that p′0 6= 0. Since A1 is simple, there is an integer
N0 > 1 such that

(N0 − 1)[p′0] ≥ [p′1] in W (A1).(e 12.63)

This also implies that

(N0 − 1)[p0] ≥ [p1].(e 12.64)

Define ı00 : A→ p0Ap0 by ı00(a⊗ f) = ı′00(a)⊗ f and ı01 : A→ C ⊗C(T) by
ı01(a⊗ f) = ı′01(a)⊗ f for all a ∈ A1 and f ∈ C(T). Define L0 : A→ A by

L0(a) = ı00(a)⊕ ı01(a) for all a ∈ A.

For each vj ∈ U0, there exists a unitary wj ∈M2(p0Ap0) such that

‖diag(p0, p0)vjdiag(p0, p0)− wj‖ < δ1/16n, j = 1, 2, ...,K.(e 12.65)

Since C ⊂ A1, CT := C ⊗ C(T)⊂ A1 ⊗ C(T) = A.
Let ı0 : C → A1 be the natural embedding of C as a unital C∗-subalgebra of

p′1A1p
′
1. Let ı]0 : Cq → Aq1 be defined by ı]0(ĉ) = ĉ for c ∈ C. Let ∆0 : Aq,11 \{0} →

(0, 1) be the map given by Lemma 12.5 and define

∆1(ĥ) = sup{∆0(ı]0(ĥ1))∆(ĥ2)/8 : h ≥ h1 ⊗ h2,

h1 ∈ C \ {0} and h2 ∈ C(T)+ \ {0}} for all h ∈ (CX)1+ \ {0}.
Let G′3 = ı′0,1(G̃′2). (Note that G′1 ⊂ G′2 ⊂ G̃′2.) Let G3 = {a ⊗ f : a ∈

G′3 and f ∈ G′′1}. Let H3 ⊂ (CT)+ \ {0} (in place of H1), γ′1 > 0 (in place
of γ1), γ′2 > 0 (in place of γ2), δ2 > 0 (in place of δ), G4 ⊂ CT (in place
of G), P2 ⊂ K(CT) (in place of P), H′4 ⊂ (CT)s.a. (in place of H2), and U2 ⊂
U(M2(CT))/CU(M2(CT)) (in place of U—see Corollary 12.8) be the finite subsets
and constants provided by Theorem 12.7 for δ1/16 (in place of ε), G3 (in place
of F), ∆1/2 (in place of ∆), and CT (in place of A).

Let U2 ⊂ U(M2(CT)) be a finite subset which has a one-to-one correspondence
to its image in U(M2(CT))/CU(M2(CT)) which is exactly U2. We also assume
that {[u] : u ∈ U2} ⊂ P2.

Without loss of generality, we may assume that

H3 = {h1 ⊗ h2 : h1 ∈ H′3 and h2 ∈ H′′3},(e 12.66)

where H′3 ⊂ C1
+ \ {0} and H′′3 ⊂ C(T)1+ \ {0} are finite subsets, 1C ∈ H′3 and

1C(T) ∈ H′′3 , and

G4 = {a⊗ f : a ∈ G′4 and f ∈ G′′4}∪{p0, p1},(e 12.67)
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where G′4 ⊂ C and G′′4 ⊂ C(T) are finite subsets. Set

σ0 =min{inf{∆1(ĥ) : h ∈ H3}, inf{∆(ĥ) : h ∈ H′′0}}> 0.(e 12.68)

Note that ∆0 is the map given by Lemma 12.5 for the simple C∗ algebra A1.
For H′3 (in place of H), there are δ3 > 0 (in place of δ) and G5 ⊂ A1 (in place
of G) as the constant and finite subset provided by Lemma 12.5. Set

δ0 =
min{1/16, ε/16, δ1, δ

′′
1 , δ2, δ3, σ0, γ

′
1, γ
′
2}

128(N0 + 2)(n+ 1)
(e 12.69)

and set

G6 = {x, xy : x, y ∈ G̃′2 ∪ L0(G̃′2) ∪ ı′01(G̃′2)} ∪ ı′01(G̃′2)} ∪ G′4 ∪ G5

and

G0 = {a⊗ f : a ∈ G6 and f ∈ G′′1 ∪H′′0 ∪ G′′4}(e 12.70)

∪{pj : 0 ≤ j ≤ 1} ∪ {vj , wj : 1 ≤ j ≤ K}.

To simplify notation, without loss of generality, let us assume that G0 ⊂ A1. Let

P = P1 ∪ {pj : 0 ≤ j ≤ 1} ∪ [ı](P2) ∪ [ı00](P1),(e 12.71)

where ı : CT → A is the embedding. Let H1 = H′′0 ∪H′′3 .
By (e 12.64) and (e 12.62), we may assume that G0 is sufficiently large (with

even smaller δ0, if necessary), that any G0-δ0-multiplicative contractive com-
pletely positive linear map L′ from A (to any unital C∗-algebra B′) has the
properties

(N0 − 1)([L′(p0)]) ≥ [L′(p1)], (n+1)[L′(p0)] ≤ [L′(p1)], and(e 12.72)

τ(L′(1− p1)) < 16/15n for all τ ∈ T (B′).(e 12.73)

Let U′2 = {diag(1− p1, 1− p1) + w : w ∈ U2} and let U′′0 = {wj + diag(p1, p1) :
1 ≤ j ≤ K}. Let U = {v̄ : v ∈ U1 ∪ U′2∪U′′0} and let H2 = H′4. Let σ1 =

min{ 1
4n ,

γ′1
16n(N0+2)} and σ2 = min{ 1

16n(N0+2) ,
γ′2

16n(N0+2)}.
We then choose a finite G ⊃ G0 and a positive number 0 < δ < δ0/64 with the

following property: If L′ : A → B′ (for any unital C∗-algebra B′) is any unital
G-δ-multiplicative completely positive linear map then there exist a projection
q′ ∈ B′ such that ‖L′(p1)− q′‖ < δ0/64, an element b′0 ∈ (1− q′)B′(1− q′) such
that

‖b′0 − (1− q′)‖ < δ0/16 and b′0L
′(1− p1)b′0 = 1− q′,(e 12.74)
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and an element b′1 ∈ q′Bq′ such that

‖b′1 − q′‖ < δ0/16 and b′1L
′(p1)b′1 = q′,(e 12.75)

with the elements b′0 and b′1, cutting L′ down approximately as follows: ‖b′0L′(x)b′0−
L′(x)‖ < δ0/4 for all x ∈ (1 − p1)A(1 − p1) with ‖x‖ ≤ 1, and ‖b′1L′(x)b′1 −
L′(x)‖ < δ0/4 for all x ∈ p1Ap1 with ‖x‖ ≤ 1.

Now let us assume that B is as in the statement of the theorem, and ϕ, ψ :
A → B are two unital G-δ-multiplicative completely positive linear maps satis-
fying the assumption for δ, G, P, H1, U, H2, σ1, and σ2 (as defined above).

Note that B′ is in B1 and B = B′⊗U. We may also write B = B1⊗U, where
B1 = B′ ⊗ U, since U is strongly self absorbing. Without loss of generality, by
the fact that U is strongly self absorbing, we may assume that the image of both
ϕ and ψ are in B1 ⊗ 1U .

As mentioned two paragraphs above, there are two projections qϕ, qψ ∈ B1,
unital completely positive linear maps ϕ′0 : (1− p1)A(1− p1)→ ((1− qϕ)B1(1−
qϕ))⊗1U , ψ

′
0 : (1−p1)A(1−p1)→ (1−qψ)B1(1−qψ)⊗1U , and unital completely

positive linear maps ϕ′1 : pAp→ (qϕB1qϕ)⊗ 1U and ψ′1 : p1Ap1 → (qψBqψ)⊗ 1U
such that

‖ϕ′0 − ϕ|(1−p1)A(1−p1)‖ < δ0/4, ‖ψ′0 − ψ|(1−p1)A(1−p1)‖ < δ0/4,(e 12.76)

‖ϕ′1 − ϕ|p1Ap1‖ < δ0/4 and ‖ψ′1 − ψ|p1Ap1‖ < δ0/4.(e 12.77)

Note since [ϕ(p1)] = [ψ(p1)] and B1 has stable rank one (see 9.7), there exists
a unitary u0 ∈ B1 such that u∗0(qψ)u0 = qψ. Then ‖u∗ψ(p1)u − qϕ‖ < δ. Thus,
without loss of generality, by replacing ψ by Ad (u0 ⊗ 1U ) ◦ ψ, we may assume
that q := qϕ = qψ. Note, by (e 12.72),

nτ(1− q) < τ(q) and N0τ(1− q) > τ(q)(e 12.78)

for τ ∈ T (B). Since K0(U) is divisible by n, there are mutually orthogonal and
unitarily equivalent projections e1, ..., en ∈ U such that

∑n
j=1 ej = 1U . Define

ϕ′00, ψ
′
00 : A→ (1− q)B1(1− q)⊗ 1U by

ϕ′00(a) = ϕ′0 ◦ ı00(a)⊗ 1U and ψ′00(a) = ψ′0 ◦ ı00(a)⊗ 1U(e 12.79)

for all a ∈ A. Define ΦA,ΨA : A→ qB1q ⊗ 1U by

ΦA(a) = ϕ′1 ◦ ı01(a)⊗ 1U and ΨA(a) = ψ′1 ◦ ı01(a)⊗ 1U ,(e 12.80)

and define Φi,A: A→ qB1q⊗ei by Φi,A(a) = ΦA(a)ei for all a ∈ A (1 ≤ i ≤ n).
Define ΦC ,ΨC : CT → (qB1q)⊗1U by

ΦC = ϕ′1 ◦ ı and ΨC = ψ′1 ◦ ı.(e 12.81)
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Note, by the choice of δ and G, ϕ|A1⊗1C(T) and ψ|A1⊗1C(T) are G5-δ3-multiplicative.
By (e 12.77), and then by Lemma 12.5 (see also (e 12.69) and (e 12.68)),

τ(ΦC(h⊗ 1C(T))) ≥ τ(ϕ(h⊗ 1C(T)))− δ0/4 ≥ ∆0(ĥ)/2− δ0/4

≥ ∆0(ĥ)/2− σ0/16 ≥ ∆0(ĥ)/3 for all h ∈ H′3.

Similarly, by the assumption (e 12.48), we also have that

τ(ΦC(1A1
⊗ h)) ≥ τ(ϕ(ı(1A1

⊗ h))− δ0/4 ≥ ∆(ĥ)− σ0/16

≥ ∆(ĥ)/2 for all h ∈ H′′3 .

It follows that (see the definition of ∆1)

τ(ΦC(h)) ≥ ∆1(ĥ)/2 for all h ∈ H3.(e 12.82)

By the assumption (e 12.49), and (e 12.77), for all τ ∈ T (B1),

(e 12.83) |τ(ΦC(c))− τ(ΨC(c))| < σ1 − δ0/4 for all c ∈ H′4 = H2.

Therefore, by (e 12.78), for all t ∈ T (qB1q),

|t(ΦC(c))− t(ΨC(c))| < n

n+ 1
(σ1 − δ0/4)(e 12.84)

< (1/2)(σ1 − δ0/4) < γ′1 for all c ∈ H′4.

Since [ı](P2) ⊂ P, by the assumptions, one also has

[ΦC ]|P2
= [ΨC ]|P2

.(e 12.85)

By (e 12.50), (e 12.77), and applying Lemma 11.9 (with K = 1), since U′2 ⊂ U,
one has

distM2(qB1q)(Φ
‡
C(v̄)Ψ‡C(v̄∗),diag(q, q))(e 12.86)

< (1 + 9/8)(σ1 + δ0/2 < γ′2 for all v ∈ U2.

By the choices of δ, G4, γ
′
1, γ
′
2, P2, H3, H

′
4, and U2, and by applying Theorem

12.7 (see also Corollary 12.8), there exists a unitary u1 ∈ qB1q such that

‖u∗1ΨC(c)u1 − ΦC(c)‖ < δ1/16 for all c ∈ G3.(e 12.87)

Thus, since ı′01(G′1)) ⊂ G′3, by (e 12.55), and by (e 12.62), one obtains

‖u∗1ΨA(a)u1 − ΦA(a)‖ < δ1/16 + δ′′ for all a ∈ G1.(e 12.88)
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Note that, by (e 12.69) and (e 12.68), δ0<
σ0

128(N0+2)<
inf{∆(ĥ):h∈H′′0 }

128(N0+2) . One has, by

(e 12.77), (e 12.73), the assumption (e 12.48), (e 12.57), and the choice of δ0,

τ(ΦA(1C ⊗ h))

≥ τ(ϕ(p′1 ⊗ h))− δ0/4

= τ(ϕ(p1(1⊗ h)))− δ0/4

= τ(ϕ(1A1
⊗ h))− τ(ϕ((1− p1)⊗ h))− δ0/4

≥ τ(ϕ(1A1 ⊗ h))− τ(ϕ(1− p1))− δ0/4

≥ τ(ϕ(1A1
⊗ h))− 16/15n− δ0/4

≥ ∆(ĥ)− 16/15n− δ0/4 ≥ 13∆(ĥ)/15

for all h ∈ H′′0 and for all τ ∈ T (B1).

By Lemma 12.6, it follows that ΦA|1A1
⊗C(T) : C(T )→ qB1q ⊗ 1U is T ′ × N ′-

H′′0 -full. In other words, for any h= f(y) ∈ H′′0 (where y ∈ H0), there are
z1, z2, ..., zm ∈ qB1q with ‖zi‖ ≤ T ′(h) andm ≤ N ′(h) such that

∑m
j=1 z

∗
i ΦC(1A1

⊗
h)zi = q⊗1U . Note that ı′01 is G̃′2-δ′′/16-multiplicative, and G0 ⊂ G (see (e 12.70)).
By(e 12.77), the fact that ϕ is G-δ-multiplicative (used several times), (e 12.77)

again, the fact that ϕ is G-δ-multiplicative again, the fact that ı′01 is G̃′2-δ′′/16-
multiplicative, (e 12.53), and then using the linearity of the maps involved, one
has, that for y ∈ H0,

N ′′(a)∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ΦA(a(y)⊗ f(y))ΦA(xa(y),i ⊗ 1C(T))

≈
(M2

1 +M1)
δ0
4

N ′′(a)∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ϕ((ı′01(a(y))⊗ 1C(T))

·(1C ⊗ f(y)))ϕ(ı′01(xa(y),i)⊗ 1C(T))

≈M1δ

N ′′(a(y))∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ϕ((ı′01(a(y))⊗ 1C(T))

·(1C ⊗ f(y))(ı′01(xa(y),i)⊗ 1C(T)))

≈M1δ

N ′′(a)∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ϕ(ı′01(a(y))ı′01(xa(y),i)⊗ 1C(T))ϕ(1C ⊗ f(y))
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≈
(M2

1 +M1)
δ0
4

N ′′(a(y))∑
i=1

ϕ(ı′01(x∗a(y),i)⊗ 1C(T)))ϕ(ı′01(a(y))ı′01(xa(y),i)⊗ 1C(T)))

·ΦA(1C ⊗ f(y))

≈M1δ

N ′′(a(y))∑
i=1

ϕ((ı′01(x∗a(y),i)ı
′
01(a(y))ı′01(xa(y),i))⊗ 1C(T))ΦA(1C ⊗ f(y))

≈2M1(δ′′1 /16)

N ′′(a(y))∑
i=1

ϕ(ı′01(x∗a(y),ia(y)xa(y),i)⊗ 1C(T)))ΦA(1C ⊗ f(y))

≈δ0/4 (q ⊗ 1U )ΦA(1C ⊗ f(y)) = ΦA(1C ⊗ f(y)).

From these estimates, it follows that, for any y ∈ H0 with f(y) = h ∈ H′′0 (note
M1 ≤M2

1 and δ0/4 < δ′′1 /16)

‖
m∑
j=1

z∗j (

N ′′(a(y))∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ΦA(r∗y)ΦA(y)ΦA(ry)ΦA(xa(y),i)

⊗1C(T)))zj − q ⊗ 1U‖

< 2mT ′(h)2T ′′(a(y))2N ′′(a(y))(δ0/2 + δ′′1 /16)

+‖
m∑
j=1

z∗j (

N ′′(a)∑
i=1

ΦA(x∗a(y),i ⊗ 1C(T))ΦA(a(y)⊗ f(y))

ΦA(xa(y),i ⊗ 1C(T))))zj − q ⊗ 1U‖

< 2M2
0M

2
1 (δ0/2 + δ′′1 /16) +mT ′(h)(10M2

1 )(δ′′1 /16)

+‖
m∑
j=1

z∗jΦA(1C ⊗ h)zj − q ⊗ 1U‖

= 2M2
0M

2
1 (δ0/2 + δ′′1 /16) +mT ′(h)2(10M2

1 )(δ′′1 /16)

≤ 2M2
0M

2
1 (δ0/2) + 12M2

0M
2
1 (δ′′1 /16) < 1/64(n+ 1).

Note also the image of ΦA is in qB1q ⊗ 1U . There is cy ∈ (qBq)+ ⊗ 1U with
‖cy − q ⊗ 1U‖ < 1/64(n+ 1) such that

m∑
j=1

cyz
∗
j (

N ′′(a(y))∑
i=1

ΦA(x∗a(y),i)ΦA(r∗y)ΦA(y)Φ(ry)ΦA(xa(y),i))zjcy = q⊗1U .

By the definition of T×N (see (e 12.54)), one then computes that ΦA is T×N -H0-
full. It follows that Φi,A is T ×N -H0-full (as a map to qB1q⊗ ei), i = 1, 2, ..., n.
Since [ı00](P1) ⊂ P,

[ψ′00]|P1
= [ϕ′00]|P1

.(e 12.89)
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By (e 12.50), since U′′0 ⊂ U,

dist(ϕ‡(wj + diag(p1, p1)),(e 12.90)

ψ‡(wj + diag(p1, p1))) < σ2, 1 ≤ j ≤ K.

Put w∼j = wj + diag(p1, p1), J = 1, 2, ...,K. By (e 12.77), one has

‖diag(1− q, 1− q)(ϕ⊗ idM2
)(w∼j )diag(1− q, 1− q)− (ϕ′00 ⊗ idM2

)(wj)‖ < δ0

and

‖diag(1− q, 1− q)(ϕ⊗ idM2
)(w∼j )diag(1− q, 1− q)− (ϕ′00 ⊗ idM2

)(wj)‖ < δ0.

It follows from (e 12.90) and the above inequalities, that for 1 ≤ j ≤ K,

dist((ϕ′00 ⊗ idM2
)(wj) + diag(q, q),(e 12.91)

(ψ′00 ⊗ idM2)(wj) + diag(q, q)) < 2δ0 + σ2.

It follows from (e 12.78) that N0[1 − q] > [q]. By (e 12.65) (with N0 in place
of K and 1 − q in place of e), (e 12.64), and by Lemma 11.9, in diag(1 − q, 1 −
q)M2(B)diag(1− q, 1− q), one has

dist((ϕ′00)‡(v̄j), (ψ
′
00)‡(v̄j))

< δ1/8n+ dist((ϕ′00)‡(w̄j), (ψ
′
00)‡(w̄j))

< δ1/8n+ (N0 + 9/8)(2δ0 + σ2) < 1/2 < L, j = 1, 2, ...,K.

Note that, by (e 12.78), since B has strict comparison, [(1− q)⊗1U ] ≤ [q⊗ e1] =
[q⊗ei] (1 ≤ i ≤ n). Note also that Φi,A is unitarily equivalent to Φ1,A, 1 ≤ i ≤ n.
It follows from Theorem 12.3 and Remark 12.4, by (e 12.89) and (e 12.92), that
there exists a unitary u2 ∈ B such that

‖u∗2(ϕ′00(a)⊕ Φ1,A(a)⊕ · · · ⊕ Φn,A(a))u2 − (ψ′00(a)⊕ Φ1,A(a)⊕ · · · ⊕ Φn,A(a))‖ < ε/16

for all a ∈ F. In other words,

‖u∗2(ϕ′00(a)⊕ ΦA(a))u2 − ψ′00(a)⊕ ΦA(a)‖ < ε/16(e 12.92)

for all a ∈ F.Thus, by (e 12.88),

‖u∗2(ϕ′00(a)⊕ ΦA(a))u2 − (ψ′00(a)⊕ u∗1ΨA(a)u1)‖(e 12.93)

< ε/16 + δ1/16 + δ′′ for all a ∈ F.
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Let u = u2(q + u∗1) ∈ U(B). 0 Then, for all a ∈ F,

‖u∗(ϕ′00(a)⊕ ΦA(a))u− (ψ′00(a)⊕ΨA(a))‖(e 12.94)

< ε/16 + δ1/8 + δ′′.

It then follows from (e 12.77), (e 12.79), and (e 12.80) that, for all a ∈ F,

‖u∗(ϕ ◦ ı00(a) + ϕ ◦ ı01(a))u − (ψ ◦ ı00(a) + ψ ◦ ı01(a))‖

< ε/16 + δ1/8 + δ′′ + 4(δ0/4).

Then, by (e 12.62), finally, one has

(e 12.95) ‖u∗ϕ(a)u− ψ(a)‖ < ε for all a ∈ F,

as desired. �

Remark 12.12. As in Corollary 12.8, the condition U ⊂ U(M2(A))/CU(M2(A))
can be replaced by U ⊂ Jc(U(M2(A))/U0(M2(A))), which generates a torsion
free subgroup. Moreover, for part (a), or equivalently, the case A ∈ B1, we may
take U ⊂ Jc(U(A)/U0(A)), so that generates a torsion free subgroup. (Note that
A has stable rank one.)

In the case that A =
⋃∞
n=1An ∈ B1, in the theorem above, one may choose

U to be in U(An)/CU(An) for some sufficiently large n.

13. The Range of the Invariant

Notation 13.1. In this section we will use the concept of set with multiplicity.
Fix a set X. A subset with multiplicities in X is a collection of elements in X which
may be repeated finitely many times. Therefore X1 = {x, x, x, y} is different
from X2 = {x, y}. Let x ∈ X be a single element. Denote by x∼k the subset
with multiplicities {x, x, ..., x︸ ︷︷ ︸

k

} (see 1.1.7 of [43]). Let X = {x∼i11 , x∼i22 , ..., x∼inn }

and Y = {x∼j11 , x∼j22 , ..., x∼jnn } (some of the ik’s (or jk’s) may be zero which
means the element xk does not appear in the set X (or Y )). If ik ≤ jk for all
k = 1, 2, ..., n, then we say that X ⊂ Y (see 3.21 of [43]). We define

X ∪ Y := {x∼max(i1,j1)
1 , x

∼max(i2,j2)
2 , ..., x∼max(in,jn)

n } and(e 13.1)

X tmult Y = {x∼(i1+j1)
1 , x

∼(i2+j2)
2 , · · · , x∼(in+jn)

n }.(e 13.2)

We may also use the convention {X,Y } := XtmultY. For example, {x∼2, y∼3} =
{x, x, y, y, y} and {x∼2, y∼3, z∼1} = {x, x, y, y, y, z}. By X∼k we mean the set
{x∼ki11 , x∼ki22 , ..., x∼kinn }. Note

{X∼k, Y ∼n} = X∼k tmult Y ∼n.

For example,

{x, {x, y}∼2, {y, z}, x, w} = {x∼4, y∼3, z, w} = {x, x, x, x, y, y, y, z, w, }.
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Notation 13.2. Let A be a unital subhomogeneous C∗-algebra; that is, the
maximal dimension of irreducible representations of A is finite.

Let us use Sp(A) to denote the set of equivalence classes of all irreducible
representations of A. The set Sp(A) will serve as base set when we talk about a
finite set with (finite) multiplicities.

Since A is of type I, the set Sp(A) has a one-to-one correspondence to the set
of primitive ideals of A. Let X ⊂ Sp(A) be a closed subset, then X corresponds
to the ideal IX =

⋂
ψ∈X kerψ. In this section, let us use A|X to denote the

quotient algebra A/IX . If ϕ : B → A is a homomorphism, then we will use
ϕ|X : B → A|X to denote the composition π ◦ ϕ, where π : A → A|X is the
quotient map. As usual, if B1 is a subset of B, we will also use ϕ|B1 to denote
the restriction of ϕ to B1. These two notations will not be confused, since it will
be clear from the context which notation we refer to.

If ϕ : A→ B is a homomorphism, then we write Sp(ϕ) = {x ∈ Sp(A) : kerϕ ⊂
kerx}. Denote by RF (A) the set of equivalence classes of all (not necessarily
irreducible) finite dimensional representations. An element [π] ∈ RF (A) will
be identified with the set with multiplicity {[π1], [π2], · · · , [πn]} in Sp(A), where
π1, π2, · · · , πn are irreducible representations and π = π1 ⊕ π2 ⊕ · · · ⊕ πn. For
X,Y ∈ RF (A), as sets with multiplicities, we write X ⊂ Y in the sense of
13.1, if and only if the representation corresponding to X is equivalent to a
sub-representation of that corresponding to Y . Any finite subset of RF (A) also
defines an element of RF (A) which is the equivalence class of the direct sum of
all corresponding representations in the set with the correct multiplicities. For
example, the subset {X,Y } ⊂ RF (A) defines an element X⊕Y ∈ RF (A) which
is direct sum of two representations corresponding to X and Y (see the notation
{X,Y } in 13.1).

When we write X = {z∼k11 , z∼k22 , ..., z∼kmm }, we do not insist that zi be itself
in Sp(A). In other words, zi could be itself a subset with multiplicity of Sp(A).
It might be a list of several elements of Sp(A)—that is, we do not insist that
zi should be irreducible (but as we know, it can always be decomposed into
irreducibles). So, in this notation, we do not differentiate between {x} and x;
both give the same element of RF (A) and the same set with multiplicities whose
elements are in Sp(A).

If ϕ : A → Mm is a homomorphism, let us use SP (ϕ) to denote the corre-
sponding equivalence class of ϕ in RF (A).

If ϕ : A → Mm is a homomorphism and if SP (ϕ) = {x∼k11 , x∼k22 , ..., x∼kii },
with x1, x2, ..., xi irreducible representations and kj > 0, j = 1, 2, · · · , i, then
Sp(ϕ) = {x1, x2, ..., xi} ⊂ Sp(A). So Sp(ϕ) is an ordinary set which is a subset of
Sp(A), while SP (ϕ) is a set with multiplicities, whose elements are also elements
of Sp(A).

Notation 13.3. Let us recall some notation from Definition 4.8. Suppose that
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A = Am ∈ Dm (see the end of 4.8) is as constructed in the following sequence:

A0 = P0C(X0, F0)P0, A1 = P1C(X1, F1)P1 ⊕Q1C(Z1,F1)Q1
A0,

..., Am = PmC(Xm, Fm)Pm ⊕QmC(Zm,Fm)Qm Am−1,(e 13.3)

where Fj = Ms(j,1) ⊕Ms(j,2) ⊕ · · · ⊕Ms(j,tj) is a finite dimensional C∗-algebra,
Pj ∈ C(Xj , Fj) is a projection, j = 0, 1, ...,m, and

Pk(C(Xk, Fk))Pk =

tk⊕
i=1

Pk,iC(Xk,Ms(k,i))Pk,i, k = 1, 2, ...,m,

are as in Definition 4.8. Let Λ : A →
⊕m

k=0 PkC(Xk, Fk)Pk be the inclusion as
in Definition 4.8. Note that Z0 = ∅. Let π(x,j), where x ∈ Xk and the positive

integer j refers to the j-th block of
⊕tk

i=1 Pk,iC(Xk, Fk)Pk,i (and Pk,j(x) 6= 0),
be the finite dimensional representations of A as in 4.8. According to 13.2,
one has that π(x,j) ∈ RF (A). If x ∈ Xk \ Zk, then π(x,j) ∈ Sp(A), i.e., it is
irreducible. In fact, Sp(A) = {π(x,j) : x ∈ Xk \Zk, k = 0, 1, ...,m, and Pk(x) 6=
0, j = 1, 2, · · · , tk}. Recall that all Xk are compact metric spaces. For k ≤ m
and j ≤ tk, we use Xk,j to denote all the (not necessary irreducible) non-zero
representations π(x,j) for x ∈ Xk (see 4.8). Note that, as a set, Xk,j = {x ∈ X :
Pk,j(x) 6= 0}. Set Zk,j = {π(x,j) ∈ Xk,j : x ∈ Zk}. Note that Xk,j (and Zk,j ,
respectively) has a natural metric induced from Xk—i.e., dist(π(x,j), π(y,j)) =
dist(x, y) for x, y ∈ Xk. In what follows, if θ ∈ RF (A) and θ = π(x,j) for some
π(x,j) ∈ Xk,j , then we will write θ ∈ Xk,j .

The usual topology on Sp(Am) is in general not Hausdorff. For each θ ∈ Sp(A)
and δ > 0, the subset Bδ(θ) of Sp(A), called the δ-neighborhood of θ, is defined
as follows:

An irreducible representation Θ ∈ Sp(Am) is in Bδ(θ) if there is a sequence of
finite dimensional representations θ = σ0, θ0, σ1, θ1, σ2, θ2, · · · , σk, θk = Θ such
that
1. For each i = 1, 2, · · · , k, θi−1 ⊂ σi (see 13.2);
2. For each i = 0, 1, · · · , k, there exists a pair (li, ji) such that σi ∈ Xli,ji and
θi ∈ Xli,ji \ Zli,ji ;
3.
∑k
i=0 distXli,ji (σi, θi) < δ.

Note that, since θi−1 ∈ Xli−1,ji−1 \ Zli−1,ji−1 , σi ∈ Xli,ji , and θi−1 ⊂ σi, one
must have li ≥ li−1, i = 1, 2, ..., k. Note also that we borrow the concept of
δ-neighborhood from metric space theory, but there is no metric on Sp(A). In
fact Θ ∈ Bδ(θ) does not imply that θ ∈ Bδ(Θ). Note that if Θ ∈ Bδ1(Θ1) and
Θ1 ∈ Bδ2(θ), then Θ ∈ Bδ1+δ2(θ).

Let ϕ : A → M• be a homomorphism. We shall say that SP (ϕ) is δ-dense
in Sp(A) if for each irreducible representation θ of A, there is Θ ∈ Bδ(θ) such
that Θ ⊂ SP (ϕ). For any algebra in D1 (see the end of 4.8), including all
Elliott-Thomsen building blocks, δ-density of SP (ϕ) means for each irreducible
representation θ of A, either θ ⊂ SP (ϕ), or there are two points x, y ∈ X1 (for
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the case of an Elliott-Thomsen building block, X1 = [0, 1]) and j (a single j)
such that dist(x, y) < δ, and such that θ ⊂ π(y,j) and π(x,j) ⊂ SP (ϕ). This will
be used in this section and the next.

If Xk = [0, 1], then we use the standard metric of the interval [0, 1].

Lemma 13.4. Let A ∈ Dm.
(1) If f ∈ A and θ ∈ Sp(A) such that θ(f) 6= 0, then there exist δ > 0 and

d0 > 0 such that ‖Θ(f)‖ ≥ d0 for all Θ ∈ Bδ(θ).
(2) For any δ > 0, there is a finite set F ⊂ A+ \ {0} satisfying the following

condition. For any irreducible representation θ ∈ Sp(A), there is an element
f ∈ F such that if Θ ∈ Sp(A) satisfies Θ(f) 6= 0, then Θ ∈ Bδ(θ). (We do not
require that θ(f) 6= 0 for the element f corresponding to θ.)

Proof. In what follows we will keep the notation introduced in 13.3.
For part (1), we will prove it by induction. It is clear that part (1) holds when

A ∈ D0. Assume that part (1) holds for all A ∈ Dk with k < m.
LetA ∈ Dm and let θ(f) 6= 0.WriteAm = Pm(C(Xm, Fm)Pm⊕QmC(Zk,Fm)Qm

Am−1 and f = (g, h), where g ∈ Pm(C(Xm, Fm)Pm and h ∈ Am−1. If θ ∈
{π(x,j) : x ∈ Xm \ Zm and Pm,j(x) 6= 0}, for some j, then, by continuity of
g at x in the jth block, one obtains δ > 0 such that ‖π(y,j)(f)‖ ≥ d0 for all
(y, j) ∈ Xm,j such that dist(y, x) < δ, where d0 > 0. In other words, ‖Θ(f)‖ ≥ d0

for all Θ ∈ Bδ(θ).
Suppose θ ∈ {π(x,j) : x ∈ Xk \ Zk and Pk,j(x) 6= 0} for some j and for

some 0 < k < m. Thus, one may view θ as a point in Am−1 and θ(h) 6= 0.
By the induction assumption, there are δ0 > 0 and d00 > 0 such that, for any
Θ′ ∈ Bm−1

δ0
(θ), ‖Θ′(h)‖ ≥ d00 (where Bm−1

η (θ) is a η-neighborhood of Sp(Am−1)
for any η > 0). Note that we may also view Sp(Am−1) as a subset of Sp(A). For
each j = 1, 2, ..., tm, let

Ym,j = {π(z,j) ⊂ Zm,j : ∃ θ′ ∈ Bm−1
δ0/2

(θ) such that θ′ ⊂ π(z,j)}.

If π(x,j) ∈ Ym,j , then ‖π(x,j)(f)‖ ≥ ‖θ′(f)‖ ≥ d00. Note that g|Zm = Λm(h).

In the jth block, ‖π(x,j)(f)‖ ≥ d00 for all π(x,j) ∈ Ym,j , the closure of Ym,j .

Since Ym,j is compact, there is δj > 0 such that ‖π(x,j)(f)‖ ≥ d00/2 for all
π(x,j) ∈ Xm,j such that dist(x, Ym,j) < δj . If Ym,j0 = ∅, put δj0 = 1. Choose
δ = min{1/2, δ0/2, δj : 1 ≤ j ≤ tm}.

We claim that ‖Θ(f)‖ ≥ d00/2 for all Θ ∈ Bδ(θ). Let Θ ∈ Xk,j for some j.
Then, by the definition of Bδ(θ), there exist finite dimensional representations
θ = σ0, θ0, σ1, θ1, σ2, θ2, · · · , σn, θn = Θ (for some integer n ≥ 1) such that

1. For each i = 1, 2, · · · , n, θi−1 ⊂ σi;
2. For each i = 0, 1, · · · , n, there exist a pair (li, ji) such that σi, θi ∈ Xli,ji

θi ∈ Xli,ji \ Zli,ji ; and
3.
∑n
i=1 distXli,ji (σi, θi) < δ.

Note, by 13.3, if Θ ∈ Bδ(θ) ∩ Sp(Am−1), then all li < m. It follows that
Θ ∈ Bm−1

δ0
(θ). Then, by the choice of δ0, ‖Θ(f)‖ ≥ d00.
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Otherwise, Θ ∈ Xm,j . Choose the largest i such that li < m. Then θi ∈
Xli,ji \ Zli,ji and σi+1 ∈ Xm,ji+1

for some ji+1. Therefore, by the definition

of Bm−1
δ (θ), θi ∈ Bm−1

δ (θ). Note that, for any i′ > i, li′ = m. It follows that
σi′ , θi′ ∈ Xm,ji′ . On the other hand, since θn = Θ ∈ Xm,j , σn ∈ Xm,j . Since
θn−1 ⊂ σn, either ln−1 < m, in which case, i = n − 1, or θn−1 = σn as θn−1 ∈
Xln−1,jn−1

\Zln−1,jn−1
, in which case ln−1 = m and jn−1 = j. By repeatedly using

1,2,3, above, one concludes that ji′ = j for i′ > i. In other words, σi+1 ∈ Xm,j .
Note that θi ⊂ σi+1 and θi ∈ Bm−1

δ (θ). It follows that σi+1 ∈ Ym,j . One checks
(by 3 above) that dist(Θ, σi+1) = dist(θn, σi+1) < δ < δ0/2. By the choice of δ,
one obtains ‖Θ(f)‖ ≥ d00/2. This completes the induction and part (1) holds.

We will also prove part (2) by induction. If

A = A0 =

t0⊕
j=1

P0,jC(X0,Ms(0,j))P0,j ∈ D0,

then it is easy to see that this reduces to the case that A = A0 = P0C(X0,Ms)P0,
where s ≥ 1 is an integer and P0 ∈ C(X0,Ms) is a projection. Given δ > 0,
let {Ui : 1 ≤ i ≤ m} be an open cover of X0 with the diameter of each Ui
smaller than δ/2. Consider a partition of unity F = {fi ∈ C(X0) : 1 ≤ i ≤ m}
subordinate to the open cover {Ui : 1 ≤ i ≤ m}. Then, clearly F satisfies the
requirements. Let us assume that A = Am ∈ Dm with m ≥ 1 and that the
conclusion of the lemma is true for algebras in Dm−1.

Write Am = PmC(Xm, Fm)Pm ⊕QmC(Zm,Fm)Qm Am−1 with Γm : Am−1 →
QmC(Zm, Fm)Qm, where Qm = Pm|Zm (see 4.8). By the induction assumption,
there is a finite subset F1 ⊂ (Am−1)+ \ {0} with the following property: For any
irreducible representation θ ∈ Sp(Am−1), there is an element f ∈ F1 such that if
Θ ∈ Sp(Am−1) satisfies Θ(f) 6= 0, then Θ ∈ Bm−1

δ/2 (θ) (notation from the proof

of part (1)). For each f ∈ F1, by the Tietze Extension Theorem, there is an

h = (h1, h2, · · · , htm) ∈ PmC(Xm, Fm)Pm =

tm⊕
j=1

Pm,jC(Xm,Ms(m,j))Pm,j

such that Γm(f) = h|Zm . For each j ≤ tm, let Ωm,j ⊂ Zm (⊂ Xm) be the closure
of the set

{z ∈ Zm : ∃ θ′ ∈ Sp(Am−1) such that θ′ ⊂ π(z,j) and θ′(f) 6= 0},

where θ ⊂ π(x,j) as subsets of RF (A) with multiplicities. Choose, in the case
Ωm,j 6= ∅, a continuous function χj : Xm → [0, 1] such that

χj(x) = 1 if x ∈ Ωm,j and χj(x) = 0 if dist(x,Ωm,j) ≥ δ/3,

and, in the case that Ωm,j = ∅, let χj = 0. Set h′ = (χ1 ·h1, χ2 ·h2, · · · , χtm ·htm).

Then h′|Zm = h|Zm = Γm(f). Thus, f̃ = (h′, f) ∈ PmC(Xm, Fm)Pm ⊕ Am−1

defines an element of Am = PmC(Xm, Fm)Pm ⊕QmC(Zm,Fm)Qm Am−1.
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Now let Θ ∈ Sp(Am) be such that Θ(f̃) 6= 0. If Θ ∈ Xm,j \ Zm,j for some j,
then Ωm,j 6= ∅ and dist(Θ,Ωm,j) < δ/3. Therefore, there exists σ ∈ Zm,j such
that dist(σ,Θ) ≤ δ/3 and Θ′ ∈ Sp(Am−1) such that Θ′ ⊂ σ and Θ′(f) 6= 0. By
the inductive assumption, Θ′ ∈ Bδ/2(θ). By the definition of Bδ(θ), this implies

that Θ ∈ Bδ(θ). If Θ ∈ Sp(Am−1), then Θ ∈ Bm−1
δ/2 (θ), which also implies that

Θ ∈ Bδ/2(θ). Let F̃1 = {f̃ : f ∈ F1}.
Choose a finite subset Ξ := {x1, x2, · · · , x•} ⊂ Xm which is δ/4-dense in

Xm—that is, if x ∈ Xm, then there is xi such that dist(x, xi) < δ/4. We need
to modify the set Ξ so that Ξ ⊂ Xm \ Zm. If xi ∈ Zm and

W := {x ∈ (Xm \ Zm) : dist(x, xi) < δ/4} 6= ∅,

then replace xi by any element of W ; if W is the empty set, then simply delete
xi. After the modification, we have Ξ ⊂ Xm \ Zm and Ξ is δ/2 (instead of δ/4)
dense in Xm \ Zm (instesd of Xm). For each xi ∈ Ξ, choose an open set Ui 3 xi
such that Ui ⊂ Xm \ Zm and dist(x, xi) < δ/2 for any x ∈ Ui. For each xi ∈ Ξ,
choose a function gxi : Xm → [0, 1] such that gxi(xi) = 1 and gxi(x) = 0 for
x /∈ Ui. For j ≤ tm let

gxi,j = (0, · · · , 0︸ ︷︷ ︸
j−1

, gxi ·Pm,j , 0, · · · , 0︸ ︷︷ ︸
tm−j

)⊕0 ∈
tm⊕
j=1

Pm,jC(Xm,Ms(m,j))Pm,j⊕Am−1,

which defines an element (still denoted by gxi,j) of Am. Define G = {gxi,j : xi ∈
Ξ, j ≤ tm}. Set F = G ∪ F̃1.

Now fix θ ∈ Sp(A). If θ ∈ Sp(Am−1), then choose f ∈ F1 with the property
Θ(f) 6= 0 implies Θ ∈ Bm−1

δ/2 (θ). Now consider f̃ . By what has been proved, if

Θ(f̃) 6= 0, then Θ ∈ Bδ(θ).
If θ ∈ Xm,j \ Zm,j , then there is xi ∈ Ξ, such that dist(θ, xi) < δ/2. Then

gxi,j ∈ F and π(xi,j)(gxi,j) 6= 0. Moreover, by the construction of gxi,j , if Θ ∈
Sp(A) with Θ(gxi,j) 6= 0, then Θ ∈ Bδ(θ). This ends the induction.

�

The special case of the following lemma for AH-algebras can be found in [22].
In the following statement, we use notation introduced in 13.2.

Proposition 13.5. Let A = lim−→(An, ϕn,m) be a unital inductive limit of C∗-
algebras, where An ∈ Dl(n) (for some l(n)) and where each ϕn,m is injective.
Then the limit C∗-algebra is simple if and only if the inductive system satisfies
the following condition: for any n > 0 and δ > 0, there is an integer m > n such
that for any σ ∈ Sp(Am), SP (ϕn,m|σ) is δ-dense in Sp(An)—equivalently, for
any m′ ≥ m and any σ′ ∈ Sp(Am′), SP (ϕn,m′ |σ′) is δ-dense in Sp(An).

Proof. Note that, since A is unital and each An is unital, without loss of
generality, we may assume that all ϕn,m are unital. The proof of this proposition
is standard. Suppose that the condition holds. For any non-zero element f ∈ An,



246 Guihua Gong, Huaxin Lin and Zhuang Niu

there is θ ∈ Sp(An) such that θ(f) 6= 0. Consequently, by part (1) of 13.4,
there is Bδ(θ) (for some δ > 0) such that Θ(f) 6= 0 for any Θ ∈ Bδ(θ). Then,
by the given condition, there is an integer m such that for any m′ ≥ m and
any irreducible representation σ of Am′ , one has Sp(ϕn,m′ |σ) ∩ Bδ(θ) 6= ∅. Let
Θ ∈ Sp(ϕn,m′ |σ)∩Bδ(θ). Then, Θ◦ϕn,m′(f) 6= 0. Consequently, ‖σ◦ϕn,m′(f)‖ ≥
‖Θ ◦ ϕn,m′(f)‖ > 0. It follows that the ideal I generated by ϕn,m′(f)) in Am′
equals Am′—otherwise, any irreducible representation σ of Am′/I 6= 0 (which
is also an irreducible representation of Am′) satisfies σ(ϕn,m′(f)) = 0, and this
contradicts the fact that σ(ϕn,m′(f)) 6= 0 for every irreducible representation σ.
Fix m′ ≥ m. Then ϕn,m′(f) is full. Since each ϕn,m is unital, it follows that
ϕm′,∞ ◦ ϕn,m′(f) = ϕn,∞(f) is full. In other words (since f above is arbitrary),
for any proper ideal I of A, ϕn,∞(An) ∩ I = {0}. It is standard to show that
this implies that A is simple. In fact, for any a ∈ ϕn,∞(An), πI(‖a∗a‖) = ‖a∗a‖,
where πI : A → A/I is the quotient map. It follows that ‖πI(a)‖ = ‖a‖. Note
that

⋃∞
n=1(An) is dense in A. The quotient map πI is thus isometric, and so

I = {0}. (This proof is due to Dixmier (see the proof of Theorem 1.4 of [24]).)
Therefore A is simple.

Suppose the unital limit algebra A is simple. For any An and δ > 0, let
Fn ⊂ (An)+ \ {0} be as in the Lemma 13.4. Since A is simple and ϕn,m is
injective, for any f ∈ Fn, the ideal generated by ϕn,∞(f) ∈ A contains 1A. Hence
there is mf > n such that if m′ ≥ mf then the ideal generated by ϕn,m′(f) in Am′

contains 1Am′ and therefore is the whole of Am′ . Let m = max{mf : f ∈ Fn}.
For any σ ∈ Sp(Am′) (with m′ ≥ m) and f ∈ Fn, we have σ(ϕn,m′(f)) 6= 0.

We are going to verify that for any σ ∈ Sp(Am′), the set SP (ϕn,m′ |σ) is δ-
dense in Sp(An). For any θ ∈ Sp(An), there is an f ∈ Fn such that, if Θ(f) 6= 0,
then Θ ∈ Bδ(θ). From σ(ϕn,m′(f)) 6= 0, one then concludes that there is an
irreducible representation Θ ⊂ SP (ϕn,m′ |σ) such that Θ(f) 6= 0. Hence Θ ∈
Bδ(θ) by Lemma 13.4. This implies that SP (ϕn,m′ |σ) is δ-dense. �

Definition 13.6. Denote by N0 the class of those unital simple C∗-algebras
A in N for which A ⊗ U ∈ N ∩ B0 for any UHF-algebra U of infinite type (see
2.9 for the definition of the class N).

Denote by N1 the class of those unital C∗-algebras A in N for which A⊗U ∈
N ∩ B1 for any UHF-algebra of infinite type. In Section 19, we will show that
N1 = N0.

Also denote by NZ
0 (respectively, NZ

1 ) the class of all Z-stable C∗-algebras in
N0 (respectively, N1).

13.7. Let (G,G+, u) be a scaled ordered abelian group (G,G+) with order
unit u ∈ G+ \ {0}, with the scale given by {g ∈ G+ : g ≤ u}. Sometimes
we will also call u the scale of the group. Let S(G) := Su(G) be the state
space of G. Suppose that ((G,G+, u),K,∆, r) is a weakly unperforated Elliott
invariant—that is, (G,G+, u) is a simple scaled ordered countable group, K is a
countable abelian group, ∆ is a metrizable Choquet simplex, and r : ∆→ S(G)
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is a surjective affine map such that for any x ∈ G,

x ∈ G+ \ {0} if and only if r(τ)(x) > 0 for all τ ∈ ∆.(e 13.4)

Condition (e 13.4) above is also called weak unperforation for the simple ordered
group. (Note that this condition is equivalent to the condition that x ∈ G+ \{0}
if and only if for any f ∈ S(G), f(x) > 0. The latter condition does not mention
Choquet simplex ∆.) In this paper, we only consider the Elliott invariant for
stably finite simple unital nuclear C∗-algebras and therefore ∆ is not empty.
Evidently, the above weak unperforation condition implies the condition that x >
0 if nx > 0 for some positive integer n. The converse follows from Proposition
3.2 of [104].

In this section, we will show that for any weakly unperforated Elliott invariant
((G,G+, u),K,∆, r), there is a unital simple C∗-algebra A in the class NZ

0 such
that

((K0(A),K0(A)+, [1A]),K1(A), T (A), rA) ∼= ((G,G+, u),K,∆, r).

A similar general range theorem was presented by Elliott in [31]. To obtain our
version, we will modify the construction given by Elliott in [31]. Our modification
will reveal more details in the construction and will also ensure that the algebras
constructed are actually in the class NZ

0 . One difference is that, at an important
step of the construction, we will use a finite subset Zi of a certain space Xi

instead of a one-dimensional subspace of Xi.

13.8. Our construction will be a modification of the Elliott construction men-
tioned above. As a matter of fact, for the case that K = {0} and G is torsion
free, our construction uses the same building blocks, in C0, as in [31]. We will
repeat a part of the construction of Elliott for this case. There are two steps in
Elliott’s construction:

Step 1. Construct an inductive limit

C1 −→ C2 −→ · · · −→ C

with inductive limit of ideals

I1 −→ I2 −→ · · · −→ I

such that the non-simple limit C has the prescribed Elliott invariant and the
quotient C/I is a simple AF algebra. For the case K = {0} and G torsion free,
we will use the notation Cn and C for the construction, and reserve An and A
for the general case.

Step 2. Modify the above inductive limit to make C (or A in the general case)
simple without changing the Elliott invariant of C (or A).

For the reader’s convenience, we will repeat Step 1 of Elliott’s construction
with minimum modification. For Step 2, we are not able to reconstruct the
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argument of [31] and in particular we do not know how to make the eigenvalue
patterns given on pages 81–82 [31] satisfy the required boundary conditions. We
will use a different way of modifying the inductive limit (see 13.46 for the details).
This new way will be also more suitable for our purpose—i.e., to construct an
inductive limit A ∈ NZ

0 in the general case, with possibly nontrivial K1 and
nontrivial Tor(K0(A)).

13.9. Suppose that ((G,G+, u),K,∆, r) is a weakly unperforated Elliott in-
variant as defined in 13.7. Let ρ : G→ Aff(∆) be the dual map of r : ∆→ S(G).
That is, for every g ∈ G, τ ∈ ∆,

ρ(g)(τ) = r(τ)(g) ∈ R.

Since G is weakly unperforated, one has that g ∈ G+\{0} if and only if ρ(g)(τ) >
0 for all τ ∈ ∆. Note that Aff(∆) is an ordered vector space with the strict
(pointwise) order, i.e., f ∈ Aff(∆)+ \ {0} if and only if f(τ) > 0 for all τ ∈
∆. Note that ∆ is a metrizable compact convex set, and Aff(∆) is a norm
closed subspace of CR(∆), the real Banach space of real continuous functions on
∆. Consequently Aff(∆) is separable. We assume that G 6= {0} and ∆ 6= ∅.
Therefore there is a countable dense subgroup G1 ⊂ Aff(∆). Put H = G⊕G1 and
define ρ̃ : H → Aff(∆) by ρ̃((g, f))(τ) = ρ(g)(τ) + f(τ) for all (g, f) ∈ G ⊕G1

and τ ∈ ∆. Define H+ \ {0} to be the set of elements (g, f) ∈ G ⊕ G1 with
ρ̃((g, f))(τ) > 0 for all τ ∈ ∆. The order unit (or scale) u ∈ G+, regarded as
(u, 0) ∈ G⊕G1 = H, is an order unit for H+ (still denote it by u).

Then (H,H+, u) is a simple ordered group with the Riesz interpolation prop-
erty. With the strict order, (H,H+, u) is a simple ordered group. Since ∆ is
a simplex, by Corollary II.3.11 of [1], Aff(∆) has the weak Riesz interpolation
property. Since ρ̃(H) is dense, it is straightforward to prove that (H,H+, u) is
a Riesz group. Let us give a brief proof of this fact. Let a1, a2, b1, b2 ∈ H with
ai < bj for i, j ∈ {1, 2}. Then, since Aff(∆) has the weak Riesz interpolation
property (see page 90 of [1]), there exists f ∈ Aff(∆) such that ρ̃(ai) < f < ρ̃(bj),
i, j ∈ {1, 2}. Let

d = min{min{τ(f)− τ(ai) : τ ∈ ∆, 1 ≤ i ≤ 2},

min{τ(bj)− τ(f) : τ ∈ ∆, 1 ≤ j ≤ 2}}.

Then d > 0. Since ρ̃(H) is dense in Aff(∆), there exists h ∈ H such that
‖ρ̃(h) − f‖ < d/2. Then ρ̃(ai) < ρ̃(h) < ρ̃(bj), i, j ∈ {1, 2}. Consequently,
ai < h < bj for i, j ∈ {1, 2}.

As a direct summand of H, the subgroup G is relatively divisible subgroup of
H; that is, if g ∈ G, m ∈ N \ {0}, and h ∈ H such that g = mh, then there is
g′ ∈ G such that g = mg′. Note that G $ H since ∆ 6= ∅.

Now we assume, until 13.23, that G is torsion free and K = 0. Then H is also
torsion free. Therefore, H is a simple dimension group.
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Remark 13.10. (1) There is a unital simple AF-algebra B such that
(K0(B),K0(B)+, [1B ]) = (H,H+, u) and Su(H) = ∆ = T (B), where Su(H)
is the state space of H and T (B) is the tracial state space of B. In fact, by
[26], there is a unital simple AF-algebra B such that (K0(B),K0(B)+, [1B ]) =
(H,H+, u). It follows from Theorem III.1.3 of [5] that the state space Su(H)
of K0(B) = H is T (B) (with the topology of pointwise convergence on Su(H)
and the weak* topology of T (B)). On the other hand, evaluation at a point of
∆ also gives a state of H. Therefore ∆ is a closed convex subset of Su(H). Since
x < y in H if and only if ρ̃(x)(s) < ρ̃(y)(s) for all s ∈ ∆, by Lemma 2.9 of [8],
∆ = Su(H) = T (B). Furthermore, the map ρB : K0(B) = H → Aff(T (B)) =
Aff(∆) is the same as ρ̃ : H → Aff(∆).

(2) Suppose that A is a unital C∗-algebra and ϕ : A → B is a unital homo-
morphism (where B is as in part (1)). Suppose that (K0(A),K0(A)+, [1A]) =
(G,G+, u), and T (A) ∼= T (B) and suppose that the induced maps ϕ∗0 : K0(A)→
K0(B) and T (ϕ) : T (B) → T (A) (of the homomorphism ϕ) are the inclusion
from G to H and the affine homeomorphism between T (B) and T (A). Then the
map ρA : K0(A) = G → Aff(T (A)) = Aff(∆) is the same as ρ : G → Aff(∆),
under the identification of T (A) = T (B) = ∆. This is true because ρ = ρ̃◦ ιG,H :
G→ Aff(∆), where ιG,H : G→ H is the inclusion.

13.11. In 13.9 we can choose the dense subgroup G1 ⊂ Aff(∆) to contain at
least three elements x, y, z ∈ Aff(∆) such that x, y and z are Q-linearly indepen-
dent. With this choice, when we write H as the inductive limit of a sequence

H1 −→ H2 −→ · · ·

of finite direct sums of copies of the ordered group (Z,Z+) as in Theorem 2.2 of
[26], we can assume all Hn have at least three copies of Z.

Note that the homomorphism

γn,n+1 : Hn = Zpn −→ Hn+1 = Zpn+1

is given by a pn+1 × pn, matrix c = (cij) of nonnegative integers, where i =
1, 2, ..., pn+1, j = 1, 2, ..., pn, and cij ∈ Z+ := {0, 1, 2, ...}. For M > 0, if all
cij ≥M , then we will say γn,n+1 is at least M -large or has multiplicity at least
M . Note that since H is a simple ordered group, passing to a subsequence, we
may assume that at each step γn,n+1 is at least Mn-large for an arbitrary choice
of Mn depending on our construction up to step n.

13.12. Recall that with the dimension group H as in 13.9 and 13.11, we have
G ⊂ H with G+ = H+∩G, and both G and H share the same order unit u ∈ G ⊂
H. As in 13.11, write H as the inductive limit of Hn—a sequence of finite direct
sums of three or more copies of the ordered group (Z,Z+) (with connecting maps
with large multiplicities). Let Gn = γ−1

n,∞(γn,∞(Hn) ∩G), where γn,∞ : Hn →
H is the canonical map to the limit. There is a k0 ∈ N such that u ∈ Gk0 ,
and without loss of generality, we may assume that k0 = 1. In other words, we
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may assume u ∈ Gn ⊂ Hn for each n. Since G+ = H+ ∩ G, if we confer an
order structure on Gn by setting (Gn)+: = (Hn)+ ∩ Gn, then we have G+ =
limn→∞(Gn)+.

We claim that Gn is a relatively divisible subgroup of Hn. Let us suppose
that g ∈ Gn and g = mh for h ∈ Hn and for some integer m ≥ 1. Since G is
relatively divisible in H, there is a g′ ∈ G such that γn,∞(g) = mg′. Noting that
γn,∞(g) = mγn,∞(h), we have m(g′ − γn,∞(h)) = 0. Hence γn,∞(h) = g′ ∈ G
which implies that h ∈ γ−1

n,∞(γn,∞(Hn) ∩ G). That is, h ∈ Gn. Since Gn is a
relatively divisible subgroup of Hn and Hn is torsion free, the quotient Hn/Gn
is a torsion-free finitely generated abelian group and therefore a direct sum of
copies of Z, denoted by Zln . Then we have the following commutative diagram:

G1

γ12 |G1
//

� _

��

G2
//

� _

��

· · · // G
� _

��

H1

γ12
//

��

H2
//

��

· · · // H

��

H1/G1

γ̃12
// H2/G2

// · · · // H/G.

Let Hn =
(
Zpn ,Zpn+ , un

)
, where un:=([n, 1], [n, 2], ..., [n, pn]) ∈ (Z+ \ {0})pn .

Then Hn can be realized as the K0-group of Fn =
⊕pn

i=1M[n,i]—that is,

(K0(Fn),K0(Fn)+, [1Fn ]) = (Hn, (Hn)+, un).

If there are infinitely many n such that the inclusion maps Gn → Hn are
isomorphisms, then, passing to a subsequence, we have that G→ H is also an
isomorphism which contradicts G $ H in 13.9. Hence, without loss of generality,
we may assume that for all n, Gn $ Hn, and therefore Hn/Gn 6= 0.

To construct a C∗-algebra with K0 equal to (Gn, (Gn)+, un), we consider the
quotient map π : Hn → Hn/Gn as a map (still denoted in the same way)

π : Zpn −→ Zln ,

as in [31]. We emphasize that ln > 0 for all n (as Hn/Gn 6= {0}). Such a map
can be realized as difference of two maps

b0, b1 : Zpn −→ Zln

corresponding to two ln × pn matrices of strictly positive integers b0 = (b0,ij)
and b1 = (b1,ij). That is,

π


t1
t2
...
tpn

 =
(
b1−b0

)


t1
t2
...
tpn

 ∈ Zln , for any


t1
t2
...
tpn

 ∈ Zpn .
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Note that un = ([n, 1], [n, 2], ..., [n, pn]) ∈ Gn and hence π(un) = 0. Conse-
quently,

b1


[n, 1]
[n, 2]

...
[n, pn]

 = b0


[n, 1]
[n, 2]

...
[n, pn]

=:


{n, 1}
{n, 2}

...
{n, pn}

 ,

i.e.,

{n, i}:=
pn∑
j=1

b1,ij [n, j] =

pn∑
j=1

b0,ij [n, j].

Let En =
⊕ln

i=1M{n,i}. Choose any two homomorphisms β0, β1 : Fn → En
such that (β0)∗0 = b0 and (β1)∗0 = b1. Then define

Cn :=
{

(f, a) ∈ C([0, 1], En)⊕ Fn; f(0) = β0(a), f(1) = β1(a)
}

= C([0, 1], En)⊕β0,β1
Fn,

which is A(Fn, En, β0, β1) as in the definition of 3.1. By Proposition 3.5 and the
fact that the map π= (β1)∗0 − (β0)∗0 (playing the role of ϕ1∗0 − ϕ0∗0 there) is
surjective (see definition of π, b0, and b1 above), we have K1(Cn) = 0 and(

K0(Cn),K0(Cn)+,1Cn
)

=
(
Gn, (Gn)+, un

)
.(e 13.5)

As in (e 3.3), the map K0(Fn) = Zpn → K0(En) =K1(C0

(
(0, 1), En

)
) = Zln is

given by b1 − b0 ∈ Mln×pn(Z), which is surjective, as π is the quotient map
Hn (= Zpn)→ Hn/Gn (= Zln). In particular, all Cn ∈ C0.

As observed in [31], in the construction of Cn with (e 13.5), we have the free-
dom to choose the pair of the K0-maps (β0)∗0 = b0 and (β1)∗0 = b1 as long
as the difference is the same map π : Hn (= Zpn) −→ Hn/Gn (= Zln). For
example, if (mij) ∈Mln×pn

(
Z+ \ {0}

)
is any ln × pn matrix of positive integers,

then we can replace b0,ij by b0,ij + mij and, at the same time, replace b1,ij by
b1,ij + mij . That is, we can assume that each entry of b0 (and of b1) is larger
than any fixed integer M which may depend on Cn−1 and ψn−1,n : Fn−1 → Fn.
Also, we can make all the entries of one column (say, the third column) of both
b0 and b1 much larger than all the entries of another column (say, the second),
by choosing mi3 � mj2 for all i, j.

13.13. Let us consider a slightly more general case than in 13.12. Let Gn =
Zp0n ⊕G′n and Hn = Zp0n ⊕H ′n, with the inclusion map being the identity for the
first p0

n copies of Z. In this case, the quotient map Hn (= Zpn)→ Hn/Gn (= Zln)
given by the matrix b1 − b0 maps the first p0

n copies of Z to zero. For this case,
it will be much more convenient to assume that the first p0

n columns of both the
matrices b0 and b1 are zero and each entry of the last p1

n := pn − p0
n columns
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of them are larger than any previously given integer M . Now we have that the
entries of the matrices b0, b1 are strictly positive integers except the ones in the
first p0

n columns which are zero.

Consider the following diagram:

Zp01 ⊕G′1
γ12 |G1

//
� _

��

Zp02 ⊕G′2 //
� _

��

· · · // G
� _

��

Zp01 ⊕H ′1
γ
12
//

��

Zp02 ⊕H ′2 //

��

· · · // H

��

H1/G1

γ̃
12
// H2/G2

// · · · // H/G .

That is, Gn = Zp0n ⊕G′n and Hn = Zp0n ⊕H ′n, with the inclusion map being the
identity for the first p0

n copies of Z. We are now assuming that the entries of the
matrices b0, b1 are strictly positive integers for the last p1

n columns and are zeros
for the first p0

n columns. Note that since ln > 0 (see 13.12), we have p1
n > 0.

The inductive limits H = lim
−→

(Hn, γn,n+1) and G = lim
−→

(Gn, γn,n+1|Gn) (with

Gn ⊂ Hn) constructed in 13.12 are in fact special cases of the present construc-

tion when we assume that p0
n = 0. One notices that, for the case Gn = Zp0n⊕G′n

and Hn = Zp0n ⊕H ′n, with the inclusion map being the identity for the first p0
n

copies of Z, one could still use the construction of 13.12 to make all the entries of
b0 and b1 (not only the entries of the last p1

n) be strictly positive (of course with
the first p0

n columns of the matrices b0 and b1 equal to each other). However,
for the algebras with the property (SP), it is possible to assume that p0

n 6= 0 for
all n, and to get a certain decomposition property that we will discuss in the
next section. In fact, for the case that p0

n 6= 0 for all n, the construction is much
simpler than the case that p0

n = 0 for all n.

If we write Fn above as
⊕p0n

i=1M[n,i] ⊕ F ′n, where F ′n =
⊕pn

i=p0n+1M[n,i], then

the maps β0 and β1 are zero on the part
⊕p0n

i=1M[n,i]. Moreover, the algebra

Cn =
{

(f, a) ∈ C([0, 1], En) ⊕ Fn; f(0) = β0(a), f(1) = β1(a)
}

can be written

as
⊕p0n

i=1M[n,i] ⊕ C ′n, where

C ′n =
{

(f, a) ∈ C([0, 1], En)⊕ F ′n; f(0) = β0(a), f(1) = β1(a)
}

= C([0, 1], En)⊕β0|F ′n ,β1|F ′n
F ′n

as in 13.12. It should be remembered that 13.12 is a special case of 13.13.
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13.14. Let us emphasize that once

(Hn, (Hn)+, un) =
(
Zpn , (Z+)pn , ([n, 1], [n, 2], ..., [n, pn])

)
, and b0, b1 : Zpn → Zln ,

are fixed, then the algebras Fn =
⊕pn

i=1M[n,i], En =
⊕ln

i=1M{n,i} are fixed,
where {n, i}:=

∑pn
j=1 b1,ij [n, j] =

∑pn
j=1 b0,ij [n, j]; and, by Proposition 3.6, the

algebras Cn = A(Fn, En, β0, β1), with (βi)∗0 = bi (i = 0, 1), are determined up
to isomorphism.

To construct the inductive limit, we not only need to construct Cn’s (later
on An’s for the general case) but also need to construct ϕn,n+1 which realizes
the corresponding K-theory map—i.e., (ϕn,n+1)∗0 = γn,n+1 |Gn . In addition, we
need to make the limit algebras have the desired tracial state space. In order
to do all these things, we need some extra conditions on the maps b0, b1 for
Cn+1 (or for An+1) depending on Cn (or An). We will divide the construction
into several steps with gradually stronger conditions on b0, b1 (for Cn+1)—of
course depending on Cn and the map γn,n+1 : Hn → Hn+1, to guarantee the
construction can go through.

Let Gn ⊂ Hn = Zpn , Gn+1 ⊂ Hn+1 = Zpn+1 , and γ
n,n+1

: Hn → Hn+1,
with γ

n,n+1
(Gn) ⊂ Gn+1, be as in 13.11 and 13.12 (also see 13.13). Then

γ
n,n+1

induces a map γ̃
n,n+1

: Hn/Gn (= Zln) → Hn+1/Gn+1 = (Zln+1). Let
γn,n+1 : Hn (= Zpn) → Hn+1 (= Zpn+1) be given by the matrix c = (cij) ∈
Mpn+1×pn

(Z+ \ {0}) and γ̃n,n+1 : Zln → Zln+1 (as a map from Hn/Gn →
Hn+1/Gn+1) be given by the matrix d = (dij). Let πn+1 : Hn+1(= Zpn+1) →
Hn+1/Gn+1(= Zln+1) be the quotient map.

Let us use b′0, b
′
1 : Zpn+1 → Zln+1 to denote the maps required for the con-

struction of Cn+1, and reserve b0, b1 for Cn. Of course, πn+1 = b′1 − b′0.
We will prove that if b′0, b

′
1 satisfy:

b̃0,ji, b̃1,ji >

ln∑
k=1

(
|djk|+ 2

)
max(b0,ki, b1,ki) (♦)(e 13.6)

for all i ∈ {1, 2, ..., pn} and for all j ∈ {1, 2, ..., ln+1}, where b̃0,ji and b̃1,ji are

the entries of b̃0:=b′0 · c and b̃1:=b′1 · c, respectively, then one can construct the
homomorphism ϕn,n+1 : Cn → Cn+1 to realize the desired K-theory map (see
13.15 below). If b′0, b

′
1 satisfy the stronger condition

b̃0,ji, b̃1,ji > 22n

(
ln∑
k=1

(|djk|+ 2){n, k}

)
(♦♦)(e 13.7)

for all i ∈ {1, 2, ..., pn} and for all j ∈ {1, 2, ..., ln+1}, then we can prove the limit
algebra constructed has the desired tracial state space (see the corresponding
calculation in 13.17–13.19, which will be used in the proof of Theorem 13.42).
(It follows from the fact that {n, k}:=

∑pn
i=1 b1,ki[n, i] =

∑pn
i=1 b0,ki[n, i] that the

inequality (♦♦) is stronger than (♦).)
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From the definition of b̃0 and b̃1, we have

b̃0,ji =

pn+1∑
k=0

b′0,jkcki and b̃1,ji =

pn+1∑
k=0

b′1,jkcki,(e 13.8)

where b′0,jk and b′1,jk are the entries of b′0 b′1, respectively.
Let us also emphasize that when we modify inductive limit system to make it

simple, we never change the algebras Cn (or An in the general case), what will
be changed are the connecting homomorphisms.

Let A and B be C∗-algebras, ϕ : A→ B be a homomorphism, and π ∈ RF (B).
For the rest of this section, we will use ϕ|π for the composition π◦ϕ, in particular,
in the following statement and its proof. This notation is consistent with 13.2.

In the following lemma we will give the construction of ϕn,n+1 in the case that
b′0 and b′1 satisfy Condition (♦) of 13.14—of course, the condition depends on
the previous step. So this lemma provides the (n+ 1)st step of the construction.
Again, we first have G, and then obtain H, Hn, and Gn as constructed in 13.9
and 13.11.

Lemma 13.15. Let

(Hn, (Hn)+, un) =
(
Zpn , (Z+)pn , ([n, 1], [n, 2], ..., [n, pn])

)
,

Fn =

pn⊕
i=1

M[n,i], b0, b1 : Zpn → Zln , En =

ln⊕
i=1

M{n,i}, β0, β1 : Fn → En

with (β0)∗0 = b0 = (b0,ij)ln×pn , (β1)∗0 = b1 = (b1,ij)ln×pn , and
Cn = A(Fn, En, β0, β1) with K0(Cn) = Gn be as in 13.13, which includes the
case of 13.12 as the special case p0

n = 0. Let

(Hn+1, H
+
n+1, un+1) =

(
Zpn+1 , (Z+)pn+1 , ([n+ 1, 1], [n+ 1, 2], ..., [n+ 1, pn+1])

)
,

let γn,n+1 : Hn → Hn+1 be an order homomorphism with γn,n+1(un) = un+1

(as in 13.12 or 13.13 ), and let Gn+1⊂Hn+1 be a subgroup containing un+1

(as in 13.11) and satisfying γn,n+1(Gn)⊂Gn+1. Let πn+1 : Hn+1 (= Zpn+1) →
Hn+1/Gn+1 (= Zln+1) denote the quotient map, and let γn,n+1 be represented by
the pn+1 × pn-matrix (cij).

Suppose that the maps b′0 = (b′0,ij), b′1 = (b′1,ij) : Zpn+1 → Zln+1 satisfy
b′1 − b′0 = πn+1 and satisfy Condition (♦) of 13.14. (As a convention, we
assume that the entries of the first p0

n+1 columns of the matrices b′0 and b′1 are
zeros, and the entries of the last p1

n+1 = pn+1−p0
n+1 columns are strictly positive.

Note that p0
n+1 might be zero as in the special case 13.12.)

Put Fn+1 =
⊕pn+1

i=1 M[n+1,i] and En+1 =
⊕ln+1

i=1 M{n+1,i} with

{n+ 1, i} =

pn+1∑
j=1

b′1,ij [n+ 1, j] =

pn+1∑
j=1

b′0,ij [n+ 1, j],
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and pick unital homomorphisms β′0, β
′
1 : Fn+1 → En+1 with

(β′0)∗0 = b′0 and (β′1)∗0 = b′1.

Set
Cn+1 = A(Fn+1, En+1, β

′
0, β
′
1).

Then there is a homomorphism ϕn,n+1 : Cn → Cn+1 satisfying the following
conditions:

(1) K0(Cn+1) = Gn+1 as scaled ordered groups (as already verified in 13.12).
(2) (ϕn,n+1)∗0 : K0(Cn) = Gn → K0(Cn+1) = Gn+1 satisfies (ϕn,n+1)∗0 =

γn,n+1|Gn .
(3) ϕn,n+1(C0

(
(0, 1), En

)
)⊂C0

(
(0, 1), En+1

)
.

(4) Let ϕ̃n,n+1 : Fn → Fn+1 be the quotient map induced by ϕn,n+1 (note from
(3), we know that this quotient map exists); then (ϕ̃n,n+1)∗0 = γn,n+1 :
K0(Fn) = Hn → K0(Fn+1) = Hn+1.

(5) For each y ∈ Sp(Cn+1), Sp(Fn) ⊂ Sp(ϕn,n+1|y).
(6) For each pair j0 ∈ {1, 2, ..., ln+1}, i0 ∈ {1, 2, ..., ln}, one of the following

properties holds:

(i) for each t ∈ (0, 1)j0⊂Sp(In+1) =
⋃ln+1

j=1 (0, 1)j⊂Sp(Cn+1), Sp(ϕn,n+1|t)∩
(0, 1)i0 contains t ∈ (0, 1)i0⊂Sp(Cn); or

(ii) for each t ∈ (0, 1)j0⊂Sp(In+1) =
⋃ln+1

j=1 (0, 1)j⊂Sp(Cn+1), Sp(ϕn,n+1|t)∩
(0, 1)i0 contains 1− t ∈ (0, 1)i0⊂Sp(Cn).

(7) The map ϕn,n+1 is injective.
(8) If X⊂Sp(Cn+1) is δ-dense, then

⋃
x∈X Sp(ϕn,n+1|x) is δ-dense in Sp(Cn)

(see 13.3).

Remark 13.16. Let In = C0

(
(0, 1), En

)
and In+1 = C0

(
(0, 1), En+1

)
. If

ϕn,n+1 : Cn → Cn+1 is as described in 13.15, then we have the following map
between exact sequences:

0 // K0(Cn) //

γ
n,n+1

|
Gn

��

K0(Cn/In)

γ
n,n+1

��

// K1(In)

γ̃
n,n+1

��

// 0

0 // K0(Cn+1) // K0(Cn+1/In+1) // K1(In+1) // 0,

where K0(Cn) and K0(Cn+1) are identified with Gn and Gn+1, K0(Cn/In) (=
K0(Fn)) and K0(Cn+1/In+1) (= K0(Fn+1)) are identified with Hn and Hn+1,
K1(In) is identified with Hn/Gn, and K1(In+1) is identified with Hn+1/Gn+1.
Moreover, γ̃n,n+1 is induced by γn,n+1 : Hn → Hn+1.

Consider the matrix c = (cij)pn+1×pn with cij ∈ Z \ {0} which is induced
by the map γ

n,n+1
: Hn (= Zpn) → Hn+1 (= Zpn+1) and consider the matrix
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d = (dij) which is induced by the map γ̃
n,n+1

: Zln → Zln+1 (as a map Hn/Gn →
Hn+1/Gn+1). Note that πn : Hn (= Zpn)→ Hn/Gn (= Zln) is given by b1−b0,
a ln×pn-matrix with entries in Z. Here, in the situation of 13.13, we assume the
first p0

n columns of both b0 and b1 are zero and the last p1
n columns are strictly

positive. Let πn+1 : Hn+1 (= Zpn+1) → Hn+1/Gn+1 (= Zln+1) be the quotient

map. Write Gn+1 = Zp
0
n+1 ⊕G′n+1, Hn+1 = Zp

0
n+1 ⊕H ′n+1. Then we can choose

both b′0 and b′1, with the first p0
n+1 columns zero and the last p1

n+1 = pn+1−p0
n+1

columns strictly positive, so that πn+1 = b′1 − b′0 and Condition (♦) is satisfied,
i.e.,

b̃0,ji, b̃1,ji >

ln∑
k=1

(
|djk|+ 2

)
max(b0,ki, b1,ki)

for all i ∈ {1, 2, ..., pn} and for all j ∈ {1, 2, ..., ln+1}, where b̃0 = b′0 · c = (b̃0,ji)

and b̃1 = b′1 · c = (b̃1,ji).
Indeed, note that ln+1 > 0 and p1

n+1 > 0. So we can make (♦) hold by only
increasing the last p1

n+1 columns of the the matrices b′0 and b′1—that is, the first
p0
n+1 columns of the matrices are still kept to be zero, since all the entries in c

are strictly positive. Note that, even though the first p0
n+1 columns of b′0 and b′1

(as ln+1×pn+1 matrices) are zero, all entries of b̃0 and b̃1 (as ln+1×pn matrices)
have been made strictly positive. Again note that the case of 13.12 is the special
case of 13.13 for p0

n+1 = 0, so one does not need to deal with this case separately.

Proof of 13.15. Suppose that b′0 and b′1 satisfy b′1 − b′0 = πn+1 and (e 13.6)
(and the first p0

n+1 columns are zero). Now let En+1, β
′
0, β
′
1 : Fn+1 → En+1,

and Cn+1 = A(Fn+1, En+1, β
′
0, β
′
1) be as constructed in 13.12. We will define

ϕn,n+1 : Cn → Cn+1 to satisfy the conditions (2)–(8) of 13.15 (the condition
(1) is a property of Cn+1 which is verified in 13.12).

As usual, let us use F in (or Ein) to denote the i-th block of Fn (or En).
There exists a unital homomorphism ϕ̃n,n+1 : Fn → Fn+1 such that

(ϕ̃n,n+1)∗0 = γn,n+1 : K0(Fn) = Hn → K0(Fn+1) = Hn+1,(e 13.9)

where γn,n+1 is as described in the hypotheses of Lemma 13.15 (see also 13.11

and 13.14). Note that Sp(Cn+1) =
⊔ln+1

j=1 (0, 1)j ∪ Sp(Fn+1) (see §3). Write
Sp(Fn+1) = (θ′1, θ

′
2, ..., θ

′
pn+1

) and Sp(Fn) = (θ1, θ2, ..., θpn). To define

ϕn,n+1 : Cn → Cn+1,

we need to specify each map ϕn,n+1|y = ey ◦ϕn,n+1, i.e., for each y ∈ Sp(Cn+1),
the composed map

ϕ
n,n+1

|y : Cn // Cn+1

ey
// Cn+1|y ,
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with ey the point evaluation at y.
To actually construct ϕn,n+1, we first construct a homomorphism

ψ : C([0, 1], En)→ C([0, 1], En+1).

This can be done by defining the map

ψj : C([0, 1], En)→ C([0, 1], Ejn+1),(e 13.10)

for each j = 1, 2, ..., ln+1, as follows. Let (f1, f2, ..., fln) ∈ C([0, 1], En). For any
k ∈ {1, 2, ..., ln}, if djk > 0, then let

Fk(t) = diag
(
fk(t), fk(t), ..., fk(t)︸ ︷︷ ︸

djk

)
∈Mdjk·{n,k}(e 13.11)

(Fk ∈ C
(
[0, 1],Mdjk·{n,k}

)
); if djk < 0, then let

Fk(t) = diag
(
fk(1− t), fk(1− t), ..., fk(1− t)︸ ︷︷ ︸

|djk|

)
∈M|djk|·{n,k}(e 13.12)

(Fk ∈ C
(
[0, 1],M|djk|·{n,k}

)
); and if djk = 0, then let

Fk(t) = diag
(
fk(t), fk(1− t)

)
∈ C

(
[0, 1],M2·{n,k}

)
.(e 13.13)

With the above notation, define

ψj(f1, f2, ..., fln)(t)(e 13.14)

= diag(F1(t), F2(t), ..., Fln(t)) ∈ C
(

[0, 1],M(
∑ln
k=1 d

′
k·{n,k})

)
,

where

d′k =

 |djk| if djk 6= 0,

2 if djk = 0.

Note that

{n+ 1, j} =

pn+1∑
l=1

b′0,jl[n+ 1, l](e 13.15)

=

pn+1∑
l=1

pn∑
i=1

b′0,jlcli[n, i] =

pn∑
i=1

b̃0,ji[n, i].

Recall that b̃0 = b′0 · c =
(
b̃0,ji

)
. From (e 13.6), (e 13.15), d′k ≤ |dkj | + 2, and

{n, k} =
∑
b0,ki[n, i], we deduce

{n+ 1, j} =

pn∑
i=1

b̃0,ji[n, i] >

pn∑
i=1

( ln∑
k=1

(
|djk|+ 2

)
b0,ki

)
[n, i] ≥

ln∑
k=1

d′k{n, k}.



258 Guihua Gong, Huaxin Lin and Zhuang Niu

Hence the C∗-algebra C
(

[0, 1],M(
∑ln
k=1 d

′
k·{n,k})

)
can be regarded as a corner

of the C∗-algebra C([0, 1], Ejn+1) = C
(
[0, 1],M{n+1,j}

)
, and consequently, ψj

can be regarded as a map from C([0, 1], En) into C([0, 1], Ejn+1). Putting all ψj

together we get a map ψ : C([0, 1], En) → C([0, 1], En+1) defined by ψ(f) =
(ψ1(f), ψ2(f), ..., ψln(f)) for all f ∈ C([0, 1], En).

Define ψ0, ψ1 : Cn → En+1 to be

ψ0(f) = ψ(f)(0) and ψ1(f) = ψ(f)(1)

for any f ∈ Cn⊂C([0, 1], En). Since ψ0(C0((0, 1), En)) = 0 and ψ1(C0((0, 1), En)) =
0, this defines maps α0, α1 : Fn → En+1. Note that for each j ∈ {1, 2, ..., ln+1},
the maps αj0, α

j
1 : Fn → En+1 → Ejn+1 have spectra

SP (αj0) =
{
θ∼i11 , θ∼i22 , ..., θ

∼ipn
pn

}
and SP (αj1) =

{
θ
∼i′1
1 , θ

∼i′2
2 , ..., θ

∼i′pn
pn

}
,

respectively (see 13.1 for the notation used here), where

il =
∑

{k:djk<0}

|djk|b1,kl +
∑

{k:djk>0}

|djk|b0,kl +
∑

{k:djk=0}

(b0,kl + b1,kl),

and i′l =
∑

{k:djk>0}

|djk|b1,kl+
∑

{k:djk<0}

|djk|b0,kl+
∑

{k:djk=0}

(b0,kl+b1,kl).

Note that i′l − il =
∑ln
k=1 djk(b1,kl − b0,kl), and note that, if l ≤ p0

n in the case
13.13, then b0,kl = b1,kl = 0, and consequently, il = i′l = 0. Put

α̃0 = β′0 ◦ ϕ̃n,n+1 : Fn

ϕ̃
n,n+1

// Fn+1

β′0
// En+1

and

α̃1 = β′1 ◦ ϕ̃n,n+1 : Fn
ϕ̃n,n+1

// Fn+1

β′1
// En+1 .

Then, for each j ∈ {1, 2, ..., ln+1}, the maps α̃j0, α̃
j
1 : Fn → En+1 → Ejn+1 have

spectra

SP (α̃j0) =
{
θ∼ī11 , θ∼ī22 , ..., θ

∼īpn
pn

}
and SP (α̃j1) =

{
θ
∼ī′1
1 , θ

∼ī′2
2 , ..., θ

∼ī′pn
pn

}
,

where

īl =

pn+1∑
k=1

b′0,jkckl = b̃0,jl and ī′l =

pn+1∑
k=1

b′1,jkckl = b̃1,jl.

From (e 13.6), we have that īl > il and ī′l > i′l. Furthermore, ī′l−īl =
∑pn+1

k=1 (b′1,jk−
b′0,jk)ckl. Since (b′1 − b′0)c = d(b1 − b0), we have that ī′l − īl = i′l − il, and hence
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ī′l − i′l = īl − il:=rl > 0. Note that these numbers are defined for the homo-

morphisms αj0, α
j
1, α̃

j
0, α̃

j
1 : Fn → Ejn+1. So, strictly speaking, rj > 0 means

rjl > 0.

Define a unital homomorphism Φ : Cn → C([0, 1], En+1) =
⊕ln+1

j=1 C([0, 1], Ejn+1)
by

Φj(f, (a1, a2, ..., apn)) = diag
(
ψj(f), a

∼rj1
1 , a

∼rj2
2 , ..., a

∼rjpn
pn

)
(e 13.16)

for all f ∈ C([0, 1], En) and (a1, a2, ..., apn) ∈ Fn. Again, define the maps
Φ0, Φ1 : Cn → En+1 by

Φ0(F ) = Φ(F )(0) and Φ1(F ) = Φ(F )(1),

for F = (f1, f2, ..., fln ; a1, a2, ..., apn) ∈ Cn. These two maps induce two quotient
maps

˜̃α0, ˜̃α1, : Fn → En+1,

as Φ0(In) = 0 and Φ1(In) = 0.
From our calculation, for each j ∈ {1, 2, ..., ln+1}, the map ˜̃αj0 (resp. ˜̃αj1) has

the same spectrum (with multiplicities) as α̃j0 (resp. α̃j1) does. That is, ( ˜̃αj0)∗0 =

(α̃j0)∗0 and (˜̃αj1)∗0 = (α̃j1)∗0. There are unitaries U0, U1 ∈ En+1 such that

AdU0 ◦ ˜̃αj0 = α̃j0 and AdU1 ◦ ˜̃αj1 = α̃j1. Choose a unitary path U ∈ C([0, 1], En+1)
such that U(0) = U0 and U(1) = U1. Finally, set ϕn,n+1 : Cn → C([0, 1], En+1)
to be defined as

ϕn,n+1 = AdU ◦ Φ.(e 13.17)

From the construction, we have that ψ(C0

(
(0, 1), En

)
)⊂C0

(
(0, 1), En+1

)
and

consequently, Φ(C0

(
(0, 1), En

)
)⊂C0

(
(0, 1), En+1

)
, i.e., ϕn,n+1(In) ⊂ In+1. So

(3) follows.
Since AdU(0)◦ ˜̃αj0 = α̃j0 = β′0◦ ϕ̃n,n+1 and AdU(1)◦ ˜̃αj1 = α̃j1 = β′1◦ ϕ̃n,n+1 we

have that ϕn,n+1(Cn) ⊂ Cn+1 and furthermore, the quotient map from Cn/In →
Cn+1/In+1 induced by ϕn,n+1 is the same as ϕ̃n,n+1 (see definition of α̃j0 and

α̃j1). Condition (4) follows from (e 13.9), and condition (2) follows from condition
(4) and the following commutative diagram

K0(Cn) = Gn //

(ϕn,n+1)∗0

��

K0(Cn/In) = Hn

(ϕ̃n,n+1)∗0

��

K0(Cn+1) = Gn+1
// K0(Cn+1/In+1) = Hn+1.
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If x ∈ Sp(Fn+1) ⊂ Sp(Cn+1), then Sp(Fn) ⊂ Sp(ϕn,n+1|x) (= Sp(ϕ̃n,n+1|x)),
by the fact that all entries of c are strictly positive. If

x ∈ (0, 1)j = Sp(C0((0, 1), Ejn+1),

then each θi, as the only element in Sp(F in) (⊂ Sp(Fn)), appears rji > 0 times in
Sp(ϕn,n+1|x) (see (e 13.16). Consequently, we also have Sp(Fn) ⊂ Sp(ϕn,n+1|x).
Hence condition (5) holds.

To see (6), we will use (e 13.16) and (e 13.14). Note each Fk(t) appears in
(e 13.14). Therefore if djk > 0, then, by (e 13.11), the point

t ∈ (0, 1)n,k⊂Sp(C([0, 1], Ekn))

is in Sp(ϕn,n+1|t) for t ∈ (0, 1)n+1,j⊂Sp(C([0, 1], Ejn+1)); if djk < 0, then, by
(e 13.12), the point 1− t ∈ (0, 1)n,k⊂Sp(C([0, 1], Ekn)) is in the Sp(ϕn,n+1|t) for

t ∈ (0, 1)n+1,j ⊂ Sp(C([0, 1], Ejn+1)); and if djk = 0, then, by (e 13.13), both
points t and 1 − t from (0, 1)n,k ⊂ Sp(C([0, 1], Ekn)) are in the Sp(ϕn,n+1|t) for

t ∈ (0, 1)n+1,j ⊂ Sp(C([0, 1], Ejn+1)). Hence (6) follows.
From (5), we know Sp(Fn) ⊂ Sp(ϕn,n+1|y) for any y ∈ Sp(Cn+1). From (6)

and ln+1 > 0, we know that
⋃ln
i=1(0, 1)n,i ⊂

⋃
t∈(0,1)n+1,1

Sp(ϕn,n+1|t). Thus

Sp(Cn) ⊂ Sp(ϕn,n+1). By the definition of Sp(ϕn,n+1), this implies kerϕn,n+1 ⊂⋂
x∈Sp(Cn){kerx} = {0}. It follows that ϕ is injective. Hence (7) holds. Note that

if X ⊂ (0, 1)n+1,1 is δ-dense, then the sets {x : x ∈ X} = X and {1− x, x ∈ X}
are δ-dense in (0, 1). Hence

⋃
t∈X Sp(ϕn,n+1|t) is δ-dense in

⋃
i=1(0, 1)n,i. Since

Sp(Cn) = Sp(Fn) ∪
⋃
i=1(0, 1)n,i, combining with (5), we get (8). This finishes

the proof. �

13.17. Let ϕ : Cn → Cn+1 be as in the proof above. We will calculate the
contractive linear map

ϕ]n,n+1 : Aff(T (Cn))→ Aff(T (Cn+1))

which also preserves the order (i.e., maps Aff(T (Cn))+ to Aff(T (Cn+1))+). Re-

call from 3.8 (see 3.17 also) that Aff(T (Cn)) is the subset of
⊕ln

i=1 C([0, 1]i,R)⊕
Rpn consisting of the elements (f1, f2, ..., fln ; h1, h2, ..., hpn) which satisfy the
conditions

fi(0) =
1

{n, i}
∑

b0,ijhj · [n, j] and(e 13.18)

fi(1) =
1

{n, i}
∑

b1,ijhj · [n, j],

and Aff(T (Cn+1)) is the subset of
⊕ln+1

i=1 C([0, 1]i,R) ⊕ Rpn+1 consisting of the
elements



A classification of finite simple amenable Z-stable C∗-algebras, I 261

(f ′1, f
′
2, ..., f

′
ln+1

; h′1, h
′
2, ..., h

′
pn+1

) which satisfy

f ′i(0) =
1

{n+ 1, i}
∑

b′0,ijh
′
j · [n+ 1, j] and(e 13.19)

f ′i(1) =
1

{n+ 1, i}
∑

b′1,ijh
′
j · [n+ 1, j].

Recalling that (cij)pn+1×pn is the matrix corresponding to (ϕ̃n,n+1)∗0 = γn,n+1

for ϕ̃n,n+1 : Fn → Fn+1, and noting that since ϕ̃n,n+1 is unital, one has

pn∑
j=1

cij [n, j] = [n+ 1, j].

Let

ϕ]n,n+1(f1, f2, ..., fln ; h1, h2, ..., hpn) = (f ′1, f
′
2, ..., f

′
ln+1

; h′1, h
′
2, ..., h

′
pn+1

).

Then

h′i =
1

[n+ 1, i]

pn∑
j=1

cijhj [n, j].

Combining this with (e 13.8), we have

f ′i(0) =
1

{n+ 1, i}
∑

b̃0,ilhl[n, l] and(e 13.20)

f ′i(1) =
1

{n+ 1, i}
∑

b̃1,ilhl[n, l]

Also note that

f ′i(t) =
1

{n+ 1, i}

{ ∑
dik>0

dikfk(t){n, k}(e 13.21)

+
∑
dik<0

|dik|fk(1− t){n, k}+
∑
dik=0

(fk(t) + fk(1− t)){n, k}

+

pn∑
l=1

rilhl[n, l]

}
,

where

ril =

pn+1∑
k=1

b′0,ikckl −

( ∑
dik<0

|dik|b1,kl +
∑
dik>0

|dik|b0,kl +
∑
dik=0

(b0,kl + b1,kl)

)

=

pn+1∑
k=1

b′1,ikckl −

( ∑
dik>0

|dik|b1,kl +
∑
dik<0

|dik|b0,kl +
∑
dik=0

(b0,kl + b1,kl)

)
.
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It follows from the last paragraph of 13.12 and from 13.13 that, when we define
Cn+1, we can always increase the entries of the last p1

n+1 = pn+1−p0
n+1 columns

of the matrices b′0 = (b′0,ik) and b′1 = (b′1,ik) by adding an arbitrary (but the
same for b′0 and b′1) matrix (mik)ln+1×p1n+1

, with each mik > 0 sufficiently large,

to the last p1
n+1 columns of the matrices. In particular we can strengthen the

requirement (♦) (see (e 13.6)) to condition (♦♦), i.e.,

b̃0,il

(
=

pn+1∑
k=1

b′0,ikckl

)
, b̃1,il

(
=

pn+1∑
k=1

b′1,ikckl

)
(e 13.22)

> 22n

(
ln∑
k=1

(|dik|+ 2){n, k}

)

for all i∈{1, ..., ln+1}. This condition and (e 13.22) (and note that b0,kl ≤ {n, k},
b1,kl ≤ {n, k} for any k ≤ ln) imply

ril ≥
22n − 1

22n
b̃0,il, or equivalently

0 ≤ b̃0,il − ril <
1

22n
b̃0,il.(e 13.23)

Recall that ϕ]n,n+1 : Aff(T (Cn)) → Aff(T (Cn+1)) and ϕ̃]n,n+1 : Aff(T (Fn)) →
Aff(T (Fn+1)) are the maps induced by the homomorphisms ϕn,n+1 and ϕ̃n,n+1;

and the same for π]n : Aff(T (Cn)) → Aff(T (Fn)) and π]n+1 : Aff(T (Cn+1)) →
Aff(T (Fn+1)), which are the maps induced by the quotient maps πn : Cn → Fn
and πn+1 : Cn+1 → Fn+1, respectively. Since ϕ̃n,n+1 ◦ πn = πn+1 ◦ ϕn,n+1, we
have

π]n+1 ◦ ϕ
]
n,n+1 = ϕ̃]n,n+1 ◦ π]n : Aff(T (Cn+1))→ Aff(T (Fn+1)).

13.18. For each n, we will now define a map Γn : Aff(T (Fn))→ Aff(T (Cn))
which is a right inverse of π]n : Aff(T (Cn)) → Aff(T (Fn))—that is, π]n ◦ Γn =
id |

Aff(T (Fn))
.

Recall that Cn = A(Fn, En, β0, β1) with unital homomorphisms β0, β1 : Fn →
En whose K-theory maps satisfy (β0)∗0 = b0 = (b0,ij) and (β1)∗0 = b1 = (b1,ij).

Let β]i : Aff(T (Fn)) → Aff(T (En)) be the contractive linear order preserving
map induced by the homomorphism βi, i = 0, 1. For each h ∈ Aff(T (Fn)),
consider the function

Γ′n(h)(t) = t · β]1(h) + (1− t) · β]0(h),(e 13.24)



A classification of finite simple amenable Z-stable C∗-algebras, I 263

an element of C([0, 1],Rln) =
⊕ln

i=1 C([0, 1]i,R). Finally, define the map

Γn : Aff(T (Fn)) = Rpn → Aff(T (Cn))⊂
ln⊕
j=1

C([0, 1]j ,R)⊕ Rpn by

Γn(h) = (Γ′n(h), h) ∈
ln⊕
j=1

C([0, 1]j ,R)⊕ Rpn .(e 13.25)

Note that Γn(h) ∈ Aff(T (Cn)) (see (e 13.18) in 13.17). One verifies that the
map Γn is a contractive linear and order preserving map from Aff(T (Fn)) to
Aff(T (Cn)). Evidently, π]n ◦ Γn = id |

Aff(T (Fn))
.

Lemma 13.19. If Condition (♦♦) (see (e 13.22)) holds, then for any

f ∈ Aff(T (Cn)) with ‖f‖ ≤ 1, and f ′:=ϕ]n,n+1(f) ∈ Aff(T (Cn+1)), we have

‖Γn+1 ◦ π]n+1(f ′)− f ′‖ < 2

22n
.

Proof. As in 13.17 (see 3.8 also), one can write

f = (f1, f2, ..., fln ; h1, h2, ..., hpn) ∈ Aff(T (Cn)) and(e 13.26)

f ′ = (f ′1, f
′
2, ..., f

′
ln+1

; h′1, h
′
2, ..., h

′
pn+1

) ∈ Aff(T (Cn+1)).

(Note that the element f satisfies (e 13.18) and (e 13.18); and the element f ′

satisfies (e 13.19) and (e 13.20).) Also, we have

‖fi‖, ‖hj‖ ≤ ‖f‖ ≤ 1 for 1 ≤ i ≤ ln, 1 ≤ j ≤ pn, and

‖f ′i‖, ‖h′j‖ ≤ ‖f ′‖ ≤ 1 for 1 ≤ i ≤ ln+1, 1 ≤ j ≤ pn+1.

Since π]n+1 ◦ Γn+1 = id |
Aff(T (Fn+1))

, one has

Γn+1 ◦ π]n+1(f ′) := g′ := (g′1, g
′
2, ..., g

′
ln+1

; h′1, h
′
2, ..., h

′
pn+1

);

that is, f ′ and g′ have the same boundary value (h′1, h
′
2, ..., h

′
pn+1

).

Note that, from (e 13.19), the evaluation of f ′ at zero, (f ′1(0), f ′2(0), ..., f ′ln+1
(0)),

and the evaluation at one, (f ′1(1), f ′2(1), ..., f ′ln+1
(1)), are completely determined
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by h′1, h
′
2, ..., h

′
pn+1

. By (e 13.20) and (e 13.22), we also have

f ′i(t)− f ′i(0) =
1

{n+ 1, i}

( ∑
dik>0

dikfk(t){n, k}(e 13.27)

+
∑
dik<0

|dik|fk(1− t){n, k}

+
∑
dik=0

(fk(t) + fk(1− t)){n, k}

−
pn∑
l=1

(b̃0,il − ril)hl[n, l]

)
.

From Condition (♦♦) (see (e 13.22)) and ‖f‖ ≤ 1, one has∣∣∣∣∣∣
∑

{k:dik>0}

dikfk(t){n, k}+
∑

{k:dik<0}

|dik|fk(1− t){n, k}(e 13.28)

+
∑

{k:dik=0}

(fk(t) + fk(1− t)){n, k}

∣∣∣∣∣∣
≤

ln∑
k=1

(|dik|+ 2){n, k}‖fk‖ (since |dik| ≤ |dik|+ 2, 2 ≤ |dik|+ 2)

≤ 1

22n
b̃0,il (by (e 13.22) and ‖fk‖ ≤ ‖f‖ ≤ 1)

<
1

22n
· {n+ 1, i} (by (e 13.15) and [n, j] ≥ 1).

By (e 13.23), (e 13.15), and ‖hl‖ ≤ ‖f‖ ≤ 1, one obtains∣∣∣∣∣
pn∑
l=1

(b̃0,il − ril)hl[n, l]

∣∣∣∣∣ ≤ 1

22n
b̃0,il‖hl‖[n, l] ≤

1

22n
{n+ 1, i}.(e 13.29)

Combining (e 13.27), (e 13.28), and (e 13.29), one has

|f ′i(t)− f ′i(0)| < 2

22n
.

Similarly, one has

|f ′i(t)− f ′i(1)| < 2

22n
.
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But, by the definition of Γn+1 (with n+1 in place of n) in (e 13.24) and (e 13.25),
we have

g′i(t) = tg′i(1) + (1− t)g′i(0).

Combining this with g′i(0) = f ′i(0) and g′i(1) = f ′i(1), we have

|g′i(t)− f ′i(t)| <
2

22n
for all i,

as desired. �

Theorem 13.20. Let ((G,G+, u),K,∆, r) be a weakly unperforated Elliott in-
variant as defined in 13.7 with G torsion free and K = 0. Let (H,H+, u) be the
simple ordered group with H ⊃ G defined in 13.9 Let Cn, ϕn,n+1 : Cn → Cn+1,
Fn, and ϕ̄n,n+1 : Fn → Fn+1 be as in Lemma 13.15, and let In be as in
Remark 13.16. Then the inductive limit C = lim(Cn, ϕn) has the property
((K0(C),K0(C)+,1C),K1(C)) = ((G,G+, u),K,). In particular, K1(C) = {0}.
Moreover, I = limn→∞(In, ϕn,n+1|I) is an ideal of C such that C/I = F =
limn→∞(Fn, ϕ̄n,n+1) with K0(F ) = H and T (C/I) = ∆. (If we further assume
that Condition (♦) in (e 13.6) is replaced by the stronger Condition (♦♦) in
(e 13.22), then we have T (C) = T (C/I) = ∆. We will not use this. However, it
follows from the proof of Theorem 13.42.)

Proof. Recall, from 13.12, that Cn = C([0, 1], En)⊕β0,β1 Fn with ideal In =
C0((0, 1), En) and quotient Cn/In = Fn. Hence, we have the following infinite
commutative diagram:

I1 //

��

I2 //

��

I3

��

// · · · I

C1

��

// C2
//

��

C3

��

// · · ·C

F1
// F2

// F3
// · · ·C/I .
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Also from the construction, we have the following diagram:

0 //

��

0 //

��

0

��

// · · ·

K0(C1) = G1
//

ι1

��

K0(C2) = G2
//

ι2

��

K0(C3) = G3

ι3

��

// · · ·

K0(F1) = H1

��

// K0(F2) = H2
//

��

K0(F3) = H3

��

// · · ·

K1(I1)

��

// K1(I2)

��

// K1(I3)

��

// · · ·

0 // 0 // 0 // · · · ,

where the inclusion maps ιn : K0(Cn) = Gn → K0(Fn) = Hn are induced by
the homomorphisms πi : Cn → Fn. So K0(C) = lim(Gn, γn,n+1|Gn ) = G. Let
ι : K0(C)→ K0(C/I) be the homomorphism given by the above diagram. Note
that the AF algebra C/I has K0(C/I) = lim(Hn, γn,n+1) = H as scaled ordered
group. Hence by the part (1) of Remark 13.10, we have T (C/I) = ∆. �

13.21. Let us fix some notation. Recall that Cn = C([0, 1], En)
⊕

(βn,0,βn,1) Fn,

where En =
⊕ln

i=1E
i
n =

⊕ln
i=1M{n,i}, Fn =

⊕pn
i=1 F

i
n =

⊕pn
i=1M[n,i], and

βn,0, βn,1 : Fn → En are unital homomorphisms. (Here we use βn,0, βn,1 in-
stead of β0, β1 to distinguish the maps for different n.)

In the rest of this section, we will use tn,j to denote the representation

C 3 (f1, f2, · · · , fln ; a1, a2, · · · , apn) 7→ fj(t) ∈ Ejn = M{n,j},

and θn,i to denote the representation

C 3 (f1, f2, · · · , fln ; a1, a2, · · · , apn) 7→ ai ∈ F in = M[n,j],

for t ∈ [0, 1], j = 1, 2, · · · ln, and i = 1, 2, · · · , pn.
Note that θn,i ∈ Sp(Cn) and tn,j ∈ Sp(Cn) for t ∈ (0, 1), but in general,

0n,j , 1n,j /∈ Sp(Cn); they may not be irreducible. In RF (Cn), in the notation of
13.2, we have

0n,j = {θ∼b0,j1n,1 , θ
∼b0,j2
n,2 , · · · , θ∼b0,jpnn,pn } and 1n,j = {θ∼b1,j1n,1 , θ

∼b1,j2
n,2 , · · · , θ∼b1,jpnn,pn },

where (b0,ji)ln×pn and (b1,ji)ln×pn are the matrices corresponding to (βn,0)∗, (βn,1)∗ :
Zpn → Zln . Let us denote the set of all points tn,j for t ∈ [0, 1] by [0, 1]n,j . Hence

Sp(An) = {θn,1, θn,2, · · · , θpn} ∪
⋃ln
j=1(0, 1)n,j .
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In the previous construction, we only describe how to construct Cn+1 from Cn
for a fixed n. Now we need to let n move. Accordingly, we need to change some
notation. For example, c = (cij) of 13.11 will be denoted by cn,n+1 = (cn,n+1

ij )
as it is the matrix of γn,n+1 : Hn = Zpn −→ Hn+1 = Zpn+1 ; b0 = (b0,ji) and
b1 = (b1,ji) of 13.12 (and b′0 = (b′0,ji) and b′1 = (b′1,ji) of 13.14) will be denoted

by bn,0 = (bn0,ji) and bn,1 = (bn1,ji) (and bn+1,0 = (bn+1
0,ji ) and bn+1,1 = (bn+1

1,ji ),

respectively); d = (dij) of 13.14 will be denoted by dn,n+1 = (dn,n+1
ij ) as it is the

matrix of γ̃n,n+1 : Hn/Gn = Zln → Hn+1/Gn+1 = Zln+1 ; b̃0 = (b̃0,ji) and b̃1 =

(b̃1,ji) will be denoted by b̃(n,n+1),0 = (b̃n,n+1
0,ji ) and b̃(n,n+1),1 = (b̃n,n+1

1,ji ) (hence,

the relations b̃0 = b′0 · c and b1 = b′1 · c there will be b̃(n,n+1),0 = bn+1,0 · cn,n+1

and b̃(n,n+1),1 = bn+1,1 · cn,n+1).

13.22. In this paper, a projection p ∈ Ml(C(X)) is called trivial if there is
a unitary u ∈ Ml(C(X)) such that u∗(x)p(x)u(x) = diag(1, 1, · · · , 1, 0, . . . , 0).
By part 2 of Remark 3.26 of [32], if X is a finite CW complex with dimension
at most three, then the above statement is equivalent to the statement that p
is Murray-von Neumann equivalent to diag(1, 1, · · · , 1, 0, · · · , 0). A projection
p ∈ QMl(C(X))Q is trivial if it is trivial when regarded as a projection in
Ml(C(X)).

Let X be a connected finite CW complex with dimension at most three with
the base point x0. Then K0(C(X)) = K0(C0(X \ {x0}))⊕K0(C) = K0(C0(X \
{x0}))⊕ Z.

We will use the fact K0(C(X))+ \ {0} = {(x, n) ∈ K0(C0(X \ {x0}))⊕Z, n >
0}. It is clear that K0(C(X))+ \ {0} ⊂ {(x, n) ∈ K0(C0(X \ {x0}))⊕ Z, n > 0}.
Let (x, n) ∈ {(x, n) ∈ K0(C0(X \ {x0})) ⊕ Z, n > 0}. Choose p ∈ Mm(C(X))
such that [p] − [1k] = (x, n) for some integers 0 ≤ k ≤ m. Then p has rank
n + k. Since n ≥ 1 ≥ (3 + 1)/2− 1, it follows from Theorem 9.12 of [50] that
1k is unitarily equivalent to a subprojection of p. Therefore there is a projection
q ≤ p such that [q] = [1k]. Then (x, n) = [p− q] = [p]− [q] ∈ K0(A)+ \ {0}. But
[p]− [q] = (x, n).

The following theorem is in Section 3 of [32] (see Proposition 3.16 and Theorem
3.10 there).

Proposition 13.23. Let X and Y be path-connected finite CW complexes of
dimension at most three, with base points x0 ∈ X and y0 ∈ Y , such that the co-
homology groups H3(X) and H3(Y ) are finite. Let α0 : K0(C(X))→ K0(C(Y ))
be a homomorphism such that α0 is at least 12-large (see the definition in Section
3 of [32]) and

α0(K0(C(X))+ \ {0})⊂K0(C(Y ))+ \ {0},(e 13.30)

and let α1 : K1(C(X))→ K1(C(Y )) be any homomorphism. Let P ∈M∞(C(X))
be any non-zero projection and Q ∈ M∞(C(Y )) be a projection with α0([P ]) =
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[Q] (such projections always exist; see the proof below). Then there exists a uni-
tal homomorphism ϕ : PM∞(C(X))P → QM∞(C(Y ))Q such that ϕ∗0 = α0

and ϕ∗1 = α1, and such that

ϕ(PM∞(C0(X \ {x0}))P )⊂QM∞(C0(Y \ {y0}))Q.

That is, if f ∈ PM∞(C(X))P satisfies f(x0) = 0, then ϕ(f)(y0) = 0. Moreover,
if α0 is at least 13-large and Y is not a single point, then one may further require
that ϕ is injective.

Suppose that B =
⊕m

i=1Bi and D =
⊕n

j=1Dj , where each Bi has the form
PiM∞(C(Xi))Pi and each Dj has the form QjM∞(C(Yj))Qj , where Xi, Yj are
connected finite CW complexes with at least one Yi not a single point, and Pi
and Qj are as in the first part of the statement. Fix the base points xi ∈ Xi and
yj ∈ Yj . Let Ii = {f ∈ Bi : f(xi) = 0} and Jj = {g ∈ Dj : g(xj) = 0}. Let
α0 : K0(B) → K0(D) be an order preserving homomorphism with α0([1B ]) =
[1D] such that α0|K0(Bi) is at least 13-large in each component of K0(Dj), and
let α1 : K1(B)→ K1(D) be any homomorphism. Then there is a unital injective
homomorphism ϕ : B → D such that (ϕ)∗i = αi, i = 0, 1, and ϕ(I) ⊂ J, where
I =

⊕m
i=1 Ii and J =

⊕n
j=1 Jj .

Proof. Let us first prove the first part of the lemma. Since [P ] ∈ K0(C(X))+\
{0}, by the condition (e 13.30), we have α0([P ]) ∈ K0(C(Y ))+\{0}. Hence there
is a projection Q ∈ M∞(C(Y )) such that α0([P ]) = [Q]. Similarly, there is a
projection q ∈Mk(C(Y )) (for some integer k ≥ 1) such that α0([1C(X)]) = [q].

This proposition is a special case of Theorem 9.1 of [81]. To see this, first re-
call K0(C(X)) = K0(C0(X \ {x0}))⊕Z and K0(C(Y )) = K0(C0(Y \ {y0})⊕Z.
By hypothesis, rank q ≥ 12. Note also K1(C(X)) = K1(C0(X \ {x0})) and
K1(C(Y )) = K1(C0(Y \ {x0})). By 13.22, K0(C(X))+ \ {0} = {(z1, z2) ∈
K0(C0(X \ {x0}))⊕Z : z2 > 0}. One then computes that the condition (e 13.30)
implies α0(K0(C0(X \ {x0}))) ⊂ K0(C0(Y \ {y0})). Let κ ∈ KK(C0(X \
{x0}), C0(Y \ {y0})) be such that κ|K0(C0(X\{x0}) = (α0)|K0(C0(X\{x0})) and
κ|K1(C0(X\{x0})) = α1. By the definition of F3K∗(C(X)) in 3.7 of [32] and by 3.4.4
of [23], we know F3K∗(C(X)) = H3(X), for a finite CW complex X of dimension
at most three. Note that by our assumption on X and Y , we have H3(X) =
Tor(K1(C(X))), and H3(Y ) = Tor(K1(C(Y ))), and so κ∗(F3K∗(C(X))) ⊂
F3K∗(C(Y )), since κ∗ maps torsion elements to torsion elements.

Since rank q ≥ 12 ≥ 3(dimY + 1), we may write q = q0 ⊕ e, where e is zero,
or e is a rank one trivial projection when rank q ≥ 13 (in the case α0 is at least
13-large), by Theorem 9.1.2 of [50]. If e 6= 0, choose a surjective homotopy-
trivial continuous map s : Y → X, which induces an injective homomorphism
s∗ : C(X)→ C(Y ). Let α′0(g, z) = α0(g)+z([q]− [e]) (note that α0(0, 1) = [q] as
(0, 1) = [1C(X)] ∈ K0(C(X))) for all (g, z) ∈ K0(C0(X \ {x0})⊕Z = K0(C(X))
as in 13.22. For α′0 and α1, since α′0 is at least 12-large, there is a unital
homomorphism ψ0 : C(X) → q0M∞(C(Y ))q0 such that (ψ0)∗0 = α′0 and
(ψ0)∗1 = α1. In both cases, by Theorem 9.1 of [81], we obtain a unital homomor-
phism ψ0 : C(X)→ q0M∞(C(Y ))q0 ⊂ C(Y )⊗K such that [ψ0|C0(X\{x0})] = κ.
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In the case e = 0, q = q0. Let ψ = ψ0. If e 6= 0, define ψ : C(X)→ qMk(C(Y ))q
by ψ(f) = ψ0(f) ⊕ s∗(f) for all f ∈ C(X). Then, in this case, ψ is a unital
injective homomorphism and we still have [ψ|C0(X\{x0})] = κ.

We still need to define ϕ : PM∞(C(X))P → QM∞(C(X))Q. Without loss of
generality, we may assume that P ∈Mm(C(X)) for some integer m ≥ 1. Then Q
(with [Q] = α0([P ]) and rank(Q) ≥ 12) can be regarded as a subprojection of q⊗
1m, since [q⊗1m] = α0([1Mm(C(X))]) ≥ α0([P ]). Hence we may assume that Q ∈
Mm(q(M∞(C(Y )))q). Furthermore, the homomorphism ψ⊗idm : Mm(C(X))→
Mm(q(M∞(C(Y )))q) satisfies [ψ⊗idm(P )] = α0([P ]) = [Q]. By 9.15 of [50], there
is a unitary u ∈ Mm(q(M∞(C(Y )))q) such that u∗(ψ ⊗ idm)(P )u = Q. Define
ϕ = Adu ◦ (ψ ⊗ idm)|PMm(C(X))P (see 2.8). One then checks that ϕ meets all
requirements including the injectivity when α0 is at least 13-large.

The second part follows from the first part by considering each partial map
αi,j0 : K0(Bi) → K0(Dj) and αi,j1 : K1(Bi) → K1(Dj) separately. Note that,
since at least one of Yj is not a single point, say Yj0 is not a single point, then,
each partial map ϕi,j0 : Bi → Dj0 can be chosen injective for each i. It follows
that ϕ is injective. �

The following lemma is elementary.

Lemma 13.24. Let 0 → D → H → H/D → 0 be a short exact sequence of
countable abelian groups with H/D torsion free, and let

H ′1

γ′1,2
// H ′2

γ′2,3
// H ′3

γ′3,4
// · · · // H/D

be an inductive system with limit H/D such that each H
′

i is a finitely generated
free abelian group. Then there are an increasing sequence of finitely generated
subgroups D1 ⊂ D2 ⊂ · · · ⊂ Dn ⊂ · · · ⊂ D with D =

⋃∞
i=1Di, and an inductive

system

D1 ⊕H ′1
γ1,2
// D2 ⊕H ′2

γ2,3
// D3 ⊕H ′3

γ3,4
// · · · // H

with limit H satisfying the following conditions:
(i) γn,n+1(Dn) ⊂ Dn+1 and γn,n+1|Dn is the inclusion from Dn to Dn+1.
(ii) If πn+1 : Dn+1 ⊕H ′n+1 → H ′n+1 is the canonical projection, then πn+1 ◦

γn,n+1|H′n = γ′n,n+1.
(Here, we do not assume γ′n,n+1 to be injective.)

Proof. Since D is countable, one can list all the elements of D as D =
{ei}∞i=1. We will construct the system (Dn ⊕ Hn, γn,n+1), inductively. Let us
assume that we already have Dn ⊂ D with {e1, e2, · · · , en} ⊂ Dn and a map
γn,∞ : Dn⊕H ′n → H such that γn,∞|Dn is the inclusion and π◦γn,∞|H′n = γ′n,∞,
where π : H → H/D is the quotient map. To begin the induction process we
must start with n = 0, and D0 = H ′0 = {0}. Note that, since γ′n+1,∞(H ′n+1) is a
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finitely generated free abelian subgroup of H/D, one has a lifting map γn+1,∞ :
H ′n+1 → H such that π ◦ γn+1,∞ = γ′n+1,∞. For each h ∈ H ′n, we have γ(h) :=
γn,∞(h) − γn+1,∞(γ′n,n+1(h)) ∈ D. Let Dn+1 ⊂ D be the finitely generated
subgroup generated by Dn ∪ {en+1} ∪ γ(H ′n) and extend the map γn+1,∞ on
Dn+1 ⊕ H ′n+1 by defining it to be inclusion on Dn+1. And finally let γn,n+1 :
Dn ⊕H ′n → Dn+1 ⊕H ′n+1 be defined by γn,n+1(e, h) = (e + γ(h), γ′n,n+1(h)) ∈
Dn+1⊕H ′n+1 for each (e, h) ∈ Dn⊕H ′n. Evidently, γn,∞ = γn+1,∞ ◦γn,n+1. �

13.25. We now fix an object ((G,G+, u),K,∆, r) as described in 13.7, which
is to be shown to be in the range of Elliott invariant. In general, G may have
torsion and K may not be zero. Let G1 ⊂ Aff(∆) be the dense subgroup with at
least three Q-linearly independent elements and let H = G ⊕ G1 be as in 13.9.
The order unit u ∈ G+ when regarded as (u, 0) ∈ G ⊕G1 = H is also an order
unit of H+. Note that Tor(H) = Tor(G). We have the split short exact sequence

0 −→ G −→ H −→ H/G (= G1) −→ 0

with H/Tor(H) a dimension group (see 13.9). Since H/Tor(H) is a simple di-
mension group, as in 13.11, we may write H/Tor(H) as an inductive limit

H ′1

γ′1,2
// H ′2

γ′2,3
// H ′3

γ′3,4
// · · · // H/Tor(H),

where H ′n = Zpn with standard positive cone (H ′n)+ = (Z+)pn . Moreover, we
may assume that γ′n,n+1 is 2-large. Applying Lemma 13.24 to the short exact

sequence 0→ Tor(H)→ H
π
−→H/Tor(H)→ 0, with D = Tor(H), we may write

H as an inductive limit of finitely generated abelian groups,

H1

γ1,2
// H2

γ2,3
// H3

γ3,4
// · · · // H,

where Hn = Dn⊕H ′n = Dn⊕Zpn , and (i) and (ii) of 13.24 hold. It follows that
γn,n+1(d, h) = (γD,n,n+1(d+ h), γ′n,n+1(h)), where γD,n,n+1 : Dn ⊕H ′n → Dn+1

is a homomorphism. Note that h ∈ H+ \ {0} if and only if π(h) > 0. We may
write Hn =

⊕pn
j=1H

j
n with H1

n = Z⊕Tor(Hn), and Hi
n = Z for all i ≥ 2. Define

(Hn)+ =
(
(Z+ \ {0})⊕ Tor(Hn) ∪ {(0, 0)}

)
⊕ Zpn−1

+ .

Since γ′n,n+1 is positive and 2-large, one checks easily that each γn,n+1 is also
positive with respect to the positive cones (Hn)+ and (Hn+1)+. Let H+′ =⋃∞
n=1 γn,∞((Hn)+). If x ∈ H+\{0}, then, as mentioned above, π(x) > 0. Suppose

that y = (y
D
, y

H
) ∈ Hn = Dn ⊕H ′n is such that γn,∞(y)) = x. Then γn,m(y) =

(y′
D
, γ′n,m(y

H
)), where γ′n,m = γ′m−1,m ◦ γ′m−2,m−1 ◦ · · · ◦γ′n,n+1 and m > n. It

follows that, for some large m, γ′n,m(y
H

) ∈ (H ′n)+ \ {0}. Since each γ′n,n+1



A classification of finite simple amenable Z-stable C∗-algebras, I 271

is 2-large, there is m1 > m such that γ′m,m1
(γn,m(y

H
)) ∈ {(z1, z2, ..., zpm1

) ∈
Zpm1

+ and z1 > 0}. In other words, y := γn,m1
(y) ∈ (Hn)+\{0}. Since γm1,∞(y) =

x, this implies x ∈ H+′ .

Conversely, if x ∈ H+′ \{0}, then there exist n > 0 and y1 ∈ (Hn)+ such that
γn,∞(y1) = x. It follows that y = (z1, η)⊕ (z2, z3, ..., zpn) with z1 ∈ Z+ \{0}, η ∈
Dn, and (z2, z3, ..., zpn) ∈ Zpn−1

+ . By construction, (z1, z2, ..., zpn) ∈ (H ′n)+\{0}.
It follows that γ′n,∞((z1, z2, ..., zpn)) ∈ H+′ \ {0}. By (ii) of 13.24, this implies
that π(x) > 0. Therefore x ∈ H+. This shows that H+ = H+′ .

The notation H and (Hn)+ above will be used later.

Let γ′n,n+1 : H ′n → H ′n+1 be determined by the pn × pn+1 matrix of positive
intergers cn,n+1 which we assume at least 2-large. We now represent γn,n+1 by

a pn+1 × pn matrix of homomorphisms c̃n,n+1 = (c̃n,n+1
ij ), where c̃n,n+1

ij : Hj
n →

Hi
n+1 are described as follows. Note c̃n,n+1

ij = Pi ◦γn,n+1|Hjn , where Pi : Hn+1 →
Hi
n+1.

If i > 1, j>1, then define c̃n,n+1
ij = cn,n+1

ij (recall Hj
n = Z and Hi

n = Z, and

cn,n+1
ij maps m to cn,n+1

ij m).

If i > 1, j = 1, define c̃n,n+1
i1 : H1

n = Z ⊕ Tor(Hn) → Hi
n+1 = Z by

c̃n,n+1
i1 (z, t) = cn,n+1

i1 z for all (z, t) ∈ Z ⊕ Tor(Hn), and let us still denote this

by cn,n+1
i1 .

If i = 1, let Q1:H
1
n+1 = Z⊕Tor(Hn+1)→ Tor(Hn+1) ⊂ H1

n+1 be a projection.

Define Tn,n+1
j = Q1 ◦ P1 ◦ γn,n+1|Hjn . Viewing cn,n+1

1j as a homomorphism from

Z to Z as mentioned above (see 13.21), we define c̃n,n+1
1j = cn,n+1

1j + Tn,n+1
j as

follows. If j 6= 1, c̃n,n+1
ij (m) = cn,n+1

1j m + Tn,n+1
j (m) for m ∈ Hj

n = Z; if j = 1,

c̃n,n+1
ij ((m, t)) = cn,n+1

1j m+ Tn,n+1
j ((m, t)) for all (m, t) ∈ Z⊕ Tor(Hn).

Since γn,n+1 satisfies γn,n+1(Tor(Hn)) ⊂ Tor(Hn+1), it induces the map

γ′n,n+1 : Hn/Tor(Hn) = Zpn −→ Hn+1/Tor(Hn+1) = Zpn+1 .

(By (ii) of Lemma 13.24, this map is the same as the map γ′n,n+1 : H ′n (=
Hn/Tor(Hn)) → H ′n+1 (= Hn+1/Tor(Hn+1)).) Thus, γ′n,n+1 is given by the

matrix cn,n+1 = (cn,n+1
ij ) with positive integer entries. Put G′k = Gk/Tor(Gk)

(k = 1, 2, ...). Then γ′n,n+1(G′n) ⊂ G′n+1. Note that, passing to a subsequence,

we may always assume cn,n+1
ij > 2.

13.26. Let Gn = Hn ∩ γ−1
n,∞(G) with (Gn)+ = (Hn)+ ∩ Gn. Then the order

unit
un = (([n, 1], τn), [n, 2], ..., [n, pn]) of (Hn)+ is also an order unit for (Gn)+.

Recall that Tor(G) = Tor(H), which implies that γn,∞(Tor(Hn)) ⊂ Tor(H) ⊂
G. Therefore, Tor(Hn) ⊂ Hn ∩ γ−1

n,∞(G) = Gn. Since Gn is a subgroup of H,
Tor(Hn) = Tor(Gn). Furthermore, we have the following commutative diagram:
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0

��

0

��

0

��

G1

γ12|G1
//

��

G2
//

��

· · · // G

��

H1

γ12
//

��

H2
//

��

· · · // H

��

H1/G1

γ̃12
//

��

H2/G2
//

��

· · · // H/G

��

0 0 0

where γ̃n,n+1 is induced by γn,n+1. Note that the inductive limit of the quo-
tient groups, H1/G1 → H2/G2 → · · · → H/G, has no obvious order struc-
ture. Since Tor(Hn) = Tor(Gn), the quotient map Hn → Hn/Gn induces a
surjective map πn : Hn/Tor(Hn) = Zpn → Hn/Gn = Zln , which will be used
in the our construction later. We will reserve the notation πn for this map
from Zpn to Zln . The map πn : Hn → H ′n = Hn/Tor(Hn) which appeared
in 13.24 (see πn+1 there) will be denoted by πHn,H′n from now on. Note also
u′n = πHn,H′n(un) =([n, 1], [n, 2], ..., [n, pn]). Denote by πG,H/Tor(H) the composed
map from G to H and then to H/Tor(H).

Also write the group K of 13.25 as an inductive limit,

K1

χ12

// K2

χ23

// K3

χ34

// · · · // K ,

where each Kn is finitely generated.

13.27. Recall from [32] that the finite CW complex T2,k ( T3,k, respectively) is
defined to be a 2-dimensional connected finite CW complex with H2(T2,k) = Z/k
and H1(T2,k) = 0 (3-dimensional finite CW complex with H3(T3,k) = Z/k and
H1(T3,k) = 0 = H2(T3,k), respectively). (In [32] the spaces are denoted by TII,k
and TIII,k.) For each n, write

H1
n = Z⊕ Tor(Hn) := Z⊕ (Z/k1Z)⊕ (Z/k2Z)⊕ · · · ⊕ (Z/kiZ) and

Kn := Zl ⊕ (Z/m1Z)⊕ (Z/m2Z)⊕ · · · ⊕ (Z/mjZ).

Set

X ′n =

l︷ ︸︸ ︷
S1 ∨ S1 ∨ · · · ∨ S1 ∨T2,k1 ∨ T2,k2 ∨ · · · ∨ T2,ki ∨ T3,m1

∨ T3,m2
∨ · · · ∨ T3,mj .
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Then K0(C(X ′n)) = H1
n = Z ⊕ Tor(Hn) and K1(C(X ′n)) = Kn. Let x1

n be
the base point of X ′n which is the common point of all copies of the spaces
S1, T2,k, T3,k appearing above in the wedge ∨. By 13.22, there is a projection
Pn ∈M∞(C(X ′n)) such that

[Pn] = ([n, 1], τn) ∈ K0(C(X
′

n)) = Z⊕ Tor(K0(C(X
′

n))),

where ([n, 1], τn) is the first component of the unit un ∈ Hn.
Suppose that Pn ∈ MN (C(X ′n)), where N is a large enough integer. Since

rank(Pn) = [n, 1], there is a unitary u ∈MN such that

uPn(x1
n)u∗ = diag(1[n,1], 0, · · · , 0︸ ︷︷ ︸

N−[n,1]

).

Replacing Pn by uPnu
∗, we may assume that Pn(x1

n) = 1M[n,1]
, where M[n,1] is

identified with the upper left corner ofMN . DefineXn = [0, 1]∨X ′n with 1 ∈ [0, 1]
identified with the base point x1

n ∈ X ′n. Let us label the point 0 ∈ [0, 1] by the
symbol x0

n. So [0, 1] is identified with [x0
n, x

1
n]—the convex combinations of x0

n

and x1
n. Under this identification, we have Xn = [x0

n, x
1
n]∨X ′n. It is convenient

to write the point (1 − t)x0
n + tx1

n ∈ [x0
n, x

1
n] as x0

n + t for any t ∈ [0, 1]. In
particular, we have x1

n = x0
n + 1. The projection Pn ∈ MN (C(X ′n)) can be

extended to a projection in MN (C(Xn)), still called Pn, by Pn(x0
n+ t) = 1M[n,1]

for each t ∈ (0, 1). Let us choose x0
n as the base point of Xn. The (old) base

point of X ′n is x0
n + 1= x1

n.

13.28. Note that the map

πn :Hn/Tor(Hn) (= Zpn) −→ Hn/Gn (= Zln)

may be written as πn = bn,0 − bn,1, where bn,0, bn,1 : Zpn → Zln , are two order
preserving homomorphisms. Note also that we may assume that bn,0 = (bn0,ij)
and bn,0 = (bn1,ij) are two ln× pn matrices of non-negative integers which satisfy
the conditions of 13.13 and 13.14.

Exactly as in 13.12 (in which we considered the special case of torsion free K0

and trivial K1), we can define

{n, i} :=

pn∑
j=1

bn0,ij [n, j] =

pn∑
j=1

bn1,ij [n, j] .(e 13.31)

As in 13.13, set Fn =
⊕pn

i=1 F
i
n =

⊕pn
i=1M[n,i], En =

⊕ln
i=1M{n,j}, and

let βn,0, βn,1 : Fn → En be homomorphisms such that (βn,0)∗0 = bn,0 and
(βn,1)∗0 = bn,1. Since Pn(x0

n) has rank [n, 1], there is an isomorphism jn :
F 1
n = M[n,1] → (PnMN (C(X))Pn)|x0

n
. Let βXn : Fn → (PnMN (C(X))Pn)|x0

n
be

defined by βXn(a1, a2, · · · , apn) = jn(a1) ∈ (PnMN (C(X))Pn)|x0
n
.
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Now consider the algebra

An :=
{

(f, g, a) ∈ C([0, 1], En)⊕ PnMN (C(Xn))Pn ⊕ Fn;(e 13.32)

f(0) = βn,0(a), f(1) = βn,1(a), g(x0
n) = βXn(a)

}
.

We may also write An =
(
C([0, 1], En) ⊕ PnMN (C(Xn))Pn

)
⊕βn,0,βn,1,βXn Fn.

Denote by πeAn : An → Fn the quotient map.

As in the construction of Cn (see 13.14), once En =
⊕ln

i=1M{n,j}, Fn =
⊕pni=1M[n,i], and PnMN (C(Xn))Pn with P (x0

n) = diag(1[n,1], 0, ..., 0) ∈ MN are

fixed, the algebra An depends only on bn,0, bn,1 : K0(Fn) = Zpn → Zln up to
isomorphism. Thus, once En,Fn, bn,0, bn,1, and PnMN (C(Xn))Pn are specified,
the construction of the algebra An is complete.

Note that by (e 13.31), βn,0 and βn,1 are unital homomorphisms and therefore
An is a unital algebra. Note that this algebra, in general, is not the direct sum
of a homogeneous algebra and an algebra in C0. It is easy to verify that An ∈ D1

in the sense of Definition 4.8, by writing An = PC(Xn, F )P ⊕Γ B with B = Fn,
X = [0, 1] t Xn, Z = {0, 1, x0

n} ⊂ X, and F = En ⊕MN , with P defined by
P = 1En on [0, 1], and P = Pn on Xn, and, finally, Γ : F → P |ZC(Z,F )P |Z
defined by βn,0 for the point 0 ∈ Z ⊂ X, βn,1 for the point 1 ∈ Z ⊂ X, and βXn
for the point x0

n ∈ Z ⊂ X. Later, we will deal with a nicer special case in which
An is in fact a direct sum of a homogeneous C∗-algebra and a C∗-algebra in C0.

13.29. Let Jn = {(f, g, a) ∈ An : f = 0, a = 0} and In = {(f, g, a) ∈ An :
g = 0, a = 0}. Denote the quotient algebra An/Jn by AC,n, and An/In by AX,n.
Let πJ,n : An → An/Jn and πI,n : An → An/In denote the quotient maps. Set
Īn = πJ,n(In) and J̄n = πI,n(Jn). Since In ∩ Jn = {0}, the map πJ,n is injective
on In, whence Īn ∼= In. Similarly, J̄n ∼= Jn. Note that

AC,n = C([0, 1], En)⊕βn,0,βn,1 Fn(e 13.33)

=
{

(f, a) ∈ C([0, 1], En)⊕ Fn; f(0) = βn,0(a) f(1) = βn,1(a)
}
,

and

AX,n = PnMN (C(Xn))Pn ⊕βXn Fn.(e 13.34)

Denote by πeC,n : AC,n → Fn and πeX,n : AX,n → Fn the quotient maps, and
let λC,n : AC,n → C([0, 1], En) be the homomorphism defined in (e 4.45) (as
λk with Ak−1 = Fn). Then Īn = C0((0, 1), En) = kerπeC,n and J̄n = {g ∈
PnMN (C(Xn))Pn : g(ξ0

n) = 0} = kerπeX,n. Note that πeAn = πeC,n ◦ πJ,n =
πeX,n ◦ πI,n.

Evidently, we can write

Sp(In) =

ln⋃
j=1

(0, 1)n,j , Sp(Jn) = Xn \ {x0
n} and

Sp(Fn) = {θn,1, θn,2, · · · , θn,pn}.
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We also have:

Sp(AC,n) = Sp(In)tSp(Fn), Sp(AX,n) = Sp(Jn)tSp(Fn) (disjoint union);

Sp(An) = Sp(In) t Sp(AX,n)(e 13.35)

= Sp(Jn) t Sp(AC,n) (disjoint union); and

Sp(An ) = Sp(AC,n) ∪ Sp(AX,n) with(e 13.36)

Sp(AC,n) ∩ Sp(AX,n) = Sp(Fn).

We can also see that Sp(AX,n) = Xn ∪ Sp(Fn), with θn,1 ∈ Sp(Fn) identified
with x0

n ∈ Xn. Also note that for any θ ∈ Sp(An), by (e 13.35), we have

θ ∈ Sp(AX,n) if and only if θ|In = 0.(e 13.37)

The homomorphism ϕn,n+1 : An → An+1 to be constructed should satisfy
the conditions ϕn,n+1(In) ⊂ In+1 and ϕn,n+1(Jn) ⊂ Jn+1, and therefore should
induce two homomorphisms ψn,n+1 : An/In = AX,n → An+1/In+1 = AX,n+1

and ϕ̄n,n+1 : An/Jn = AC,n → An+1/Jn+1 = AC,n+1. Conversely, if two homo-
morphisms ψn,n+1 : AX,n → AX,n+1 (necessarily injective) and ϕ̄n,n+1 : AC,n →
AC,n+1 satisfy the two conditions

(a) ψn,n+1(J̄n) ⊂ J̄n+1 and ϕ̄n,n+1(Īn) ⊂ Īn+1, and
(b) the homomorphism ψqn,n+1 :AX,n/J̄n = Fn → AX,n+1/J̄n+1 = Fn+1 in-

duced by ψn,n+1 and the homomorphism ϕqn,n+1 :AC,n/Īn = Fn → AC,n+1/Īn+1 =
Fn+1 induced by ϕ̄n,n+1 are the same, then, there is a unique (necessarily injec-
tive) homomorphism ϕn,n+1 : An → An+1 satisfying

(c)ϕn,n+1(In) ⊂ In+1, ϕn,n+1(Jn) ⊂ Jn+1, and ϕn,n+1 induces the homomor-
phisms ψn,n+1 and ϕ̄n,n+1.

To see this, define ϕn,n+1 : An → C([0, 1], En+1)⊕Pn+1M∞(C(Xn+1))Pn+1⊕
Fn+1 by

ϕn,n+1(x) = (λC,n+1(ϕ̄n,n+1(πJ,n(x))),(e 13.38)

λX,n+1(ψn,n+1(πI,n(x))), ψqn,n+1(πeAn(x))),

for all x ∈ An. It is a unital homomorphism. Since ψqn,n+1 is induced by ψn,n+1,
one sees that

λX,n+1(ψn,n+1(πI,n(x)))(x0
n+1)(e 13.39)

= βX,n+1(ψqn,n+1(πeX,n(πI,n(x)))

= βXn+1
(ψqn,n+1(πeAn(x)))
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for all x ∈ An. On the other hand, since ϕqn,n+1 is induced by ϕ̄n,n+1, also, by
(b), one has

πti(λC,n+1(ϕ̄n,n+1(πJ,n(x)))) = βn+1,i(ϕ
q
n,n+1(πeC,n(πJ,n(x))))(e 13.40)

= βn+1,i(ϕ
q
n,n+1(πeAn(x))) = βn+1,i(ψ

q
n,n+1(πeAn(x))), i = 0, 1,

for all x ∈ An, where πti : C([0, 1], En)→ En is the point evaluation at ti, where
t0 = 0 and t1 = 1. By (e 13.39) and (e 13.40), one has ϕn,n+1(x) ∈ An+1 for all
x ∈ An. Thus, ϕn,n+1 is a homomorphism from An into An+1. By definition,
ϕn,n+1 induces ϕ̄n,n+1 as well as ψn,n+1. There is only one such map. Note also,
if both ψn,n+1 and ϕ̄n,n+1 are injective, then ϕn,n+1 defined in (e 13.38) is also
injective, as Jn ∩ In = {0}.

Note that AC,n is the same as Cn in 13.12–13.20, with Fn and Īn = πJ,n(In) in
place of Fn and In in 13.12–13.20. Therefore the construction of ϕ̄n,n+1 can be
carried out as in 13.12–13.20, with the map Fn → Fn+1 being given by the matrix
cn,n+1 as in 13.25 above—of course, we need to assume that the corresponding
maps bn,0 and bn,1 in this case (see 13.28) satisfy (♦♦) (in place of b0 and b1).
So, in what follows, we will focus on the construction of ψn,n+1. But before the
construction, let us introduce the following notation.

Note that AX,n = (PnM∞(C(Xn))Pn ⊕(βXn )|F1
n
F 1
n) ⊕

⊕
i≥2 F

i
n. Since F 1

n =

M[n,1] and Pn has rank [n, 1] (see 13.28), one verifies that

PnM∞(C(Xn))Pn ⊕(βXn )|F1
n
F 1
n = PnM∞(C(Xn))Pn.

Hence AX,n = PnM∞(C(Xn))Pn ⊕
⊕pn

i=2 F
i
n. Let us emphasize that we will

write AX,n =
⊕pn

i=1A
i
X,n with A1

X,n = PnM∞(C(Xn))Pn and AiX,n = F in for

i ≥ 2. Note that J̄n ⊂ A1
X,n. Note that we may also write

An = C([0, 1], En)⊕βn,0◦πX,n,βn,1◦πX,n AX,n(e 13.41)

= {(f, g) : f ∈ C([0, 1], En), g ∈ AX,n,(e 13.42)

f(0) = βn,0(πX,n(g)) and f(1) = βn,1(πX,n(g))}.

Note that from ϕn,n+1(In) ⊂ In+1 for each n, we know that for any m > n,
ϕn,m(In) ⊂ Im. By (e 13.37), for any m > n and y ∈ Sp(AX,m), we have

Sp(ϕn,m|y) ⊂ Sp(AX,n) ⊂ Sp(An).(e 13.43)

Lemma 13.30. Let (Hn, (Hn)+, un), Gn ⊂ Hn, (Gn)+ = (Hn)+ ∩ Gn, and
πn : Hn/Tor(Hn) = Zpn → Hn/Gn = Zln be as in 13.26. Let βn,0, βn,1 :
Hn/Tor(Hn) = Zpn → Zln satisfy βn,1 − βn,0 = πn as in 13.28. Let Fn =⊕pn

i=1M[n,i], En =
⊕ln

j=1M{n,j}, A
1
X,n = PnMN (C(Xn))Pn, AX,n = A1

X,n ⊕
pn
i=2

M[n,i], and An = C([0, 1], En)⊕βn,0◦πX,n,βn,1◦πX,n AX,n be as in (e 13.41).
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(1) Suppose that

(K0(Fn),K0(Fn)+, [1Fn ])

= (Hn/Tor(Hn), (Hn/Tor(Hn))+, ([n, 1], [n, 2], · · · [n, pn]))

(recall Hn/Tor(Hn) = Zpn) and

(K0(A1
X,n),K0(A1

X,n)+, [1A1
X,n

],K1(A1
X,n))

= (Z⊕ Tor(Hn), (Z+ \ {0})⊕ Tor(Hn) ∪ {(0, 0)}, ([n, 1], τn),Kn).

Then
(K0(An),K0(An)+, [1An ],K1(An)) = (Gn, (Gn)+, un,Kn),

K0(J̄n) = Tor(Gn) = Tor(Hn), and K1(J̄n) = Kn.
(2) Suppose that ϕn,n+1 : AC,n → AC,n+1 and ψn,n+1 : AX,n → AX,n+1 sat-

isfy the conditions (a) and (b) of 13.29. If ψn,n+1∗0 = γn,n+1 : K0(AX,n) =
Hn → K0(AX,n+1) = Hn+1 and ψn,n+1∗1 = χn,n+1 : K1(AX,n) = Hn →
K1(AX,n+1) = Hn+1, then ϕn,n+1∗0 = γn,n+1|Gn : K0(An) = Gn → K0(An+1) =
Gn+1 and ϕn,n+1∗1 = χn,n+1 : K1(An) = Kn → K1(An+1) = Kn+1.

Proof. Part (1): As J̄n is an ideal of A1
X,n with quotient A1

X,n|x0
n

∼= M[n,1],

evidently, K0(J̄n) = Tor(Gn) = Tor(Hn), and K1(J̄n) = Kn. Since AX,n =
A1
X,n ⊕

⊕pn
i=2 F

i
n, and this differs from Fn by replacing F 1

n by A1
X,n, from the

description of K0(A1
X,n)+ = K0(C(Xn))+ in 13.22 and the choice of Xn in 13.27,

we have (K0(AX,n),K0(AX,n)+, [1AX,n ],K1(AX,n)) = (Hn, (Hn)+, un,Kn). On
considering the six term exact sequence for the K-theory of the short exact
sequence

0→ In → An → AX,n → 0,

the proof of part (1) follows the lines of the proof of Proposition 3.5, with
Fn replaced by AX,n. (Note that In ∼= C0((0, 1), En), and the boundary map
K0(AX,n)→ K1(In) = K0(En) is given by

(βn,1 − βn,0) ◦ π = πn ◦ π : K0(AX,n) = Hn
π−→ K0(Fn)

= Hn/Tor(Hn) = Zpn πn−→ K0(En) = Zln ,

and this map (playing the role of the map ϕ1∗0 − ϕ0∗0 in 3.5) is surjective,
since both πn and π are surjective.) In particular, (πI,n)∗0 : K0(An) = Gn →
K0(AX,n) = Hn is the inclusion map, and (πI,n)∗1 : K1(An) = Kn → K1(AX,n) =
Kn is the identity map.

For part (2), we know that, in the commutative diagram

K∗i(An)
(πI,n)∗i

//

(ϕn,n+1)∗i

��

K∗i(AX,n)

(ψn,n+1)∗i

��

K∗i(An+1)
(πI,n+1)∗

// K∗i(AX,n+1)
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(i = 0, 1), the horizontal maps are injective. Thus, (ϕn,n+1)∗ is uniquely deter-
mined by (ψn,n+1)∗. �

13.31. Recall that (G,G+, u,K,∆, r) is fixed, as in 13.25 and 13.26. The
construction of An+1 and ϕn,n+1 will be done by induction. Suppose that we
already have the first part of the inductive sequence:

A1

ϕ1,2

// A2

ϕ2,3

// A3

ϕ3,4

// · · ·
ϕn−1,n

// An,

satisfying the following four conditions: for each m = 1, 2, · · ·n− 1,
(a) For subsequences Gkn and Hkn (of Gn and Hn), we have

(K0(AX,n),K0(AX,n)+, [1AX,n ],K1(AX,n)) = (Hkn , (Hkn)+, ukn ,Kkn),

(K0(Fn),K0(Fn)+, [1Fn ]) = (Hkn/Tor(Hkn), (Hkn/Tor(Hkn))+, πHkn ,H′kn
(ukn))

and
(K0(An),K0(An)+, [1An ],K1(An)) = (Gkn , (Gkn)+, ukn ,Kkn),

where πHkn ,H′kn
is the projection from Hkn to H ′kn =Hkn/Tor(Hkn). (Without

loss of generality, we may relabel kn by n, and then γkn,kn+1
:= γkn+1−1,kn+1

◦
γkn+1−2,kn+1−1 ◦ · · · γkn,kn+1 and χkn,kn+1 := χkn+1−1,kn+1 ◦ χkn+1−2,kn+1−1 ◦
· · ·χkn,kn+1 will become γn,n+1 and χn,n+1, respectively.) Furthermore,
ϕm,m+1(Im) ⊂ Im+1 and ϕm,m+1(Jm) ⊂ Jm+1, and therefore the map ϕm,m+1

induces three homomorphisms ψm,m+1 : AX,m (= Am/Im)→ AX,m+1, ϕ̄m,m+1 :
AC,m (= Am/Jm) → AC,m+1, and ψqm,m+1 = ϕqm,m+1 : Fm → Fm+1, where Fm
arises as a quotient algebra in three ways: Fm = Am/(Im ⊕ Jm) = AX,m/J̄m =
AC,m/Īm (see 13.29 );

(b) all the homomorphisms ϕm,m+1, ψm,m+1, and ϕ̄m,m+1 are injective; in
particular, ψm,m+1|J̄m : J̄m → J̄m+1 is injective, and (ϕm,m+1)∗0 = γm,m+1|Gn ,
(ϕm,m+1)∗1 = χm,m+1, (ψm,m+1)∗0 = γm,m+1, and (ψm,m+1)∗1 = χm,m+1;

(c) the induced map ϕ̄m,m+1 : AC,m → AC,m+1 satisfies the conditions (1)–(8)
of 13.15 with m in place of n, with AC,m in place of Cn (and of course naturally
with AC,m+1 in place of Cn+1), with Gm/Tor(Gm) (or Gm+1/Tor(Gm+1)) and
Hm/Tor(Hm) (or Hm+1/Tor(Hm+1), all from 13.25, in place of Gn (or Gn+1)
and Hn (or Hn+1), and with

(ϕqm,m+1)∗0 = γ′m,m+1 = (cm,m+1
i,j ) : Hm/Tor(Hm)

= Zpm −→ Hm+1/Tor(Hm+1) = Zpm+1

(satisfying γ′m,m+1(Gm/Tor(Gm)) ⊂ Gm+1/Tor(Gm+1)) from 13.25 in place of
γn,n+1 : Hn → Hn+1 (satisfying γn,n+1(Gn) ⊂ Gn+1), respectively; moreover,

(♦♦)1 cm,m+1
ij > 13·22m·(Mm + 1)Lm for all i, j, ,
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where Mm = max{bm0,ij : i = 1, 2, ..., pm, j = 1, 2, ..., lm} and Lm is specified
below,

(d) the matrices bm+1,0 and bm+1,1 for each Am+1 satisfy the condition

(♦♦) b̃0,ji :=

pm+1∑
k=1

bm+1
0,ik · c

m,m+1
kl , b̃1,ji

:=

pm+1∑
k=1

bm+1
1,ik · c

m,m+1
kl > 22n

(
ln∑
k=1

(|dn,n+1
jk |+ 2){n, k}

)
,

where γ̃n,n+1 = (dn,n+1
ij ) : Hn/Gn → Hn+1/Gn+1.

The number Lm above which was to be chosen after the m-th step will now
be specified:

Choose a finite set Ym ⊂ Xm \ {x0
m} (where x0

m is the base point of Xm) such
that for each i < m,

⋃
y∈Ym Sp(ϕi,m|y) is 1

m -dense in Xi. This can be done since

the corresponding map ψi,i+1|J̄i : J̄i(⊂ A1
X,i)→ J̄i+1(⊂ A1

X,i+1) is injective for
each i < m, by the induction assumption (see (b) above). Recall from 13.21 that
we denote t ∈ (0, 1)j ⊂ Sp

(
C([0, 1], Ejm)

)
by tm,j to distinguish the spectra of

different direct summands of C([0, 1], Em) and different n. Let Tm ⊂ Sp(Am)
be defined by

Tm =

{
(
k

m
)m,j ; j = 1, 2, ..., lm; k = 1, 2, ...,m− 1

}
.

Let Ym = {y1, y2, ..., yLm,Y } ⊂ Xm and let Lm = lm · (m− 1) + Lm,Y = #(Tm ∪
Ym).

We will construct An+1 now and later the homomorphism ϕn,n+1. As part
of the induction assumption, suppose that the algebra An =

(
C([0, 1], En) ⊕

PnM∞(C(Xn))Pn
)
⊕βn,0,βn,1,βXn Fn is already constructed, with (βn,0)∗0 =

bn,0 = (bn0,ij) and (βn,1)∗0 = bn,1 = (bn1,ij). So Mn and Ln can be chosen as
described above.

As at the end of 13.25, choose m′ > n such that γ′n,m has multiplicity at least
13 ·22m ·(Mn+1)Ln. Then, by renaming Hm′ as Hn+1, without loss of generality,
we may assume that

cn,n+1
ij > 13 · 22n · (Mn + 1)Ln for all i, j,

in order to satisfy (♦♦)1 in condition (c).
Note that we still have 13.25 and 13.26 (passing to a subsequence). Since

the scaled ordered group (Gn+1, un+1) ⊂ (Hn+1, un+1), with un+1 =
(
([n +

1, 1], τn+1), [n+ 1, 2], ..., [n+ 1, pn]
)

and Tor(Gn+1) = Tor(Hn+1), and the group
Kn+1 are now chosen, the algebra Fn+1 =

⊕pn+1

i=1 M[n+1,i] (with K0(Fn+1) =
Hn+1/Tor(Hn+1) as scaled ordered group) can now be defined. Furthermore, the
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space Xn+1 (with base point x0
n+1 and K0(Xn+1) = Z⊕Tor(Gn+1), K1(Xn+1) =

Kn+1) and the projection Pn+1 (with [Pn+1] = ([n+1, 1], τn+1) ∈ Z⊕Tor(Gn+1)),
and the identification βXn+1

of F 1
n+1 with

(
Pn+1M∞(C(Xn+1))Pn+1

)
|x0
n+1

can

now be defined as in 13.27 and 13.28.
Let us modify bn+1,0 and bn+1,1 given by 13.28. Let

Λn = 22n

(
ln∑
k=1

(|djk|+ 2){n, k}

)
(e 13.44)

and let k0 = max{p0
n+1 + 1, 3}. We replace bn+1

1,ik0
and bn+1

1,ik0
by bn+1

0,ik0
+ Λn, and

by bn+1
1,j,k0

+ Λn, i = 1, 2, ...., ln+1. Then, since cn,n+1
ij is at least 26, one easily sees

that, with the new bn+1
0,ik0

, (♦♦) holds for n+ 1. Moreover, the first p0
n+1 columns

of both bn+1,0 and bn+1,1 are still zero, and the last pn+1−p0
n+1 columns of both

bn+1,0 and bn+1,1 are strictly positive (see 13.13).
With the choice of m′ (as n + 1) above, and the choice of bn+1,0 and bn+1,1

above, one defines An+1 as in (e 13.32) which satisfies Conditions (♦♦)1 and
(♦♦). Note that as An+1 is constructed, we also obtain AC,n+1.

Next, we will begin the construction of ϕn,n+1 by constructing ϕ̄n,n+1 and

ψn,n+1 first. Note that we already have the map γn,n+1 = c̃n,n+1 = (c̃n,n+1
ij ) :

Hn → Hn+1 with γn,n+1(Gn) ⊂ Gn+1 from 13.25. Recall thatH ′k = Hk/Tor(Gk)
in 13.25, k = 1, 2, .... Denote by u′k the image of uk in H ′k. Therefore, γ′n,n+1 :
H ′n → H ′n+1 is also defined (with new subscripts). Note also that the algebras
AC,n and AC,n+1 have the same property as Cn and Cn+1 of Lemma 13.15 with
(Hn, (Hn)+, un) and (Hn+1, (Hn+1)+, un+1) replaced by (H ′n, (H

′
n)+, u

′
n) and

(H ′n+1, (H
′
n+1)+, u

′
n+1), respectively. Moreover, γ′n,n+1(G′n) ⊂ G′n+1. To apply

13.15, we also replace γn,n+1 by γ′n,n+1, andGn andGn+1 byG′n andG′n+1. Then,
by Lemma 13.15, there is an injective homomorphism ϕ̄n,n+1: AC,n → AC,n+1

(in place of the homomorphism ϕn,n+1) which satisfies (1)–(8) of Lemma 13.15.
In particular, the homomorphism ϕ̄n,n+1 satisfies

(a’): ϕ̄n,n+1(Īn) ⊂ Īn+1 (this is (3) of Lemma 13.15) and
(b’) the K-theory map (ϕqn,n+1)∗,0 : K0(Fn) = H ′n → K0(Fn+1) = H ′n+1,

induced by the quotient map ϕqn,n+1 : Fn → Fn+1, is the same as γ′n,n+1 =
cn,n+1 : K0(Fn) = H ′n = Zpn → K0(Fn+1) = H ′n+1 = Zpn+1 (this is (4) of
Lemma 13.15).

13.32. Recall that (K0(Fn), 1Fn) = (Hn, un), (K0(Fn+1), [1Fn+1
]) =

(Hn+1, un+1), and the map c̃ = (c̃ij) : Hn → Hn+1 are as in 13.25. Assume
that cij > 13 for any i and j (which is a consequence of (♦♦)1). We shall define
the unital homomorphism ψn,n+1 : AX,n → AX,n+1 to satisfy the following
conditions:

(1) (ψn,n+1)∗0 = γn,n+1 : K0(AX,n)(= Hn) −→ K0(AX,n+1) (= Hn+1), and

(ψn,n+1)∗1 = χn,n+1 : K1(AX,n) (= Kn) −→ K1(AX,n+1) (= Kn+1);
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(2) ψn,n+1(J̄n) ⊂ J̄n+1, and the quotient map ψqn,n+1 : Fn → Fn+1 induced
by ψn,n+1 satisfies

(ψqn,n+1)∗0 = γ′n,n+1 = cn,n+1 = (cn,n+1
ij ) : K0(Fn)(= Zpn)→ (Fn+1)∗0(= Zpn+1).

Denote by F ′k =
⊕

i≥2 F
i
k =

⊕
i≥2A

i
X,k, π

′′
k : Fk → F ′k, and π−,1k : Fk → F 1

k

the projection maps, k = 1, 2, .... Let πx0
n

: PnM∞(C(Xn))Pn → F 1
n be the

point evaluation at x0
n. Define π∼x0

n
: AX,n = A1

X,n ⊕ F ′n → Fn by π∼x0
n
(a, b) =

(πx0
n
(a), b) for all (a, b) ∈ A1

X,n ⊕ F ′n. It is well known (see [29]) that there is
a homomorphism ψqn,n+1

′ : Fn → Fn+1 such that (ψqn,n+1
′)∗0 = cn,n+1. Then,

define ψ′′n,n+1 : AX,n → F ′n+1 by ψ′′n,n+1 = π′′n+1 ◦ ψ
q
n,n+1

′ ◦ π∼x0
n
.

Recall from 13.25, γi,1n,n+1([1AiX,n ]) = (cn,n+1
1,i · [n, i] + Tn,n+1

i ([1AiX,n ])) ∈
Z ⊕ Tor(Hn+1) = K0(A1

X,n+1), where [1AiX,n ] = [n, i] if i ≥ 2, or [1AiX,n ] =

[n, 1] + τn if i = 1. By 13.22, one can find projections Q1, Q2, ..., Qpn such that

γi,1n,n+1([1AiX,n ]) = [Qi] ∈ K0(Pn+1M∞(C(Xn+1))Pn+1). Since

⊕pn

i=1
γi,1n,n+1([1AiX,n ]) = γ−,1n,n+1([1AX,n ]) = [1A1

X,n+1
] = [Pn+1],

by Remark 3.26 of [32], one can make {Qi}pni=1 mutually orthogonal with

Q1 +Q2 + · · ·+Qpn = Pn+1.

Since cij > 13 for all i, j—i.e., rank(Qi)/rank(1AiX,n) = c1,i > 13—, by 13.23

(using the base point x0
n+1 (as y0)), there are unital homomorphisms ψi,1n,n+1 :

AiX,n → QiA
1
X,n+1Qi which realize the K-theory map γi,1n,n+1 : K0(AiX,n) →

K0(A1
X,n+1), and χn,n+1 : K1(A1

X,n) (= Kn) → K1(A1
X,n+1) (= Kn+1) (note

that K1(AiX,n) = 0 for i ≥ 2). Moreover, since, in the application of 13.23, we

used the base point x0
n+1 (as y0), we have ψ1,1

n,n+1(J̄n) ⊂ J̄n+1 (see also the last

line of 13.29). It follows that ψ1,1
n,n+1 induces a (not necessarily unital) homo-

morphism ψ1,1,q
n,n+1 : A1

X,n/J̄n → A1
X,n+1/J̄n+1. That is, ψ1,1

n,n+1 induces a (not

necessarily unital) homomorphism ψ1,1,q
n,n+1 : F 1

n → F 1
n+1. Note that K0(A1

X,n) =

Z⊕Tor(Hn) and K0(A1
X,n+1) = Z⊕Tor(Hn+1). It is then clear that ψ1,1,q

n,n+1∗0 =

cn,n+1
1,1 (see 13.25). Define ψ−,1n,n+1 : AX,n → A1

X,n+1 by ψ−,1n,n+1|AiX,n = ψi,1n,n+1,

i = 1, 2, ..., pn. It follows that ψ−,1n,n+1 induces a unital homomorphism ψ−,1,qn,n+1 :

AX,n/J̄n → A1
X,n+1/J̄n+1. One computes that (ψ−,1,qn,n+1)∗0 = (π−,1n+1)∗0 ◦ γn,n+1.

Now define ψn,n+1 : AX,n → AX,n+1= A1
X,n+1 ⊕ F ′n by ψn,n+1 = ψ−,1n,n+1 ⊕

ψ′′n,n+1. One then checks that (1) above holds. Let ψqn,n+1 : Fn → Fn+1

be the induced unital homomorphism. Then, as above, (π−,1n+1 ◦ ψ
q
n,n+1)∗0 =

(π−,1n+1)∗0 ◦γ′n,n+1 and (π′′n+1 ◦ψ
q
n,n+1)∗0 = (π′′n+1 ◦ψ

q
n,n+1

′)∗0 = (π′′n+1)∗0 ◦γ′n,n+1.
Therefore, (ψqn,n+1)∗0 = γ′n,n+1.
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13.33. In this subsection, we will describe ψi,1n,n+1 for i ≥ 2.

Recall that ψi,1n,n+1 is a unital homomorphism from AiX,n to QiA
1
X,n+1Qi,

i = 1, 2, ..., pn. Since n is fixed, to simplify notation, in this subsection, let
us use ψi for ψin,n+1. Note that A1

X,n+1|[x0
n+1,x

0
n+1+1] may be identified with

M[n+1,1](C([0, 1])). Without loss of generality, by fixing a system of matrix units,
we may write

(a) Qi|[x0
n+1,x

0
n+1+1] = diag(0c11[n,1],0c12[n,2], ...,0c1 i−1[n,i−1],1c1i[n,i],

0c1 i+1[n,i+1], ...,0c1pn [n,pn]),

where Pn+1|[x0
n+1,x

0
n+1+1] is identified with

1[n+1,1] ∈M[n+1,1](C[x0
n+1, x

0
n+1 + 1]).

Let {ekl} be the matrix units of F in = M[n,i] and let q = ψi(e11). The unital
homomorphism ϕi : M[n,i] → QiA

1
X,n+1Qi allows us to write QiA

1
X,n+1Qi =

qA1
X,n+1q ⊗M[n,i] = qM∞(C(Xn+1))q ⊗M[n,i], and to write

ψi
(
(aij)

)
= q ⊗ (aij) ∈ qM∞(C(Xn+1))q ⊗M[n,i].(e 13.45)

By Remark 3.26 of [32] (see also 13.22) we can write q = q1 + q2 + · · ·+ qd + p,
where q1, q2, · · · , qd are mutually equivalent trivial rank 1 projections and p is a
(possibly non-trivial) rank 1 projection. Under the identificationQi = q⊗1M[n,i]

,

we write q̂j :=qj ⊗1M[n,i]
and p̂:=p⊗1M[n,i]

.

(b) Projections q̂1, q̂2, · · · , q̂d, and p̂ for ψi can be chosen such that q̂1|[x0
n+1,x

0
n+1+1],

q̂2|[x0
n+1,x

0
n+1+1] ,..., q̂d|[x0

n+1,x
0
n+1+1], and p̂|[x0

n+1,x
0
n+1+1] are diagonal matrices

with 1[n,i] in the correct place (see below) when QiM∞(C[x0
n+1, x

0
n+1 + 1])Qi is

identified with Mci1[n,i](C[x0
n+1, x

0
n+1 + 1]). That is,

q̂j = diag(0[n,i], ...,0[n,i]︸ ︷︷ ︸
j−1

,1[n,i],0[n,i], ...,0[n,i])

and
p̂ = diag(0[n,i], ...,0[n,i]︸ ︷︷ ︸

d

,1[n,i]).

Lemma 13.34. Let i ≥ 2 and ψi : AiX,n → QiA
1
X,n+1Qi be as in 13.33 above.

Suppose m ≤ d = cn,n+1
1i − 1. Let Λ : QiA

1
X,n+1Qi → Mm(QiA

1
X,n+1Qi) be

the amplification defined by Λ(a) = a ⊗ 1m. Then there is a projection Ri ∈
Mm(QiA

1
X,n+1Qi) such that
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(i) Ri commutes with Λ(ψi(F in)) (note that F in = AiX,n for i ≥ 2), and

(ii) Ri(x0
n+1) = Qi(x

0
n+1)⊗

(
1m−1 0

0 0

)
= diag(Qi(x

0
n+1), ..., Qi(x

0
n+1)︸ ︷︷ ︸

m−1

, 0)) ∈

Mm(A1
X,n+1|x0

n+1
). Consequently, rank(Ri) = cn,n+1

i1 (m− 1)[n, i] = (d+ 1)(m−
1)[n, i].

Let

π := πeX,n+1|Mm(QiA1
X,n+1Qi)

⊗ idMm
: Mm(QiA

1
X,n+1Qi)

→ Mm(πeX,n+1(QiA
1
X,n+1Qi)).

Then π maps RiMm(QiA
1
X,n+1Qi)R

i onto

Mm−1(πeX,n+1(QiA
1
X,n+1Qi)) ⊂Mm(πeX,n+1(QiA

1
X,n+1Qi)).

Below we will use the same notation π to denote the restriction of π to
RiMm(QiA

1
X,n+1Qi)R

i, whose codomain is Mm−1(πeX,n+1(QiA
1
X,n+1Qi)).

(iii) There is a unital embedding

ι : Mm−1(πeX,n+1(QiA
1
X,n+1Qi)) ↪→ RiMm(QiA

1
X,n+1Qi)R

i

such that π ◦ ι = id |Mm−1(πeX,n+1(QiA1
X,n+1Qi))

and such that Ri(Λ(ψi(F in)))Ri ⊂
Image(ι).

Proof. In the proof of this lemma, i ≥ 2 is fixed.
The homomorphism Λ ◦ ψi : AiX,n =F in = M[n,i] →Mm(QiA

1
X,n+1Qi) can be

regarded as Λ1 ⊗ idF in =Λ1⊗ id[n,i], where Λ1 : C→Mm(qA1
X,n+1q) is the unital

homomorphism given by

Λ1(c) = c · (q ⊗1m),(e 13.46)

and q = ψi(e11) is as in 13.33, by identifying Mm(QiA
1
X,n+1Qi) with

Mm(qA1
X,n+1q)⊗ F in.

Note that q = q1 + q2 + · · · + qd + p with {qi} mutually equivalent rank one
projections. Furthermore, p|[x0

n,x
0
n+1] is also a rank one trivial projection. Let

r ∈Mm(qA1
X,n+1q) = qA1

X,n+1q ⊗Mm be defined as follows:

r(x0
n) = q(x0

n)⊗
(
1m−1 0

0 0

)
(e 13.47)

= (q1(x0
n) + q2(x0

n) + · · ·+ qd(x
0
n) + p(x0

n))

⊗
(
1m−1 0

0 0

)
,
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r(x0
n + 1) = (q1(x0

n + 1) + q2(x0
n + 1) + · · ·+ qm−1(x0

n + 1))⊗1m +

+ (qm(x0
n + 1) + · · ·+ qd(x

0
n + 1))⊗

(
1m−1 0

0 0

)
.

In this definition, between x0
n and x0

n+1, r(t) can be defined to be any continuous
path connecting the projections r(x0

n), and r(x0
n+1), both of rank (d+1)(m−1) =

(m − 1)m + (d −m + 1)(m − 1). (Note that all qi(t) and p(t) are constant on
[x0
n, x

0
n + 1].) Finally, for x ∈ X ′n+1 ⊂ Xn+1, define

r(x) = (q1(x)+q2(x)+· · ·+qm−1(x))⊗1m+(qm(x)+· · ·+qd(x))⊗
(
1m−1 0

0 0

)
.

Since all {qk}dk=1 are trivial projections, r|X′n+1
is also a trivial projection.

Hence r itself is also a trivial projection as the inclusion map X ′n+1 → Xn+1 is
a homotopy equivalence.

Let Ri = r ⊗ 1[n,i] under the identification of Mm(QiA
1
X,n+1Qi) with

Mm(qA1
X,n+1q) ⊗ 1[n,i]. Since Λ1 : C → Mm(qA1

X,n+1q) sends C to the cen-

ter of Mm(qA1
X,n+1q) (see (e 13.46)), we have that r commutes with Λ1(C), and

consequently, Ri = r ⊗1[n,i] commutes with Λ(ψi(F in)) as Λ ◦ ψi = Λ1 ⊗ id[n,i].
That is, condition (i) holds. Condition (ii) follows from the definition of r(x0

n+1)

(see (e 13.47)) and Ri(x0
n+1) = r(x0

n+1)⊗1[n,i].
Note that r ∈Mm(qA1

X,n+1q) = Mm(qM∞(C(Xn+1))q) is a trivial projection

of rank (d+ 1)(m− 1) and r(x0
n+1) = q(x0

n+1)⊗ diag(1m−1, 0).
Note also that

π(r)Mm(πeX,n+1(qA1
X,n+1q))π(r) = Mm−1(πeX,n+1(qA1

X,n+1q))
∼= M(d+1)(m−1).

Let r0
ij , 1 ≤ i, j ≤ (d + 1)(m − 1) be a system of matrix units for M(d+1)(m−1).

Since r is a trivial projection, one can construct rij ∈ rMm(qA1
X,n+1q)r, 1 ≤

i, j ≤ (d + 1)(m − 1), with π(rij) = r0
ij serving as a system of matrix units for

M(d+1)(m−1) ⊂ rMm(qA1
X,n+1q)r

∼= M(d+1)(m−1)(C(Xn+1)). Here, by matrix

units, we mean rijrkl = δjkril and r =
∑(d+1)(m−1)
i=1 rii. We define

ι1 : Mm−1(πeX,n+1(qA1
X,n+1q))

( ∼= π(r)Mm(πeX,n+1(qA1
X,n+1q)π(r))

)
↪→ rMm(qA1

X,n+1q)r

by ι1(r0
ij) = rij . Finally, we define ι = ι1 ⊗ id[n,i]. Since π(rij) = r0

ij , we have
π ◦ ι = id |Mm−1(πeX,n+1(QiA1

X,n+1Qi))
. Note that

r(Λ1(C))r = C · r ⊂ ι1(Mm−1(π(qA1
X,n+1q))).

On the other hand, using the identificationMm(QiA
1
X,n+1Qi) = Mm(qA1

X,n+1q)⊗
F in (recall that F in = M[n,i]), we have Ri = r ⊗1[n,i] and Λ ◦ ψi = Λ1 ⊗1[n,i].
Hence Ri(Λ(ψi(F in)))Ri ⊂ Image(ι). So (iii) follows. �
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13.35. Now we would like to choose ψ1,1
n,n+1 in a specially simple form

described below. We know that rank(Q1) = cn,n+1
11 [n, 1], where [n, 1] = rank(Pn)

for A1
X,n = PnM∞(C(Xn))Pn. Note that cn,n+1

11 > 13. Set d = cn,n+1
11 − 13. We

may write Q1 = Q′ ⊕ Q̃, where Q̃ is a trivial projection of rank d. Recall that
as in 13.33, we use ψi for ψi,1n,n+1. Then we can choose ψ1 := ψ1,1

n,n+1 satisfying
the following conditions:

(a) Q1 = 1d[n,1]⊕ Q̃ := Q′⊕ Q̃ ∈M∞(C(Xn+1)) such that Q̃|[x0
n+1,x

0
n+1+1] =

113[n,1] (but in the lower right corner of Q1|[x0
n+1,x

0
n+1+1]);

(b) ψ1 : A1
X,n → Q1A

1
X,n+1Q1 can be decomposed as ψ1 = ψ1 ⊕ ψ2,

where ψ1 : A1
X,n → Md[n,i](C(Xn+1)) = Q′M∞(C(Xn+1))Q′ and ψ2 : A1

X,n →
Q̃M∞(C(Xn+1))Q̃ are as follows:

(b1) the unital homomorphism

ψ1 : A1
X,n →Md[n,i](C(Xn+1)) = Q′M∞(C(Xn+1))Q′

is defined by ψ1(f) = diag(f(x0
n), f(x0

n), ..., f(x0
n)︸ ︷︷ ︸

d

) as a constant function

on Xn+1;

(b2) the unital injective homomorphism ψ2 : A1
X,n → Q̃M∞(C(Xn+1))Q̃ is

a homomorphism satisfying (ψ2)∗0 = c̃n,n+1
11 − d = cn,n+1

11 − d + Tn,n+1
1

(where Tn,n+1
1 : H1

n(= K0(A1
X,n)) → Tor(Hn+1) ⊂ H1

n+1 is as in 13.25)

and (ψ2)∗1 = χn,n+1 : K1(A1
X,n) (= Kn) → K1(A1

X,n+1) (= Kn+1) (such

ψ2 exists since Q̃ has rank 13[n, 1], by 13.23).

Moreover, we may write ψ2(f)(x0
n+1+1) = diag(f(x0

n + 1), f(x0
n + 1), ..., f(x0

n + 1)︸ ︷︷ ︸
13

)

for a fixed system of matrix units for M13[n,1](C([x0
n+1, x

0
n+1 + 1])). Then, we

may change ψ2(f)|[x0
n+1,x

0
n+1+1] so that it also satisfies the following condition:

(b3) For t ∈ [0, 1
2 ],

ψ2(f)(x0
n+1 + t) = diag(f(x0

n), f(x0
n), ..., f(x0

n)︸ ︷︷ ︸
13

),

and for t ∈ [ 1
2 , 1],

ψ2(f)(x0
n+1 + t) = diag(f(x0

n + 2t−1), f(x0
n + 2t−1), ..., f(x0

n + 2t−1)︸ ︷︷ ︸
13

).

Here, f(x0
n + s) ∈ Pn(x0

n + s)M∞Pn(x0
n + s) is regarded as an [n, 1]× [n, 1]

matrix for each s ∈ [0, 1] by using the fact Pn|[x0
n,x

0
n+1] = 1[n,1].
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Let us remark that ψ1 : A1
X,n → Md[n,1](C(Xn+1))(= Q′M∞(C(Xn+1))Q′)

factors through F 1
n = M[n,1](C), and the restriction ψ1|[x0

n+1,x
0
n+1+ 1

2 ] also factors

through F 1
n , as

ψ1(f)(x) = diag(f(x0
n), ..., f(x0

n)︸ ︷︷ ︸
d+13

) for any x ∈ [x0
n+1, x

0
n+1 +

1

2
].

Lemma 13.36. Suppose that Q1 and ψ1 : A1
X,n → Q1A

1
X,n+1Q1 satisfy condi-

tions (a) and (b) above (including (b1), (b2), and (b3)). Suppose that 13m ≤
d = cn,n+1

11 − 13. Let Λ : Q1A
1
X,n+1Q1 → Mm(Q1A

1
X,n+1Q1) be the amplifica-

tion defined by Λ(a) = a ⊗ 1m. There is a projection R1 ∈ Mm(Q1A
1
X,n+1Q1)

satisfying the following conditions:

(i) R1 commutes with Λ(ψ1(A1
X,n)) and

(ii) R1(x0
n+1) = Q1(x0

n+1)⊗
(
1m−1 0

0 0

)
= diag(Q1(x0

n+1), · · · , Q1(x0
n+1)︸ ︷︷ ︸

m−1

, 0) ∈

Mm(A1
X,n+1|x0

n+1
). Consequently, rank(R1) = cn,n+1

11 (m−1)[n, 1] = (d+13)(m−
1)[n, 1].

Let

π := πeX,n+1|Mm(Q1A1
X,n+1Q1) ⊗ idMm

: Mm(Q1A
1
X,n+1Q1)

→ Mm(πeX,n+1(Q1A
1
X,n+1Q1)).

Then π maps R1Mm(Q1A
1
X,n+1Q1)R1 onto Mm−1(πeX,n+1(Q1A

1
X,n+1Q1)) ⊂

Mm(πeX,n+1(Q1A
1
X,n+1Q1)).

Below we will use the same notation π to denote the restriction of π to
R1Mm(Q1A

1
X,n+1Q1)R1, whose codomain is Mm−1(πeX,n+1(Q1A

1
X,n+1Q1)).

(iii) There is a unital embedding

ι : Mm−1(πeX,n+1(Q1A
1
X,n+1Q1)) ↪→ R1Mm(Q1A

1
X,n+1Q1)R1

such that π◦ι = id |Mm−1(πeX,n+1(Q1A1
X,n+1Q1)) and such that R1(Λ(ψ1(A1

X,n)))R1 ⊂
Image(ι).

The notation Λ, d, and m in the lemma above, and q, q1, q2, ..., qd, p, r, and
Λ1 in the proof below, are also used in Lemma 13.34 and its proof for the case
i ≥ 2 (comparing with i = 1 here). Since they are used for the same purpose,
we choose the same notation.

Proof. The map

ψ1 : A1
X,n

π
// F 1

n
// Md[n,1](C(Xn+1))(e 13.48)

= Q′M∞(C(Xn+1))Q′
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(where Q′ = 1d[n,1]) can be written as (Λ1 ⊗ id[n,1]) ◦ π, where Λ1 : C →
Md(C(Xn+1)) is the map sending c ∈ C to c · 1d. We write Λ1(1) := q′ =
q1 + q2 + · · ·+ qd, with each qi a trivial constant projection of rank 1. Here q′ is
a constant subprojection of Q′ with Q′ = q′ ⊗ 1[n,1]. Consider the map ψ̃2 :=

ψ2|[x0
n+1,x

0
n+1+ 1

2 ] : A1
X,n → Q̃A1

X,n+1Q̃|[x0
n+1,x

0
n+1+ 1

2 ], and ψ̃1 := ψ1|[x0
n+1,x

0
n+1+ 1

2 ] =

(ψ1 + ψ2)|[x0
n+1,x

0
n+1+ 1

2 ] : A1
X,n → Q1A

1
X,n+1Q1|[x0

n+1,x
0
n+1+ 1

2 ]. As pointed out in

13.35, ψ̃2 has the factorization

A1
X,n

π
// F 1

n
// M13[n,1](C[x0

n, x
0
n+1 + 1

2 ]).

Hence ψ̃1 has the factorization

A1
X,n

π
// F 1

n
// M(d+13)[n,1](C[x0

n+1, x
0
n+1 + 1

2 ]).(e 13.49)

The map ψ̃1 can be written as (Λ2⊗id[n,1])◦π, where Λ2 : C→Md+13(C[x0
n+1, x

0
n+1+

1
2 ]) is the map defined by sending c ∈ C to c · 1d+13. We write Λ2(1) := q =
q1 + q2 + · · ·+ qd + p with each qi the restriction of qi appearing in the definition
of Λ1(1) on [x0

n+1, x
0
n+1 + 1

2 ], and p a rank 13 constant projection. Here q is a

constant projection on [x0
n+1, x

0
n+1 + 1

2 ] and Q1|[x0
n+1,x

0
n+1+ 1

2 ] = q ⊗ 1[n,1]. Let

r ∈Mm(Q1A
1
X,n+1Q1) = Q1A

1
X,n+1Q1 ⊗Mm be defined as follows:

r(x0
n+1) = q(x0

n+1)⊗
(
1m−1 0

0 0

)
(e 13.50)

= (q1(x0
n+1) + q2(x0

n+1) + · · ·+ qd(x
0
n+1) + p(x0

n+1))

⊗
(
1m−1 0

0 0

)
;

for t ∈ [ 1
2 , 1],

r(x0
n+1 + t) =

(
q1(x0

n+1 + t) + q2(x0
n+1 + t) + · · ·+ q13(m−1)(x

0
n+1 + t)

)
⊗1m

+
(
q13(m−1)+1(x0

n+1 + t) + · · ·+ qd(x
0
n+1 + t)

)
⊗
(
1m−1 0

0 0

)
;

and, for x ∈ X ′n+1 ⊂ Xn+1,

r(x) = (q1(x) + q2(x) + · · ·+ q13(m−1)(x))⊗1m

+(q13(m−1)+1(x) + · · ·+ qd(x))⊗
(
1m−1 0

0 0

)
.
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In the definition above, between x0
n+1 and x0

n+1+ 1
2 , r(t) can be defined to be any

continuous path connecting the projections r(x0
n+1) and r(x0

n+1 + 1
2 ); note that

both have rank (d+13)(m−1) = 13(m−1)m+(d−13(m−1))(m−1). (Note that
all qi(x) are constant on x ∈ Xn+1 = [x0

n+1, x
0
n+1 +1]∨X ′n+1 and p(t) is constant

for t ∈ [x0
n+1, x

0
n+1 + 1].) Note that for x ∈ [x0

n+1 + 1
2 , x

0
n+1 + 1]∨X ′n+1, r(x) has

the same form as r(x0
n+1 + 1

2 ) which is a constant sub-projection of the constant

projection q′ ⊗ 1m. Hence r is a trivial projection. We will define R1 to be
r⊗1[n,i] under a certain identification described below. Note that the projection

Q1 is identified with q ⊗ 1[n,1] only on the interval [x0
n+1, x

0
n+1 + 1], so the

definition of R1 will be divided into two parts. For the part on [x0
n+1, x

0
n+1 + 1

2 ],

we use the identification of Q1 with q⊗1[n,1], and for the part that x ∈ [x0
n+1 +

1
2 , x

0
n+1 + 1] ∨X ′n+1, we use the identification of Q′ = 1d[n,1] with q′ ⊗1m (of

course, we use the fact that r is a sub-projection of q′ on this part). This is the
only difference between the proof of this lemma and that of Lemma 13.34. The
definition of ι : Mm−1(πeX,n+1(Q1A

1
X,n+1Q1)) ↪→ R1Mm(Q1A

1
X,n+1Q1)R1 and

the verification that ι and R1 satisfy the conditions are exactly the same as in
the proof of 13.34, with (d+ 1)(m−1) replaced by (d+ 13)(m−1). We will now
give the details.

On [x0
n+1, x

0
n+1+ 1

2 ], Q1⊗1m ∈Mm(Q1(A1
X,n+1|[x0

n+1,x
0
n+1+ 1

2 ])Q1) is identified

with (q⊗1m)⊗1[n,i] (as Q1 is identified with q⊗1[n,i]). As r is a sub-projection
of q ⊗ 1m, we can define R = r ⊗ 1[n,i] as a sub-projection of Q1 ⊗ 1m on

[x0
n+1, x

0
n+1 + 1

2 ]. Note that on [x0
n+1, x

0
n+1 + 1

2 ], R commutes with Λ ◦ ψ̃1 (recall

ψ̃1 = ψ1|[x0
n+1,x

0
n+1+ 1

2 ]), since ψ̃1 = (Λ2 ⊗ id[n,1]) ◦ π, and R = r ⊗ 1[n,1], and r

commutes with range(Λ◦Λ2) = C ·q⊗1m, as r is a sub-projection of q⊗1m. On
[x0
n+1 + 1

2 , x
0
n+1 + 1]∨X ′n+1, Q′⊗1m ∈Mm(Q1A

1
X,n+1|[x0

n+1+ 1
2 ,x

0
n+1+1]∨X′n+1

)Q1

is identified with (q′ ⊗ 1m) ⊗ 1[n,i] (as Q′ is identified with q′ ⊗ 1[n,i]). As r is
a sub-projection of q′ ⊗ 1m, we can define R1 = r ⊗ 1[n,i] as a sub-projection

of Q′ ⊗ 1m on [x0
n+1 + 1

2 , x
0
n+1 + 1] ∨ X ′n+1. On this part, R1 commutes with

Λ ◦ ψ1 since ψ1 = (Λ1 ⊗ id[n,1]) ◦ π and R1 = r ⊗ 1[n,1] and r commutes with
range(Λ ◦Λ1) = C · q′ ⊗ 1m, as r is a sub-projection of q′ ⊗ 1m. Note that R1 is
a sub-projection of Q′⊗1m and therefore is orthogonal to Q̃⊗1m and the range
of Λ ◦ ψ2. Hence on this part, R1 also commutes with Λ ◦ ψ1 as ψ1 = ψ1 + ψ2.
On combining this with the previous paragraph, (i) follows.

On the other hand, (ii) follows from the definition of R1 and (e 13.50).
From the last paragraph, we know that A1

X,n 3 f 7→ R1(Λ ◦ ψ1(f))R1 ∈
R1(Mm(Q1A

1
X,n+1Q1))R1 is a homomorphism. We denote it by Ξ. From (e 13.48)

and (e 13.49), we know that Ξ factors through F 1
n = A1

X,n|x0
n

as Ξ = Ξ′ ◦π. Also

when we identifyR1 = r⊗1[n,i], the map Ξ′ : M[n,1] → R1(Mm(Q1A
1
X,n+1Q1))R1

can be identified as ξ ⊗ id[n,1], where ξ : C → r(Mm(Q1A
1
X,n+1Q1))r is defined

by ξ(c) = c · r.
Let r0

ij , 1 ≤ i, j ≤ (d + 13)(m − 1), be the matrix units for M(d+13)(m−1).
Since r is a trivial projection of rank (d + 13)(m − 1), one can construct rij ∈
rMm(Q1(A1

X,n+1Q1))r, 1 ≤ i, j ≤ (d + 13)(m − 1), with π(rij) = r0
ij serv-
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ing as a system of matrix units for M(d+13)(m−1) ⊂ rMm(Q1A
1
X,n+1Q1)r ∼=

M(d+13)(m−1)(C(Xn+1)). Recall that jn+1 : F 1
n+1 → πx0

n+1
(A1

X,n+1) is an iso-

morphism (see 13.28). Note that q(x0
n+1) is a projection in πx0

n+1
(A1

X,n+1). Set

q̂ = j−1
n+1(q(x0

n+1)). Then q̂ has rank d+ 13. Define

ι1 : Mm−1(q̂F 1
n+1q̂)→ rMm(Q1A

1
X,n+1Q1)r

by ι1(r0
ij) = rij . Note that Mm−1(πeX,n+1(Q1A

1
X,n+1Q1)) = Mm−1(q̂Fn+1q̂) ⊗

M[n,1]. Define

ι = ι1 ⊗ id[n,1] : Mm−1(πeX,n+1(Q1A
1
X,n+1Q1))→ R(Mm(Q1A

1
X,n+1Q1))R.

Note that range (ξ) = C · r ⊂ ι1(Mm−1(q̂F 1
n+1q̂)) = range(ι1). Since Ξ′ =

ξ ⊗ id[n,i] and ι = ι1 ⊗ id[n,1], we have range (Ξ′) ⊂ range(ι). Hence

R(Λ(ψ1(A1
X,n)))R = Ξ(A1

X,n) = Ξ′(F 1
n) ⊂ range(ι).

�

13.37. Recall that we have constructed AX,n+1 and the unital injective ho-
momorphism ψn,n+1 (with the specific form described in 13.35). Note that, by
the end of 13.31, we know that AC,n+1 is fixed and the injective map ϕ̄n,n+1 :
AC,n → AC,n+1 is defined. One also has An+1 as defined in (e 13.32). As in 13.32,
(ϕqn,n+1)∗0 = γ′n,n+1 = (ψqn,n+1)∗0. Therefore, there exists a unitary U ∈ Fn+1

such that AdU ◦ ψqn,n+1 = ϕqn,n+1. In Fn+1, there exist h ∈ (Fn,n+1)s.a. such
that U = exp(ih). Let H ∈ (AX,n+1)s.a. be such that πeX,n+1(H) = h. Define

V = exp(iH). Note that V ∗J̄n+1V ⊂ J̄n+1. If we replace ψn,n+1 by AdV ◦ψn,n+1,
then we still have (1) and (2) of 13.32. Moreover, 13.34 and 13.36 also hold (up to
unitary equivalence in AX,n+1). More importantly, ψqn,n+1 = ϕqn,n+1. It follows
from 13.29 that there is a unital injective homomorphism ϕn,n+1 : An → An+1

which satisfies (a), (b), and (c) of 13.29. Moreover, An+1 satisfies (d) of 13.31.
Therefore, by 13.30, one checks that ϕn,n+1 also satisfies (a), (b), and (c) of
13.31. This ends the induction of 13.31.

Now we have

A1

ϕ1,2

// A2

ϕ2,3

// A3

ϕ3,4

// · · ·
ϕi−1,i

// Ai · · · // A,

satisfying conditions (a)–(d) of 13.31. From (a) of 13.31, we obtain the two
inductive limits

AC,1
ϕ̄1,2

// AC,2
ϕ̄2,3

// AC,3
ϕ̄3,4

// · · ·
ϕ̄i−1,i

// AC,i · · · // AC and

AX,1
ψ1,2

// AX,2
ψ2,3

// AX,3
ψ3,4

// · · ·
ψi−1,i

// AX,i · · · // AX .
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Since ψn,n+1(J̄n) ⊂ J̄n+1, this procedure also gives an inductive limit of quo-
tient algebras F = lim(Fn, ψ

q
n,n+1), where Fn = AX,n/J̄n. Evidently, F is an AF

algebra with K0(F ) = H/Tor(H). (Note that ψqn,n+1 = ϕ̄qn,n+1 : Fn → Fn+1.)
Since ϕn,n+1(In) ⊂ In+1, ϕn,n+1(Jn) ⊂ Jn+1, {πI,n} and {πJ,n} induce the quo-
tient maps πI : A→ AX and πJ : A→ AC , respectively. Moreover, {πeX,n} and
{πeC,n} induce the quotient maps πeX : AX → F, and πeC : AC → F, respectively.
Finally, πeA = πeX ◦ πI = πeC ◦ πJ : A→ F , and this map is induced by {πeAn}.

Combining 13.34 and 13.36, we have the following theorem which will be used
to conclude that the algebra A (which will be constructed later) has the property
that A⊗ U is in B0.

Theorem 13.38. Suppose that 1 < m ≤ min{(c11 − 13)/13, c12 − 1, c13 −
1, ..., c1pn − 1}. Let ψ : AX,n → A1

X,n+1 be the composition

AX,n
ψn,n+1

// AX,n+1

π1

// A1
X,n+1,

where π1 is the quotient map to the first block. Let Λ : A1
X,n+1 → Mm(A1

X,n+1)
be the amplification defined by Λ(a) = a ⊗ 1m. There is a projection R ∈
Mm(A1

X,n+1) = A1
X,n+1 ⊗Mm and there is a unital inclusion homomorphism

ι : Mm−1(F 1
n+1) = F 1

n+1 ⊗Mm−1 ↪→ RMm(A1
X,n+1)R, satisfying the following

three conditions:
(i) R commutes with Λ(ψ(AX,n)), and

(ii) R(x0
n+1) = 1F 1

n+1
⊗
(
1m−1 0

0 0

)
.

Consequently, the map π : A1
X,n+1 → F 1

n+1 takes RMm(A1
X,n+1)R onto

Mm−1(F 1
n+1) .

Below we will use the same notation π to denote the restriction of π to
RMm(A1

X,n+1)R, whose codomain is Mm−1(F 1
n+1).

(iii) π ◦ ι = id |Mm−1(F 1
n+1), and R(Λ(ψ(AX,n)))R ⊂ range(ι).

Proof. ChooseR =
⊕pn

i=1R
i ∈Mm(A1

X,n+1), whereR1 ∈Mm(Q1A
1
X,n+1Q1)

is as described in Lemma 13.36 and Ri ∈ Mm(QiA
1
X,n+1Qi) (for i ≥ 2) is as

described in Lemma 13.34. Then the theorem follows. �

Theorem 13.39. Let (H,H+, u) be as in 13.25 and 13.26. Then

((K0(AX),K0(AX)+, [1AX ]),K1(AX)) ∼= ((H,H+, u),K).

Proof. Note that ψn,n+1 satisfies (1) in 13.32, and, consequently,

((K0(AX),K0(AX)+, [1AX ]),K1(AX)) ∼= ((H,H+, u),K, ).

�
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Let πeX,n : AX,n → Fn be as in 13.29. Then (πeX,n)] : Aff(T (AX,n)) =

C(Xn,R) ⊕ Rpn−1 → Aff(T (Fn)) = Rpn is given by (πeX,n)](g, h2, h3, ..., hpn) =
(g(θ1), h2, h3, ..., hpn). Define Γn : Aff(T (Fn)) = Rpn → Aff(T (AX,n)) = C(Xn,R)⊕
Rpn−1 to be the right inverse of (πeX,n)], given by

Γn(h1, h2, h3, ..., hpn) = (g, h2, h3, ..., hpn)

with g the constant function g(x) = h1 for all x ∈ Xn. Then with the condition
cij > 13 · 22n, we have the following lemma:

Lemma 13.40. For any f ∈ Aff(T (AX,n)) with ‖f‖ ≤ 1 and f ′:=ψ]n,n+1(f) ∈
Aff(T (AX,n+1)), we have

‖Γn+1 ◦ (πeX,n+1)](f ′)− f ′‖ < 2

22n
.

Proof. Write f = (g, h2, ..., hpn) and f ′ = (g′, h′2, ..., h
′
pn+1

). Then Γn+1 ◦
(πeX,n+1)](f ′) = (g′′, h′2, ..., h

′
pn+1

) with

g′′(x) = g′(x0
n+1) for all x ∈ Xn+1.(e 13.51)

Recall that ψi,1n,n+1 is denoted by ψi : AX,n → QiA
1
X,n+1Qi and ψ1 = ψ1 + ψ2

with ψ1 : A1
X,n → Q′A1

X,n+1Q
′, and ψ2 : A1

X,n → Q̃A1
X,n+1Q̃ as in 13.33 and

13.35. Note that

rank(Qi)

rank(Pn+1)
=

ci,1∑pn
j=1 cj,1

,
rank(Q′)

rank(Pn+1)
=

c1,1 − 13∑pn
j=1 cj,1

,

and
rank(Q̃)

rank(Pn+1)
=

13∑pn
j=1 cj,1

.

Hence

g′ =
c1,1 − 13∑pn
j=1 cj,1

ψ]1(g) +
13∑pn
j=1 cj,1

ψ]2(g) +

pn∑
i=2

ci,1∑pn
j=1 cj,1

(ψi)](hi).

Also from the construction in 13.33 and 13.35, we know that ψ]1(g) and (ψi)](hi)
(i ≥ 2) are constant. So we have

|g′(x)− g′(x0
n+1)| ≤ 2× 13∑pn

j=1 cj,1
<

2

22n
.

Then the lemma follows from from (e 13.51). �
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Using Lemma 13.40 one can actually prove (see the proof of 13.42) that
((K0(AX),K0(AX)+, [1AX ]),K1(AX), T (AX), rAX ) is isomorphic to
((H,H+, u),K,∆, r).

13.41. We will also compute the tracial state space for the C∗-algebra A in
13.37.

As in 13.17 (see (e 13.18)), the subspace

Aff(T (An))⊂
ln⊕
i=1

C([0, 1]i,R)⊕ C(Xn,R)⊕ Rpn−1

consists of the elements (f1, f2, ..., fln ; g, h2, ..., hpn) (here we do not need h1,
since it is identified with g(x0

n)) which satisfy the conditions

fi(0) =
1

{n, i}
(
bn0,i1g(x0

n)[n, 1] +

pn∑
j=2

bn0,ijhj · [n, j]
)

(e 13.52)

and

fi(1) =
1

{n, i}
(
bn1,i1g(x0

n)[n, 1] +

pn∑
j=2

bn1,ijhj · [n, j].(e 13.53)

For h = (h1, h2, ..., hpn) ∈ Aff T (Fn), let Γ′n(h)(t) = t ·β]n,1(h)+(1−t) ·β]n,0(h)

(see 13.18 and 13.19), which gives an element C([0, 1],Rln) =
⊕ln

i=1 C([0, 1]i,R).
Let

Γn : Aff(T (Fn)) = Rpn → Aff(T (An)) ⊂
ln⊕
j=1

C([0, 1]j ,R)⊕ C(Xn,R)⊕ Rpn−1

be defined by Γn(h1, h2, ..., hpn) = (Γ′n(h1, h2, ..., hpn), g, h2, ..., hpn) ∈ Aff(T (An)),
where g ∈ C(Xn,R) is the constant function g(x) = h1.

Now we are ready to show that the Elliott invariant of A is as desired.

Theorem 13.42. Let A be as constructed. Then(
(K0(A),K0(A)+, [1A]), K1(A), T (A), r

A

) ∼= ((G,G+, u), K,∆, r
)
.

Proof. Claim: For any f ∈ Aff(T (An)) with ‖f‖ ≤ 1 and f ′:=ϕ]n,n+1(f) ∈
Aff(T (An+1)), we have

‖Γn+1 ◦ πe ]An+1
(f ′)− f ′‖ < 4

22n
,

where (πeAn+1
)] : Aff(T (An+1))→ Aff(T (Fn+1)) is induced by πeAn+1

(see 13.29).
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Proof of the claim: For any n ∈ Z+, write

Γn = Γ1
n ◦ Γ2

n : Aff(T (Fn))
Γ2
n
// Aff(T (AX,n))

Γ1
n
// Aff(T (An))

with Γ2
n : Aff(T (Fn)) = Rpn → Aff(T (AX,n)) = C(Xn,R)⊕ Rpn−1 defined by

Γ2
n(h1, h2, ..., hpn) = (g, h2, ..., hpn),

where g is the constant function g(x) = h1, and with Γ1
n : Aff(T (AX,n)) =

C(Xn,R)⊕ Rpn−1 → Aff(T (An)) defined by

Γ1
n(g, h2, ..., hpn) = (Γ′n(g(x0

n), h2, ..., hpn), g, h2, ..., hpn).

Define Γn,C : Aff(T (Fn))→ Aff(T (AC,n)) by

Γn,C(h1, h2, ..., hpn) = (Γ′n(h1, h2, ..., hpn), h1, h2, ..., hpn).

Note also πe ]An = πe ]X,n ◦ π
e ]
I,n (see 13.29).

One has, for any (f, g, h2, h3, ..., hpn) ∈ Aff(T (An)),

π]J,n ◦ Γ1
n ◦ π

]
I,n(f, g, h2, h3, ..., hpn) = π]J,n ◦ Γ1

n(g, h2, ..., hpn)

= π]J,n ◦ (Γ′n(g(x0
n), h2, ..., hpn), g, h2, ..., hpn)

= (Γ′n(g(x0
n), h2, ..., hpn), g(x0

n), h2, ..., hpn) = Γn,C(g(x0
n), h2, ..., hpn)

= Γn,C ◦ πe ]C,n(f, g(x0
n), h2, h3, ..., hpn) = Γn,C ◦ πe ]C,n ◦ πJ,n(f, g, h2, ..., hpn).

In other words, for all n ∈ Z+,

π ]
J,n+1 ◦ Γ1

n+1 ◦ π
]
I,n+1 = Γn+1,C ◦ π ]

C,n+1 ◦ π
]
J,n+1.(e 13.54)

One also checks that

π ]
I,n+1 ◦ Γ1

n+1 ◦ π
]
I,n+1 = π ]

I,n+1.(e 13.55)

For any f ∈ Aff(T (An)) with ‖f‖ ≤ 1, write f1 = π]I,n(f), f ′ = ϕ]n,n+1(f)

and f ′1 = ψ]n,n+1(f1). By the condition cij > 13 · 22n and the claim in the proof
of Theorem 13.39, we have

‖Γ2
n+1 ◦ π

e ]
X,n+1(f ′1)− f ′1‖ <

2

22n
.(e 13.56)
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Using condition (♦♦), applying Lemma 13.19 to the map AC,n → AC,n+1 as
Cn → Cn+1 (note that Γn,C is the same as Γn in 13.18 and ϕ̄n,n+1 : AC,n →
AC,n+1 is the same as ϕn,n+1 : Cn → Cn+1), one has

‖Γn+1,C ◦ πe ]C,n+1 ◦ ϕ̄
]
n,n+1(π]J,n(f))− ϕ̄ ]

n,n+1(π ]
J,n(f))‖ < 2

22n
.(e 13.57)

Note that ϕ̄ ]
n,n+1 ◦ π

]
J,n = π ]

J,n+1 ◦ ϕ
]
n,n+1. By (e 13.54),

‖π ]
J,n+1 ◦ Γ1

n+1 ◦ π
]
I,n+1(f ′)− π ]

J,n+1(f ′)‖ < 2

22n
.(e 13.58)

Combining this with (e 13.55), we have(
Γ1
n+1 ◦ π

]
I,n+1(f ′)− f ′

)
|T (AX,n+1) = 0

and

‖
(

Γ1
n+1 ◦ π

]
I,n+1(f ′)− f ′

)
|T (AC,n+1)‖ <

2

22n
.

Recall that Sp(AX,n+1) ∪ Sp(AC,n+1) = Sp(An+1) (see (e 13.36)). By Lemma
2.16 of [66], we know that any extreme trace of An+1 is induced by either an
extreme trace of AX,n+1 or an extreme trace of AC,n+1. It follows that

(e 13.59) ‖Γ1
n+1 ◦ π

]
I,n+1(f ′)− f ′‖ < 2

22n
.

Consequently (applying (e 13.56) and (e 13.59)), we obtain

‖Γn+1 ◦ πe ]An+1
(f ′)− f ′‖ = ‖Γ1

n+1 ◦ Γ2
n+1 ◦ π

e ]
X,n+1 ◦ π

]
I,n+1(f ′)− f ′‖

= ‖Γ1
n+1 ◦ Γ2

n+1 ◦ π
e ]
X,n+1 ◦ ψ

]
n,n+1 ◦ π

]
I,n(f)− f ′‖

= ‖Γ1
n+1 ◦ Γ2

n+1 ◦ π
]
X,n+1 ◦ ψ

]
n,n+1(f1)− f ′‖ = ‖Γ1

n+1 ◦ Γ2
n+1 ◦ π

e ]
X,n+1(f ′1)− f ′‖

< ‖Γ1
n+1(f ′1)− f ′‖+

2

22n
(by (e 13.56))

= ‖Γ1
n+1 ◦ ψ

]
n,n+1 ◦ π

]
I,n(f)− f ′‖+

2

22n

= ‖Γ1
n+1 ◦ (πI,n+1)] ◦ ϕ]n,n+1(f)− f ′‖+

2

22n

= ‖Γ1
n+1 ◦ (πI,n+1)](f ′)− f ′‖+

2

22n
<

2

22n
+

2

22n
.

This proves the claim.
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Using the claim, one obtains the following approximate intertwining diagram:

Aff(T (A1))

πe ]A1

��

ϕ]1,2
// Aff(T (A2))

ϕ]2,3
//

πe ]A2

��

Aff(T (A3)) //

πe ]A3

��

· · ·Aff(T (A))

Aff(T (F1))
ψq,]1,2

//

Γ1

SS

Aff(T (F2))
ψq,]2,3

//

Γ2

SS

Aff(T (F3)) //

Γ3

SS

· · ·Aff(T (F )).

Recall that πeA = πeX◦ϕI = πeC◦πJ : A→ F is induced by {πeAn}. Thus, the above

approximately intertwining diagram shows that πe ]A : Aff(T (A))→ Aff(T (F )) is
an isometric isomorphism of Banach spaces which also preserves the order and
the inverse also preserves the order. By 2.2, this implies the inverse (πe ]A )−1

induces an affine homeomorphism from ∆ onto T (A). Note that we also have

πe ]A ◦ ρA = ρF ◦ (πeA)∗0.(e 13.60)

By 13.37, (πeA)∗0 = πG,H/Tor(H). Therefore πe ]A ◦ ρA = ρ : G → Aff(∆) is given

by the part (2) of Remark 13.10. It then follows from the fact that πe ]A is an
affine homeomorphism that(

(K0(A),K0(A)+, [1A]), K1(A), T (A), r
A

) ∼= ((G,G+, u), K,∆, r
)
.

�

13.43. The algebra A of 13.37 and 13.41 is not simple, and so we need to
modify the homomorphisms ϕn,n+1 to make the limit algebra simple. Let us
emphasize that every homomorphism ϕ : An → An+1 is completely determined
by ϕx = πx ◦ ϕ for each x ∈ Sp(An+1), where the map πx : An+1 → An+1|x is
the corresponding irreducible representation.

Note that from the definition of ϕ : An → An+1 and from the assumption
that cij > 13 for each entry of c = (cij), we know that for any x ∈ Sp(An+1),

Sp(ϕn,n+1|x) ⊃ Sp(Fn) = (θn,1, θn,1, ..., θn,pn).(e 13.61)

(See 13.2 and 13.1 for notation.)
To make the limit algebra simple, we will change ϕn,n+1 to ξn,n+1 so that the

set Sp(ξn,m|x) is sufficiently dense in Sp(An), for any x ∈ Sp(Am), provided m
is large enough.

Write Sp(An) =
⋃ln
j=1(0, 1)n,j ∪ Xn ∪ Sn, where Sn = Sp(

⊕pn
i=2M[n,i]). Let

0 < d < 1/2 and let Z ⊂ Sp(An) be a subset.
Recall from 13.3 that Z is d-dense in Sp(An) if the following (sufficient)

condition holds: Z∩(0, 1)n,j is d-dense in (0, 1)n,j with the usual metric, Z∩Xn

is d-dense in Xn with a given metric of Xn, and Sp(Fn) ⊂ Z.
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For each fixed n, let {Fn,k : 1 ≤ k < ∞} be an increasing sequence of finite
subsets of the unit ball of An such that

⋃∞
k=1Fn,k is dense in the unit ball of

An. Fix a sequence of positive numbers η1 > η2 > · · · > ηn · · · > 1 such that∏∞
n=1 ηn < 2. Now we will change ϕn,n+1 to a unital injectve homomorphism

ξn,n+1 : An → An+1 satisfying:

(i) (ξn,n+1)∗i = (ϕn,n+1)∗i.

(ii) ‖ϕ]n,n+1(f̂)) − ξ]n,n+1(f̂))‖ ≤ 1
22n−2 for all f ∈ Gn, where f̂ ∈ Aff T (An)

is defined by f̂(τ) = τ(f), G1 = F1,1, Gk = Fk,k ∪ (
⋃k−1
i=1 ϕi,k(Fi,k∪Gi)) ∪

(
⋃k−1
i=1 ξi,k(Fi,k∪Gi)), k = 2, 3, ..., n.
(iii) for any y ∈ Sp(AX,n+1) (⊂ Sp(An+1)), Sp(ξn,n+1|y) ⊃ Sp(ϕn,n+1|y);

and for any y ∈ Sp(An+1), Sp(ξn,n+1|y) ⊃ Sp(Fn).
(iv) For any δ > 0 and any finite subset S⊂ Sp(AC,n+1) ⊂ Sp(An+1), if S ⊃

Sp(Fn+1) and S is d-dense in Sp(AC,n+1), then
(⋃

s∈SSp(ξn,n+1|s)
)
∩ Sp(AC,n)

is ηnδ-dense in Sp(AC,n).
(v) Yn ∪ Tn∪Sp(Fn) ⊂ Sp(ξn,n+1|θn+1,2

) (see 13.31 for Yn and Tn) and con-
sequently, Sp(ξn,n+1|θn+1,2) is 1/n - dense in Sp(An), where

θn+1,2 ∈ Sp(F 2
n+1)⊂Sp(Fn+1) = {θn+1,1, θn+1,2, ..., θn+1,pn+1

}

is the second point of {θn+1,1, θn+1,2, ..., θn+1,pn+1
} (note that θn+1,1 is identified

with the base point x0
n+1 of [x0

n+1, x
0
n+1 + 1] ∨X ′n+1 = Xn+1 = Sp(A1

X,n), and
we do not want to modify this one).

(vi) For any x ∈ Sp(AX,n+1) satisfying x 6= θn+1,2,

(e 13.62) ϕn,n+1|x = ξn,n+1|x.

In particular we have, (vi’) ϕn,n+1|Sp(A1
X,n+1) = ξn,n+1|Sp(A1

X,n+1), or equiva-

lently, for any x ∈ Xn+1 = Sp(A1
X,n+1),

(e 13.63) ϕn,n+1|x = ξn,n+1|x.

Moreover, we have the following remarks:
(vii) Suppose that (iii) holds, for n = 1, 2, ..., k. Let i < k. For any y ∈

Sp(AX,k+1), we have Sp(ξi,k+1|y)⊃ Sp(ϕi,k+1|y). Furthermore,
Sp(Fi) ⊂ SP (ξi,k+1|y) for all y ∈ Sp(Ak+1).

The proof of (vii): We will prove it by reverse induction. From the assumption
that (iii) holds for n = k, we know that both conclusions above are true for
i = k. Let us assume both conclusions hold for i = j ≤ k (and j ≥ 2), i.e., for
any y ∈ Sp(AX,k+1), Sp(ξj,k+1|y) ⊃ Sp(ϕj,k+1|y); and for any y ∈ Sp(Ak+1),
Sp(Fj) ⊂ Sp(ξj,k+1|y). We will prove both conclusions for i = j − 1. Assume
that y ∈ Sp(Ak+1). Choose any z0 ∈ Sp(Fj) ⊂ Sp(ξj,k+1|y) (the inclusion is
true by the induction assumption). By the second part of (iii) for n = j − 1, we
have Sp(Fj−1) ⊂ Sp(ξj−1,j |z0), and consequently Sp(Fj−1) ⊂ Sp(ξj−1,j |z0) ⊂⋃
z∈Sp(ξj,k+1|y) Sp(ξj−1,j |z) = Sp(ξj−1,k+1|y). That is, the second part of (vii) is

true for i = j − 1.
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For the first statement of the claim for i = j − 1, let y ∈ Sp(AX,k+1). By the
induction assumption,

Sp(ξj,k+1|y) ⊃ Sp(ϕj,k+1|y).(e 13.64)

Hence we have

Sp(ϕj−1,k+1|y) =
⋃

z∈Sp(ϕj,k+1|y)
Sp(ϕj−1,j |z)

⊂
⋃

z∈Sp(ϕj,k+1|y)
Sp(ξj−1,j |z) (by (e 13.43) and by (iii) for n = j − 1)

⊂
⋃

z∈Sp(ξj,k+1|y)
Sp(ξj−1,j |z) (by (e 13.64))

= Sp(ξj−1,k+1|y).

(viii) Suppose that (iii) holds, for n = 1, 2, ..., k. Let i < k. Then( ⋃
y∈Yn

Sp(ξi,n|y)
)
∩Xi

is 1/n-dense in Xi for all 0 < i ≤ n (see the construction of Yn from 13.31).
Furthermore,

(⋃
y∈Yn∪Sp(Fn) SP (ξi,n|y)

)
∩ Sp(AX,i) is 1/n-dense in Sp(AX,i).

Note that
⋃
y∈Yn Sp(ϕi,n|y) ∩Xi is 1/n-dense in Xi, and

⋃
y∈Yn∪Sp(Fn)

Sp(ϕi,n|y)(⊂ Sp(AX,i)) is 1/n-dense in Sp(AX,i). So (viii) follows from (vii).
(ix) Suppose that (iii), (iv), (v), and (viii) hold for n = 1, 2, ..., k. Then, for

any 1 ≤ i ≤ k,

Sp(ξi,k+1|θk+1,2
) contains Sp(Fi) and is 2/k - dense in Sp(Ai).

The proof of (ix): First note that, by (v) (holds for 1 ≤ n ≤ k), Yk∪Tk∪Sp(Fk) ⊂
Sp(ξk,k+1|θk+1,2

). It follows that Sp(ξk,k+1|θk+1,2
) is 1/k-dense in Sp(Ak). That

is, the statement holds for i = k as 1/k-dense implies 2/k-dense. By (viii),(⋃
y∈Yk∪Sp(Fk) Sp(ξi,k|y)

)
∩ Sp(AX,i) is 1/k-dense in Sp(AX,i). Hence

Sp(ξi,k+1|θk+1,2
) ∩ Sp(AX,i)(e 13.65) ⊃ ⋃

y∈Yk∪Sp(Fk)

Sp(ξi,k|y) ∩ Sp(AX,i)

 is 1/k-dense in Sp(AX,i).

From the fact that Tk∪Sp(Fk) is 1/k-dense in Sp(AC,k) (see the construction of
Tk in 13.31), by applying (iv) to S = Tk ∪ Sp(Fk) ⊂ Sp(AC,k) (and (iii), respec-
tively), we know that

(⋃
s∈Tk∪Sp(Fk) Sp(ξk−1,k|s)

)
∩Sp(AC,k−1) is ηk−1/k-dense

in Sp(AC,k−1) (and contains Sp(Fk−1), respectively). Hence Sp(ξk−1,k+1|θk+1,2
))∩
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Sp(AC,k−1) is ηk−1/k-dense in Sp(AC,k−1). Now applying (iv) to S′ =
(
∪t∈Tk∪Sp(Fk)

Sp(ξk−1,k|t)
)
∩ Sp(AC,k−1), we have

(⋃
s∈S′ Sp(ξk−2,k−1|s)

)
∩ Sp(AC,k−1) is

(ηk−2ηk−1)/k-dense in Sp(AC,k−2). Since S′ ⊂ Sp(ξk−1,k+1|θk+1,2
))∩Sp(AC,k−1),

Sp(ξk−2,k+1|θk+1,2
)) ∩ Sp(AC,k−2) is (ηk−2ηk−1)/k-dense in Sp(AC,k−2). Sim-

ilarly, by induction (reversely), one gets that Sp(ξi,k+1|θk+1,2
)) ∩ Sp(AC,i) is

(ηi · · · ηk−2ηk−1)/k-dense in Sp(AC,i). Note that
∏k−1
n=i ηn ≤

∏∞
n=1 ηn < 2. So

Sp(ξi,k+1|θk+1,2
))∩Sp(AC,i) is 2/k-dense in Sp(AC,i). Combining with (e 13.65),

we get the desired conclusion.
(x): Suppose that ϕn,n+1 are constructed which satisfy (i)–(vi) for n =

1, 2, ..., k + 2. For i < k, then, for any y ∈ Sp(Ak+2), we have

Sp(ξi,k+2|y) is 2/k−dense in Sp(Ai).(e 13.66)

To see this, we note, by (iii), θk+1,2 ∈Sp(Fk+1) ⊂ Sp(ξk+1,k+2|y) for any y ∈
Sp(Ak+2). Therefore Sp(ξi,k+2|y) ⊃ Sp(ξi,k+1|θk+1,2

). Combining this with (ix),
we obtain (x).

Property (vi’) will be used (together with 13.38) to prove that the limit algebra
A has the property that A⊗ U ∈ B0 for any UHF-algebra U .

13.44. Suppose that we have constructed the finite sequence

A1

ξ1,2
// A2

ξ2,3
// · · ·

ξn−1,n

// An,

in such a way that for every i ≤ n−1, ξi,i+1 satisfies conditions (i) – (vi) (with i
in place of n) in 13.43. We will construct the map ξn,n+1 : An → An+1. Write

An =
{

(f, g) ∈ C([0, 1], En)⊕AX,n; f(0) = βn,0(πeX,n(g)), f(1) = βn,1(πeX,n(g))
}

with

AX,n = PnM∞(C(Xn))Pn ⊕
pn⊕
i=2

M[n,i],

where rank(Pn) = [n, 1] (recall that πeX,n : AX,n → Fn is from 13.29).

Also recall that we denote t ∈ (0, 1)n,j⊂Sp
(
C([0, 1], Ejn)

)
by tn,j to distin-

guish the spectra from different direct summands of C([0, 1], En), and we denote
0 ∈ [0, 1]n,j by 0n,j , and 1 ∈ [0, 1]n,j by 1n,j . Note that 0n,j and 1n,j do not
correspond to single irreducible representations. In fact, 0n,j corresponds to the
direct sum of irreducible representations for the set{

θ
∼bn0,j1
n,1 , θ

∼bn0,j2
n,2 , ..., θ

∼bn0,jpn
n,pn

}
,

and 1n,j corresponds to the set{
θ
∼bn1,j1
n,1 , θ

∼bn1,j2
n,2 , ..., θ

∼bn1,jpn
n,pn

}
.
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Again recall from 13.31, Tn⊂Sp(An) is defined by

T =

{
(
k

n
)n,j ; j = 1, 2, ..., ln; k = 1, 2, ..., n− 1

}
.

Recall that in the condition (♦♦)1, Ln = ln · (n − 1) + Ln,Y = #(Tn ∪ Yn)
and M = max{bn0,ij : i = 1, 2, ..., pn; j = 1, 2, ..., ln}, where we write Yn =
{y1, y2, ..., yLn,Y } ⊂ Xn.

13.45. First we define a unital homomorphism, ξX : An → AX,n+1. Denote,
only in this subsection, by Π′ : AX,n+1 →

⊕
i6=2A

i
X,n+1(= A1

X,n+1 ⊕
⊕pn+1

i=3 F in+1)

and Π(2) : AX,n+1 → A2
X,n+1(= F 2

n+1) the quotient maps. Define ξ′X : An →⊕
i6=2A

i
X,n+1 by ξ′X = Π′ ◦ ◦πI,n+1 ◦ϕn,n+1. We note that, for a ∈ An such that

π1
X,n(a) 6= 0, by the definition of ψn,n+1, ξ

′
X(a) 6= 0.

Note that, by (a) of 13.31, ϕn,n+1(In + Jn) ⊂ In+1 + Jn+1. Therefore,

SP (ϕn,n+1|θn+1,2) =
{
θ∼c21n,1 , θ∼c22n,2 , ..., θ

∼c2pn
n,pn

}
.(e 13.67)

(Here cjk means cn,n+1
jk .) Let Yn = {y1, y2, ..., yLn,Y } be as in 13.31. Since Xn

is path connected, for each i, there is a continuous simple path {yi(s) : s ∈
[0, 1]} ⊂ Xn such that yi(0) = yi and yi(1) = x0

n. Note that Pn(yi)M∞Pn(yi)
can be identified with M[n,1] = F 1

n . We will also identify Pn(yi(s))M∞Pn(yi(s))
with M[n,1] = Pn(x0

n)M∞Pn(x0
n) = An|θn,1 = F 1

n—such an identification could
be chosen to be continuously depending on s. (Here, we only use the fact that
any projection (or vector bundle) over the interval is trivial to make such an
identification. Since the projection Pn itself may not be trivial, it is possi-
ble that the paths for different yi and yj (i 6= j) may intersect at yi(s1) =
yj(s2) and we may use a different identification of Pn(yi(s1))M∞Pn(yi(s2)) =
Pn(yj(s2))M∞Pn(yj(s2)) with M[n,1] for i and j.) When we talk about f(yi(s))
later, we will consider it to be an element of M[n,1] (rather than of Pn(yi(s))
M∞Pn(yi(s))). Define (recall πI,n : An → AX,n is the quotient map)

ΩY,s(f) = diag(πI,n(f)(y1(s)), ..., πI,n(f)(y
Ln,Y

(s)) ∈MLn,Y [n,1]

for all f ∈ An and s ∈ [0, 1]. Note that ΩY,s(1An) = 1
MLn,Y [n,1]

is independent

of s and that ΩY,1(f) = (θ
∼Ln,Y
n,1 )(f) for all f ∈ An.

For each (hn )n,j ∈ Tn, where 1 ≤ h ≤ n − 1 (see 13.31), there exists also a

continuous path {gn,j,h(s) : s ∈ [0, 1]} ⊂ [0, 1]n,j such that gn,j,h(0) = (hn )n,j
and gn,j,h(1) = 0n,j . Define, for each f ∈ An and s ∈ [0, 1],

ΩI,s(f) =

ln⊕
j=1

diag(πI,n(f)(gn,j,1(s)), πI,n(f)(gn,j,2(s)), ..., πI,n(f)(gn,j,n−1(s)))

∈M∑ln
j=1(n−1){n,j}.
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(Recall that {n, j} =
∑pn
k=1 b

n
0,jk =

∑pn
k=1 b

n
1,jk is the rank of the representation

of An corresponding to any point t ∈ [0, 1]n,j as Ejn = M{n,j}.) Note that
ΩI,s(1An) ∈M∑ln

j=1(n−1){n,j} is independent of s. Then

ΩI,0(f) =

ln⊕
j=1

diag(πI,n(f)((
1

n
)n,j , πI,n(f)(

2

n
)n,j , ..., πI,n(f)((

(n− 1)

n
)n,j)),

and, as 0n,j =
{
θ
∼bn0,j1
n,1 , θ

∼bn0,j2
n,2 , ..., θ

∼bn0,jpn
n,pn

}
,

SP (ΩI,1) =
{
θ∼b1n,1 , θ

∼b2
n,2 , ..., θ

∼bpn
n,pn

}
,

where bk = (n− 1)(
∑ln
j=1 b

n
n,jk), k = 1, 2, ..., pn. Put

a1 = c21 − Ln,Y −

 ln∑
j=1

bn0,j1

 (n− 1),

ak = c2k −

 ln∑
j=1

bn0,jk

 (n− 1), k = 2, 3, ..., pn.

Let ξ′X,s be the finite dimensional representation of An defined by, for each
f ∈ A and s ∈ [0, 1],

ξ′X,s(f) = diag(θ∼a1n,1 (f), θ∼a2n,2 (f), ..., θ
∼apn
n,pn (f))(e 13.68)

⊕ΩX,s(f)⊕ ΩI,s(f).

In particular,

SP (ξ′X,0) =
{
θ∼a1n,1 , θ

∼a2
n,2 , ..., θ

∼apn
n,pn

}
∪ Tn ∪ Yn, and(e 13.69)

SP (ξ′X,1) =
{
θ∼c21n,1 , θ∼c22n,2 , ..., θ

∼c2pn
n,pn

}
= SP (ϕn,n+1|θn+1,2).(e 13.70)

Since ξ′X,0 is homotopic to ξ′X,1, and ξ′X,s(1An) = ξ′X,1(1An) for all s ∈ [0, 1], up
to unitary equivalence, we may view {ξ′X,s : s ∈ [0, 1]} as a continuous path of

unital homomorphisms from An into A2
X,n+1 = F 2

n+1. View

eu := diag(θ∼a1n,1 (1An), θ∼a2n,2 (1An), ..., θ
∼apn
n,pn (1An)) and(e 13.71)

ec := ΩY,s(1An)⊕ ΩI,s(1An)(e 13.72)

as two projections in F 2
n+1, which do not depend on s. From (♦♦)1 of 13.31, we

know that

ai ≥
22n − 1

22n
c2i.(e 13.73)
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Then, for the tracial state τ of F 2
n+1,

τ(ec) < 1/22n and τ(eu) > 1− (1/22n).(e 13.74)

Define ξX,s : An → AX,n+1 by ξX,s = (ξ′X ⊕ ξ′X,s). By replacing ξX,s by AdU ◦
ξX,s for a suitable unitary path Us= ⊕U js ∈ ⊕A

j
X,n+1 (with U js = 1 if j 6= 2), we

may assume that

ξX,1 = πI,n+1 ◦ ϕn,n+1.(e 13.75)

Since U js = 1 for j 6= 2, from the definition of ξ′X , we get ξX,s|x = ϕn,n+1|x for
all x ∈ Sp(AX,n+1) with x 6= θn+1,2. It follows that

ξX,1(f)− ξX,s(f) = ec(ξX,1(f)− ξX,s(f))(e 13.76)

for all s ∈ [0, 1] and f ∈ An. Define ξX := ξX,0. Therefore ξX is homotopic to
πI,n+1 ◦ ϕn,n+1 and ξX |x = ϕn,n+1|x for all x ∈ Sp(AX,n+1) with x 6= θn+1,2.
Since ξX is homotopic to πI,n ◦ϕn,n+1, (ξX)∗i = (πI,n ◦ϕn,n+1)∗i, i = 0, 1. From
(e 13.76) and (e 13.74), we also have

|τ(πI,n+1 ◦ ϕn,n+1(f))− τ(ξX(f))|(e 13.77)

< τ(ec)‖f‖ ≤(1/22n−1)‖f‖ for all τ ∈ T (AX,n+1).

From the first paragraph of this section and by (e 13.68), if a ∈ An \ In, then
ξ′X(a) 6= 0.

13.46. In 13.45, we have defined a unital homomorphism ξX : An →
AX,n+1. In this subsection, we define the map ξn,n+1. We first define a unital
homomorphism ξE : An → C([0, 1], En+1). Define

ξE |0n+1,j
= πj ◦ βn+1,0 ◦ πeX,n+1 ◦ ξX : An → Ejn+1 and(e 13.78)

ξ|E |1n+1,j
= πj ◦ βn+1,1 ◦ πeX,n+1 ◦ ξX : An → Ejn+1,(e 13.79)

where πj : En+1 → Ejn+1. Now we need to connect ξE |0n+1,j and ξE |1n+1,j to
obtain ξE .

Fix a finite subset Gn ⊂ An in (ii) of 13.43, There is δ > 0 such that

‖ϕ̄n,n+1 ◦ πJ,n(f)(s)(e 13.80)

−ϕ̄n,n+1 ◦ πJ,n(f)(s′)‖ < 1/22n+1 for all f ∈ Gn,

provided |s − s′| < 3δ and s, s′ ∈ [0, 1], and such that 1/(1− 2δ) < ηn. Let
h0(t) = t/δ for t ∈ [0, δ], hz(t) = (t − δ)/(1 − 2δ) for t ∈ [δ, 1 − δ] and h1(t) =
(1− t)/δ for t ∈ [1− δ, 1]. Define, for each f ∈ An,

ξE(f)|[0,δ]n+1,j
(t)(e 13.81)

= πj ◦ βn+1,0 ◦ πeX,n+1 ◦ ξX,h0(t)(f) for all t ∈ [0, δ],
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ξE(f)|(δ,1−δ]n+1,j
(t)(e 13.82)

= (πj ◦ ϕ̄n,n+1 ◦ πJ,n(f))(hz(t)) for all t ∈ (δ, 1− δ] and

ξE(f)|(1−δ,1]n+1,j
(t)(e 13.83)

= πj ◦ βn+1,1 ◦ πeX,n+1 ◦ ξX,h1(t)(f) for all t ∈ (1− δ, 1],

where ϕ̄n,n+1 : AC,n → AC,n+1 ⊂ C([0, 1], En+1) is the injective homomorphism
given by 13.37. In particular, using the fact that ϕn,n+1 is a map from An to
An+1, and (e 13.75) (note that h0(δ) = 1 = h1(1− δ)), for all f ∈ An, we have

πj ◦ ϕ̄n,n+1 ◦ πJ,n(f)(hz(δ))(e 13.84)

= (πj ◦ ϕ̄n,n+1 ◦ πJ,n(f))(0)

= πj ◦ βn+1,0 ◦ πeX,n+1 ◦ ϕn,n+1(f)

= πj ◦ βn+1,0 ◦ πeX,n+1 ◦ ξX,h0(δ)(f), and

(πj ◦ ϕ̄n,n+1 ◦ πJ,n(f))(hz(1− δ)) = (πj ◦ ϕ̄n,n+1 ◦ πJ,n(f))(1)

= πj ◦ βn+1,1 ◦ πeX,n+1 ◦ ϕn,n+1(f)

= πj ◦ βn+1,1 ◦ πeX,n+1 ◦ ξX,h1(1−δ)(f).

Thus, ξE defines a unital homomorphism from An into C([0, 1], En+1) which is
injective on In. Finally, define

ξn,n+1 : An → An+1

= C([0, 1], En+1)⊕βn+1,0◦πeX,n+1,βn+1,1◦πeX,n+1
AX,n+1

by
ξn,n+1(f) = (ξE(f), ξX(f)) for all f ∈ An.

By (e 13.78) and (e 13.79), this is indeed a unital homomorphism from An into
An+1 (see (e 13.41) and (e 13.42)). Since ξE is injective, by the end of 13.45,
ξn,n+1 is injective. Note that, by (the end of) 13.45, (πI,n+1 ◦ ξn,n+1)∗i =
(ξX)∗i = (πeI,n+1◦ϕn,n+1)∗i, i = 0, 1. It follows from part (1) of 13.30 (also see the
last sentence of the proof of part (1)) that (πi,n+1)∗i : Ki(An+1)→ Ki(AX,n+1)
is injective. Therefore (ξn,n+1)∗i = (ϕn,n+1)∗. So (i) of 13.43 holds. We have
already mentioned that ξX |x = ϕn,n+1|x for all x ∈ Sp(AX,n+1) with x 6= θn+1,2

in 13.45, and so (vi) of 13.43 holds. By the presence of the representations
corresponding to Yn, Tn, and Sp(Fn) in (e 13.68), we also see that (v) holds.

For y ∈ Sp(AX,n+1) and y 6= θn+1,2, by (v), Sp(ϕn,n+1|y) = Sp(ξn,n+1|y).
For y = θn+1,2, by (e 13.67), (e 13.68), and (e 13.73), if x ∈ Sp(An) and x ∈
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Sp(ϕn,n+1|y), then x ∈ Sp(ξn,n+1|y).That is, the first part of (iii) of 13.43
holds. Moreover, Sp(Fn) ⊂ Sp(ξn,n+1|y) for all y ∈ SP (AX,n+1). Therefore,
Sp(Fn) ⊂ Sp(ξn,n+1|y) for all y ∈ [0, δ)n+1,j ∪ (1 − δ, 1)n+1,j . By (c) of 13.31
and (5) of 13.15, Sp(Fn) ⊂ SP (ϕ̄n,n+1|s) for each s ∈ (0, 1)n+1,j . It follows
from (e 13.84) that Sp(Fn) ⊂ SP (ξn,n+1|s) for all s ∈ [δ, 1 − δ]n+1,j . Therefore,
Sp(Fn) ⊂ SP (ξn,n+1|y) for all y ∈ Sp(An+1). This proves the second part of (iii).

Claim: If a finite subset Z ⊂ (0, 1) is such that Z ∪ {0, 1} is d-dense in [0, 1],
then the finite subset hz(Z ∩ (δ, 1− δ)) ∪ {0, 1} is ηnd-dense in [0, 1]

Proof. Let us order the set Z = {zj}kj=1 as 0 < z1 < z2 < · · · < zk < 1. Then
Z ∪ {0, 1} is d-dense in [0, 1] if and only if

z1 < 2d, 1− zk < 2d, and zj+1 − zj < 2d for all j = 1, 2, · · · , k − 1.

For convenience, let z0 = 0 and zk+1 = 1. Let j1 be the smallest index such that
zj1 > δ and j2 be the largest index such that zj2 < 1− δ. Then Z ∩ (δ, 1− δ) =

{zj}j2j=j1 and the set hz(Z ∩ (δ, 1− dt)) ∪ {0, 1} can be listed as

hz(zj1−1) = 0 < hz(zj1) < hz(zj1+1) < · · · < hz(zj2) < 1 = hz(zj2+1).

The claim follows from the fact that

hz(zj+1)− hz(zj) ≤ (zj+1 − zj)/(1− 2δ) < 2d/(1− 2δ) < 2ηnd.

�

Let us verify that (iv) of 13.43 holds. For any d > 0, let S ⊂ Sp(AC,n+1) be
d-dense in Sp(AC,n+1), and satisfy that S ⊃ Sp(Fn+1) (note that Sp(Fn+1) is
a subset of Sp(AC,n+1)). Let Z = S ∩ (0, 1)n+1,1 and Z0 = S ∩ (δ, 1 − δ)n+1,1.
It follows from the d-density of S in Sp(AC,n+1), regarding Z0 ⊂ Z as sub-
sets of the open interval (0, 1), that Z ∪ {0, 1} is d-dense in [0, 1]. Hence by
the claim, hz(Z0) ∪ {0, 1} is ηnd-dense in [0, 1]. Then, by (c) of 13.31 and
(6) of 13.15 (applied to all indices i0 = 1, 2, · · · ln and j0 = 1), we know that(⋃

z∈h(Z0)Sp(ϕn,n+1|z) ∩ Sp(AC,n)
)
∪ Sp(Fn) is ηnd-dense in Sp(AC,n). By

(e 13.81),
⋃
z∈Z0

Sp(ξn,n+1|z) =
⋃
z∈h(Z0)Sp(ϕn,n+1|z). By (iii) of 13.43, we

know that
⋃
s∈SSp(ξn,n+1|s) ⊃ Sp(Fn) ∪

(⋃
z∈Z0

Sp(ξn,n+1|z)
)
. It follows that⋃

s∈SSp(ξn,n+1|s)∩Sp(AC,n) is ηnd-dense in Sp(AC,n). Hence (iv) of 13.43 hold.
It remains to check (ii) of 13.43 holds. Note that, by 13.45, Sp(ξn,n+1|y) =

Sp(ϕn,n+1|y) for all y ∈ Sp(AjX,n+1) for j 6= 2. Note that, for the tracial state t

of Ejn+1, the map

a 7→ t(πj ◦ βn+1,0(a))

t(πj ◦ βn+1,0(1F 2
n+1

))
for a ∈ F 2

n+1
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is a tracial state of F 2
n+1. It follows from (e 13.74) that

t(πj ◦ βn+1,0(ec))

t(πj ◦ βn+1,0(1F 2
n+1

))
< 1/22n.(e 13.85)

Define e′c,j = πj ◦ βn+1,0(ec)). Then t(e′c) < 1/22n for t ∈ Ejn+1. It follows that,

for each t ∈ [0, δ]n+1,j , and τ ∈ T (Ejn+1) (see also (e 13.76)),

|τ(ξn,n+1(f)(s))− τ(ϕn,n+1(f)(0n+1,j))|(e 13.86)

= |τ(e′c,j((ξn,n+1(f)(s))− ϕn,n+1(f)(0n+1,j)))| < (1/22n−1)‖f‖

for all f ∈ An.

Exactly the same computation shows that, for all s ∈ [1 − δ, 1]n+1,j and for all

τ ∈ T (Ejn+1),

|τ(ξn,n+1(f)(s))− τ(ϕn,n+1(f)(1n+1,j))|(e 13.87)

< (1/22n−1)‖f‖ for all f ∈ An.

Note that |s− hz(s)| ≤ δ < 3δ for all s ∈ [0, 1]. By the choice of δ,

‖ξn,n+1(f)(s)− ϕn,n+1(f)(s)‖(e 13.88)

= ‖(ϕ̄n,n+1 ◦ πJ,n(f))(hz(s))− (ϕ̄n,n+1 ◦ πJ,n(f))(s)‖

< 1/22n+1 for all f ∈ Gn

for all s ∈ [δ, 1− δ]n+1,j . Again, by the choice of δ, we also have, for all f ∈ Gn,

‖ϕn,n+1(f)(s)− ϕn,n+1(f)(0n+1,j)‖(e 13.89)

< 1/22n+1 for all s ∈ [0, δ]n+1,j and

‖ϕn,n+1(f)(s)− ϕn,n+1(f)(1n+1,j)‖(e 13.90)

< 1/22n+1 for all s ∈ [1− δ, 1]n+1,j .

Combining (e 13.86), (e 13.89), (e 13.87), (e 13.90), (e 13.88), and (e 13.77),

‖ξ]n,n+1(f̂)− ϕ]n,n+1(f̂)‖(e 13.91)

< 1/22n−1+1/22n+1 < 1/22n−2 for all f ∈ Gn.

This proves (ii). By induction, this completes the construction of ξn.
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13.47. Let B = lim(An, ξn,n+1). Recall that A = lim(An, ϕn,n+1). By (i) of
13.43, ξn,n+1∗i = ϕn,n+1∗i, i = 0, 1. It follows that

(K0(B),K0(B)+, [1B ],K1(B)) = (K0(A),K0(A)+, [1A],K1(A)).

For each n and σ > 0, choose m > n + 1 with 2/m − 2 < σ. Then, by (x) of
13.43, Sp(ξn,m|x) is 2/(m − 2)-dense in Sp(An) for any x ∈ Sp(Am). It follows
from Proposition 13.5 (see also the end of 13.3) that B is a simple C∗-algebra.

We will show, in fact,

(K0(B),K0(B)+, [1B ],K1(B), T (B), rB)(e 13.92)

= (K0(A),K0(A)+, [1A],K1(A), T (A), rA).

Consider the following non-commutative diagram:

Aff(T (A1))

id]1
��

ϕ]1,2
// Aff(T (A2))

ϕ]2,3
//

id]2
��

Aff(T (A3)) //

id]3
��

· · ·Aff(T (A))

Aff(T (A1))
ξ]1,2
//

ι]1

SS

Aff(T (A2))
ξ]2,3
//

ι]2

SS

Aff(T (A3)) //

ι]3

SS

· · ·Aff(T (B)),

where idk : Ak → Ak and ιk : Ak → Ak are both the identity maps—but we
write them differently as they come from two different systems. Recall that,
for each n, {Fn,k : k ≥ 1} is an increasing sequence of finite subsets of An
whose union is dense in the unit ball of An. Recall also that G1 = F1,1, Gn =

Fn,n∪
⋃n−1
i=1 ϕi,n(Fi,n∪Gi)}∪

⋃n−1
i=1 ξi,n(Fi,n∪Gi). For each i and each x ∈ Ai, and

for each n > i, there exist j > i and y ∈ Fi,j such that ‖x− y‖ < 1/2n+1. Then
‖ϕi,j(x)− ϕi,j(y)‖ < 1/2n+1. Note ϕi,j(y) ∈ Gj , Let n0 = max{j, n}. Denote by

x̂ ∈ Aff(T (Ai)) the function x̂(τ) = τ(x) for all τ ∈ T (Ai). Put z = ϕ]i,n0
(ŷ). By

(ii) of 13.43, for any m > n0,

‖ξ]n0,m ◦ id]n0
(z)− id]m ◦ϕ]n0,m(z)‖ < 1/22n0−2.(e 13.93)

It follows that

‖ξ]n0,m ◦ id]n0
(ϕ]i,n0

(x̂))− id]m ◦ϕ]n0,m(ϕi,n0(x̂))‖ < 1/2n−1.(e 13.94)

By exactly the same reason, for any m > n0,

‖ϕ]n0,m ◦ ι
]
n0

(ξ]i,n0
(x̂))− ι]m ◦ ξ]n0,m(ξ]i,n0

(x̂))‖ < 1/2n−1.(e 13.95)

Note also that id]k and ι]k are isometric isomorphisms. It follows that the non-
commutative diagram above is approximately intertwining, and the sequences
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of maps {id]k} and {ι]k} induce two isometric isomorphisms j : Aff(T (A)) →
Aff T (B)) and ι] : Aff(T (B))→ Aff(T (A)) between the Banach spaces Aff(T (A))
and Aff(T (B)) such that j ◦ ι] = idAff(T (B)) and ι] ◦ j = idAff(T (A)) . Moreover,

since each id]k and ι]k are order preserving, j and ι] are order preserving. It
follows from 2.2 that they induce affine homeomorphisms jT : T (A) → T (B)
and ιT : T (B)→ T (A) such that jT ◦ ιT = idT (B) and ιT ◦ jT = idT (A) .

It remains to show, by identifying K0(B) with K0(A), that ι] ◦ ρB = ρA. Let
x ∈ K0(B). We may assume that there are an integer i ≥ 1 and y ∈ K0(Ai) such
that (ξi,∞)∗0(y) = x. By the approximate intertwining diagram above, there is
an integer k ≥ i such that, for any n > k,

‖ι]n ◦ ξ
]
i,n ◦ ρAi(y)− ϕ]k,n ◦ ι

]
k◦ξ

]
i,k ◦ ρAi(y)‖ < ε.(e 13.96)

Note that ι] ◦ ξ]i,∞(ρAi(y)) = limn→∞ ϕ]n,∞ ◦ ι]n ◦ ξ
]
i,n(ρAi(y)). It follows that

‖ι] ◦ ξ]i,∞ ◦ ρAi(y)− ϕ]k,∞ ◦ ξ
]
i,k ◦ ρAi(y)‖ ≤ ε,(e 13.97)

where we omit ι]k since it is the identity map from Aff T (Ak) to itself. Since
(ξi,k)∗0 = (ϕi,k)∗0, for all k > i,

ϕ]k,∞ ◦ ξ
]
i,k(ρAi(y)) = ϕ]k,∞ ◦ ρAk ◦ (ξi,k)∗0(y)(e 13.98)

= ϕ]k,∞ ◦ ρAk ◦ (ϕi,k)∗0(y)(e 13.99)

= ρA ◦ (ϕi,∞)∗0(y) = ρA(x), and(e 13.100)

ξ]i,∞ ◦ ρAi(y = ρB ◦ (ξi,∞)∗0(y) = ρB(x)(e 13.101)

Therefore,

‖ι] ◦ ρB(x)− ρA(x)‖ ≤ ε(e 13.102)

for any given ε > 0. This shows that ι] ◦ ρB = ρA, and completes the proof.

Corollary 13.48. For any m > 0 and any Ai, there are an integer n ≥ i and
a projection R ∈Mm(An+1) such that the following statements are true:

(1) R commutes with Λ◦ξn,n+1(An), where Λ : An+1 →Mm(An+1) is the am-
plification map sending a to an m×m diagonal matrix: Λ(a) = diag(a, ..., a);

(2) Recall

AC,n+1 = C([0, 1], En+1)⊕βn+1,0,βn+1,1
Fn+1 =A (Fn+1, En+1, βn+1,0, βn+1,1) ,

where βn+1,0, βn+1,1 : Fn+1 → En+1 are as in the definition of An+1 (see
( e 13.33). There is a unital injective homomorphism

ι : Mm−1(AC,n+1) −→ RMm(An+1)R

such that RΛ(ξn,n+1(An))R ⊂ ι(Mm−1(AC,n+1)).
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Proof. Let RX := R ∈ Mm(A1
X,n+1) be as obtained in 13.38 (the defi-

nition is given by combining 13.34 and 13.36) with the property described in
13.38. Let ιX := ι : Mm−1(F 1

n+1) → RXMm(A1
X,n+1)RX be the unital in-

jective homomorphism given by 13.38. Let π1
X : AX,n+1 → A1

X,n+1. Then,

since ϕn,n+1(In) ⊂ In+1, one has π1
X(ϕn,n+1(An)) = π1

X(ψn,n+1(AX,n)). Since
ξn,n+1|Sp(A1

X,n+1) = ϕn,n+1|Sp(A1
X,n+1), one obtains

(i’) RX commutes with (π1
X ⊗ idm) ◦ Λ ◦ ξn,n+1(An).

Moreover, one also has two additional properties
(ii’)

RX(θn+1,1) = 1
F1
n+1

⊗
(
1m−1 0

0 0

)
,(e 13.103)

and consequently the point evaluation πθn+1,1 : Mm(A1
X,n+1)→Mm(F 1

n+1) takes

RXMm(A1
X,n+1)RX to Mm−1(F 1

n+1). Below we will use the same notation

πθn+1,1
to denote the restriction of this map to RXMm(A1

X,n+1)RX , whose

codomain is Mm−1(F 1
n+1).

(iii’) πθn+1,1
◦ ιX = idMm−1(F 1

n+1), and RX(π1
X ⊗ idMm

)(Λ ◦ ξn,n+1(An))RX ⊂
ιX(Mm−1(F 1

n+1)).
One extends the definition ofR as follows. For each x ∈ Sp(An+1)\Sp(A1

X,n+1),
define

R(x) = 1
An+1|x

⊗
(
1m−1 0

0 0

)
.(e 13.104)

Then define R(x) = RX(x) for x ∈ Sp(A1
X,n+1). By checking the boundary,

one easily sees that R ∈ An+1 is a projection. Then, by (i’), (e 13.103), and
(e 13.104), R commutes with Λ(ξn,n+1(An)).

Define ι : Mm−1(AC,n+1)→ RMm(An+1)R by

ι(f, a1, a2, ..., apn+1
) = (f, ιX(a1), a2, ..., apn+1

)(e 13.105)

for f ∈Mm−1(C([0, 1], En+1)) and

(a1, a2, ..., apn) ∈Mm−1(Fn+1) =
⊕pn+1

i=1
Mm−1(F in+1).

By (iii’), πθn+1,1
◦ ιX(a1) = a1. Since (f, a1, a2, ..., apn) ∈ Mm−1(AC,n+1), we

have

f(0) = βn+1,0((a1, a2, ..., apn+1) and(e 13.106)

f(1) = βn+1,1((a1, a2, ..., apn+1
).

Note that

πeX,n+1((ιX(a1), a2, ..., apn+1)

= (πθn+1,1
(ιX(a1)), a2, ..., apn+1

) = (a1, a2, ..., apn+1
).
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Thus,
f(0) = βn+1,0 ◦ πeX,n+1((ι(a1), a2, ..., apn+1

)

and
f(1) = βn+1,1 ◦ πeX,n+1(ι(a1), a2, ..., apn+1

).

Since ιX is unital and injective, one checks that ι just defined is also unital
and injective. In other words, ι maps Mm−1(AC,n+1) to Mm(An+1). Note that
ιX(Mm−1(F 1

n+1)) ⊂ RX(Mm(A1
X,n+1)RX . Then, by (e 13.103) and (e 13.104),

ι(Mm−1(AC,n+1)) ⊂ RMm(An+1)R.
By (iii’),

(π1
X,n+1 ⊗ idMm

)(R(Λ(ξn,n+1(An)))R) ⊂ (π1
X,n+1 ⊗ idMm

)(ι(Mm−1(AC,n+1))).

On the other hand, (πeC,n+1⊗idMm)◦ι = idMm−1(AC,n+1). By (e 13.104), (πJ,n+1⊗
idMm

)(R) = 1Mm−1(AC,n+1). It follows that

(πJ,n+1 ⊗ idMm
)(R(Λ(ξn,n+1(An))R)) ⊂Mm−1(AC,n+1)

= (πJ,n+1 ⊗ idMm
)(ι(Mm−1(AC,n+1))).

Since (kerπ1
X,n+1 ⊗ idMm) ∩ (Jn+1 ⊗ idAm) = {0}, it follows from that

R(Λ(ξn,n+1(An))R ⊂ ι(Mm−1(AC,n+1)). This completes the proof. �

Corollary 13.49. Let B be as constructed above. Then B⊗U ∈ B0 for every
UHF-algebra U of infinite dimension.

Proof. Note that, by 13.12 (see lines below (e 13.5)), AC,n+1 ∈ C0. Thus, in
13.48, Mm−1(AC,n+1) and ι(Mm−1(AC,n+1)) are in C0. Also, for each n and each

τ ∈ T (Mm(An+1)), we have τ(1−R) = 1/m. Fix an integer k ≥ 1 and a finite
subset F ⊂ B⊗Mk, and let F1 ⊂ B be a finite subset such that {(fij)k×k : fij ∈
F1} ⊃ F. Now, by applying (13.48), one shows that the inductive limit algebra
B = limn→∞(An, ξn,m) has the following property: For any finite set F1 ⊂ B,
ε > 0, δ > 0, and any m > 1/δ, there is a unital C∗-subalgebra C ⊂ Mm(B)
with different unit 1C which is in C0 such that

(i) ‖[1C ,diag{f, ..., f︸ ︷︷ ︸
m

}]‖ < ε/k2, for all f ∈ F1,

(ii) dist(1C(diag{f, ..., f︸ ︷︷ ︸
m

})1C , C) < ε/k2, for all f ∈ F1, and

(iii) τ(1Mm(B) −1C) = 1/m < δ for all τ ∈ T (Mm(B)).

Consequently,

(i’) ‖[1Mk(C),diag{f, ..., f︸ ︷︷ ︸
m

}]‖ < ε, for all f ∈ F,

(ii’) dist(1Mk(C)(diag{f, ..., f︸ ︷︷ ︸
m

})1Mk(C),Mk(C)) < ε, for all f ∈ F, and
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(iii’) τ(1Mmk(B) −1Mk(C)) = 1/m < δ for all τ ∈ T (Mmk(B)).

Now B ⊗ U can be written as limn→∞(B ⊗Mkn , ιn,m) with k1|k2|k3 · · · and
kn+1/kn →∞, and Λn,n+1 is the amplification map by sending f ∈ B ⊗Mkn to
diag(f, ..., f) ∈ B ⊗Mkn+1

, where f repeated kn+1/kn times.
To show B⊗U ∈ B0, let F ⊂ B⊗U be a finite subset and let a ∈ (B⊗U)+\{0}.

There is an integer m0 > 0 such that τ(a) > 1/m0 for all τ ∈ B ⊗ U . Without
loss of generality, we may assume that F ⊂ B ⊗ Mkn with kn+1/kn > m0.
Then by (i’), (ii’), and (iii’) for B ⊗ Mkn (i.e., k = kn) with m = kn+1/kn
(and recall that ιn,n+1 is the amplification), there is a unital C∗-subalgebra

D := Mk(C) ⊂ B ⊗Mkn+1
with C ∈ C0 such that ‖[1D, ιn,n+1(f)]‖ < ε, for

all f ∈ F, such that dist(1D(ιn,n+1(f))1D, D) < ε for all f ∈ F, and such that

τ(1−1D) = 1/m < δ for all τ ∈ T (Mkn+1
(B)). Then Λn+1,∞(D) is the desired

subalgebra. (Note that 1−1D . a follows from the strict comparison property
of B ⊗ U (see 5.2 of [104]). It follows that B ⊗ U ∈ B0. �

Theorem 13.50. For any simple weakly unperforated Elliott invariant(
(G,G+, u), K,∆, r

)
, there is a unital simple C∗-algebra A ∈ NZ

0 which is an
inductive limit of (An, ϕn,m) with An as described in 13.28, with ϕn,m injective,
such that(

(K0(A),K0(A)+,1A), K1(A), T (A), r
A

) ∼= ((G,G+, u), K,∆, r
)
.

Proof. By 13.49, A ∈ N0. Since A is a unital simple inductive limit of
subhomogeneous C∗-algebras with no dimension growth, by Corollary 6.5 of
[118], A is Z-stable. �

Corollary 13.51. For any simple weakly unperforated Elliott invariant(
(G,G+, u), K,∆, r

)
with K = {0} and G torsion free, there is a unital Z-

stable simple C∗-algebra which is an inductive limit of (An, ϕn,m) with An in C0

as described in 3.1, with ϕn,m injective, such that(
(K0(A),K0(A)+,1A), K1(A), T (A), r

A

) ∼= ((G,G+, u), 0,∆, r
)
.

Proof. In the construction of An, just let all the spaces Xn involved be the
space consisting of a single point.

�

14. Models for C∗-algebras in N0 with Property (SP) Let us recall
some notation concerning the classes of C∗-algebras used in this section. C is
the class of Elliott-Thomsen building blocks defined in Definition 3.1, and C0

consists of the C∗-algebras in C with zero K1-group. Dk is a class of recursive
subhomogenous algebras defined in Definition 4.8. N is the class of all separable
amenable C∗-algebras which satisfy the Universal Coefficient Theorem (UCT).
B0 and B1 are the classes of C∗-algebras defined in Definition 9.1 (roughly speak-
ing B0 (B1, respectively) contains the C∗ algebras which can be approximated
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by C∗ algebras in the class C0 (C, respectively) tracially). As in Definition 13.6,
N0 is the class of unital simple C∗-algebras A in N for which A⊗ U ∈ N ∩B0.

14.1. For technical reasons, in the construction of our model algebras, it is
important for us to be able to decompose An into the direct sum of two parts:
the homogeneous part which stores the information of Inf K0(A) and K1(A) and
the part of the algebra in C0 which stores the information of K0(A)/ Inf K0(A),
T (A) and the pairing between these. This cannot be done in general for the
algebras in N0 (see 13.6), but we will prove that this can be done if the Elliott
invariant satisfies an extra condition, property (SP), described below.

Let
(
(G,G+, u), K,∆, r

)
be a weakly unperforated Elliott invariant as in

13.7. We say that it has the property (SP) if for any real number s > 0, there is
g ∈ G+\{0} such that τ(g) < s for any state τ on G, or equivalently, r(τ)(g) < s
for any τ ∈ ∆. In this case, we will prove that the algebra in 13.50 can be chosen
to be in the class B0 (rather than in the larger class N0 = {A:A ⊗Mp ∈ B0}).
Roughly speaking, for each An, we will separate the part of the homogeneous
algebra which will store all the information of the infinitesimal part of K0 and
K1, and it will be in the corner PnAnPn with Pn small compared to 1An in
the limit algebra. In fact, the construction of this case is much easier, since the
homogeneous blocks can be separated from the part in C0—we will first write
the group inclusion Gn ↪→ Hn as in 13.13.

Let us point out that if A ∈ N0 then the Elliott invariant of A ⊗ U has
property (SP) for any infinite dimensional UHF algebra U , even though the
Elliott invariant of A itself may not have the property. One can verify this fact
as follows. As U is a UHF algebra of infinite dimension, (K0(U),K0(U)+, [1U ]) =
(P,P ∩ R+, 1), where P ⊂ Q ⊂ R is a dense subgroup of R. For any positive
number s, by density of P, we can choose a number r ∈ (P ∩ R+) \ {0} such
that r < s. Let x ∈ U be a projection such that [x] = r ∈ K0(U). Then the
projection 1A ⊗ x ∈ A⊗ U satisfies τ(1A ⊗ x) = r < s for all τ ∈ T (A⊗ U).

14.2. Let ((G,G+, u),K,∆, r) be as given in 13.7 or 13.25. As in 13.9, let
ρ : G → Aff ∆ be dual to the map r. Denote the kernel of the map ρ by
Inf(G)—the infinitesimal part of G, i.e.,

Inf(G) = {g ∈ G : ρ(g)(τ) = 0, for all τ ∈ ∆}.

Let G1 ⊂ Aff ∆ be a countable dense subgroup which is Q-linearly independent
with ρ(G)—that is, if g ∈ ρ(G)⊗Q and g1 ∈ G1⊗Q satisfy g+g1 = 0, then both
g and g1 are zero. Note that such G1 exists, since Q is a vector space, and the
dimension of ρ(G)⊗Q is countable, but the dimension of Aff(∆) is uncountable.
Again as in 13.9, let H = G⊕G1 with H+ \ {0} the set of (g, f) ∈ G⊕G1 with

ρ(g)(τ) + f(τ) > 0 for all τ ∈ ∆.

The scale u ∈ G+ may be regarded as (u, 0) ∈ G⊕G1 = H and so as the scale
of H+. Since ρ(u)(τ) > 0, it follows that u is an order unit for H. Since G1 is Q-
linearly independent of ρ(G), we know Inf(G) = Inf(H)—that is, when we embed
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G into H, it does not create more elements in the infinitesimal group. Evidently,
Tor(G) = Tor(H) ⊂ Inf(G). Let G′ = G/ Inf(G) and H ′ = H/ Inf(H). Then we
have the following diagram:

0 // Inf(G) // G //

_�

��

G′ //

_�

��

0

0 // Inf(H) // H // H ′ // 0.

Let G′+ (or H ′+), and u′ be the image of G+ (or H+) and u under the quotient
map from G to G′ (or from H to H ′). Then (G′, G′+, u

′) is a weakly unperforated
group without infinitesimal elements. Note that G and H share the same unit
u, and therefore G′ and H ′ share the same unit u′. Since r(τ)|Inf(G) = 0 for
any τ ∈ ∆, the map r : ∆ → Su(G) induces a map r′ : ∆ → Su′(G

′). Hence
((G′, G′+, u

′), {0},∆, r′) is a weakly unperforated Elliott invariant with trivial
K1 group and no infinitesimal elements in the K0-group.

14.3. With the same argument as that of 13.12, we have the following diagram
of inductive limits:

G′1
α′12
//

_�

ι1

��

G′2
α′23
//

_�

ι2

��

· · · // G′
_�

ι

��

H ′1
γ′12
// H ′2

γ′23
// · · · // H ′,

where each H ′n= Zpn is a direct sum of finitely many copies of the group Z
with the positive cone (H ′n)+ = (Z+)pn , α′n,n+1 = γ′n,n+1|G′n , and H ′n/G

′
n is

a free abelian group. Note that not only is (H ′n)+ finitely generated, but also
(G′n)+ := (H ′n)+ ∩ G′n is finitely generated, by Theorem 3.15. As in 13.25, we
may assume that all γ′n,n+1 are at least 2-large.

By 13.24, we can construct an increasing sequence of finitely generated sub-
groups

Inf1 ⊂ Inf2 ⊂ Inf3 ⊂ · · · ⊂ Inf(G),

with Inf(G) =
⋃∞
i=1 Infn, and such that one has the inductive limit

Inf1⊕H ′1
γ1,2
// Inf2⊕H ′2

γ2,3
// Inf3⊕H ′3

γ3,4
// · · · // H.

Put Hn := Infn⊕H ′n and Gn := Infn⊕G′n. Since G′n is a subgroup of H ′n, the
group Gn is also a subgroup of Hn. Define αn,n+1 : Gn → Gn+1 by αn,n+1 =
γn,n+1|Gn , which is compatible with α′n,n+1 in the sense that (ii) of 13.24 holds.
Hence we obtain the following diagram of inductive limits:
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G1

α12
//

_�

ι1

��

G2

α23
//

_�

ι2

��

· · · // G
_�

ι

��

H1

γ12
// H2

γ23
// · · · // H,

with αn,n+1(Infn) ⊂ Infn+1 and αn,n+1|Infn the inclusion map. We will fix, for
each n, a positive non-zero homomorphism λn : Hn → Z such that λn(x) > 0
for any x ∈ (H ′n)+ \ {0} and such that λn|Infn = 0. Note that all notations
discussed so far in this section will be used for the rest of this section.

Lemma 14.4. Let (G,G+, u) = limn((Gn, (Gn)+, un), αn,m) and (H,H+, u) =
limn((Hn, (Hn)+, un), γn,m) be as above. Suppose that

(
(G,G+, u), K,∆, r

)
has

the property (SP). For any n with Gn
ιn
↪→ Hn, and for any D = Zk (for any

positive integer k), there are positive maps (κn, id) : Hn → D⊕Hn and (κ′n, id) :
Gn → D ⊕Gn such that, for any integer L > 0, there are an integer m(n) > n
and positive maps η : D ⊕Hn → Hm(n) and η′ : D ⊕Gn → Gm(n) such that the
following diagram commutes:

Gn
αn,m

//

(κn
′,id) ##

ιn

��

Gm

ιm

��

D ⊕Gn
η′

99

_�

(id,ιn)

��

D ⊕Hn

η

$$

Hn

(κn,id)
;;

γn,m

// Hm(n),

and such that the following statements are true:
(1) The map κn : Hn → D = Zk is defined by κn(x) = (λn(x), λn(x), ..., λn(x))

for x ∈ Hn and κ′n = κn|Gn , in particular, each component of κn(un) = κ′n(un)
in Zk is strictly positive.

(2) For any τ ∈ ∆,

r(τ)((αm(n),∞ ◦ η′)(1D))(= r(τ)((γm(n),∞ ◦ η)(1D))) < 1/L.

(3) Each component of the map π′ ◦ η|D⊕H′n :D⊕H ′n = Zk ⊕Zpn → H ′m(n) =

Zpm(n) (where π′ : Hm → H ′m is the projection map) is strictly positive, and
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L-large—i.e., all entries in the (k+pn)×pm(n) matrix corresponding to the map
are larger than L. Moreover, η′ = η ◦ (id, ιn) and π′ ◦ η′(D ⊕G′n) ⊂ G′n+1.

(Note the maps (κn, id) and (κ′n, id) are independent of L.)

Proof. We will use the following fact (which was pointed out in the first
paragraph of 14.3) several times: the positive cone of G′n (and that of H ′n) is
finitely generated (note that even though Gn and Hn are finitely generated, their
positive cones may not be finitely generated). Note that H ′n is a subgroup of Hn

so we will continue to use λn for λn|H′n .
We now fix n and an integer k > 0. Define κn : Hn → D = Zk and κn : Gn →

D by

κn(a) = (λn(a), ..., λn(a)︸ ︷︷ ︸
k

) ∈ D and κ′n(a) = (λn ◦ ιn(a), ..., λn ◦ ιn(a)︸ ︷︷ ︸
k

) ∈ D.

Since G has the property (SP) and since (H ′n)+ is finitely generated, there is
p′ ∈ G+ \ {0} such that for any a ∈ (H ′n)+,

γn,∞(a)− k · λn(a) · p′ ∈ H+.

Consequently,

αn,∞(a)− k · λn ◦ ιn(a) · p′ ∈ G+ for all a ∈ (G′n)+,

where the maps αn,∞ and γn,∞ are the homomorphisms from Gn to G and from
Hn to H respectively. Moreover, for any positive integer L, one may require that

(e 14.1) r(τ)(λn(un) · p′) < 1/2kL for all τ ∈ ∆.

Since (G′n)+ and (H ′n)+ are finitely generated, there are an integer m(n) ≥ 1
and p ∈ (Gm(n))+ such that

αm(n),∞(p) = p′, αn,m(n)(a)− k · λn ◦ ιn(a) · p ∈ (Gm(n))+ for all a ∈ (G′n)+, and

γn,m(n)(a)− k · λn(a) · p ∈ (Hm(n))+ for all a ∈ (H ′n)+.

Then define α′′n : Gn → Gm(n) and γ′′n : Hn → Hm(n) by

α′′n : Gn 3 a 7→ αn,m(n)(a)− k · λn ◦ ιn(a) · p ∈ Gm(n), and(e 14.2)

γ′′n : Hn 3 a 7→ γn,m(n)(a)− k · λn(a) · p ∈ Hm(n).

By the choice of p, the maps α′′n and γ′′n are positive. (Note that α′′n|Infn =
αn,m(n)|Infn and γ′′n|Infn = γn,m(n)|Infn .)
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A direct calculation shows the following diagram commutes (where D = Zk):

Gn

αn,m(n)

//

(κn
′,id) ##

ιn

��

Gm(n)

ιm(n)

��

D ⊕Gn
η′

::

_�

(id,ιn)

��

D ⊕Hn

η

$$

Hn

(κn,id)
;;

γn,m(n)

// Hm(n),

η′((m1, ...,mk, g)) = (m1 + · · ·+mk)p+ α′′n(g), and

η((m1, ...,mk, g)) = (m1 + · · ·+mk)p+ γ′′n(g).

(Recall that

κ′n(a) = (λn ◦ ιn(a), ..., λn ◦ ιn(a)︸ ︷︷ ︸
k

) ∈ D and κn(a) = (λn(a), ..., λn(a)︸ ︷︷ ︸
k

) ∈ D.)

The order of D ⊕ Gn and D ⊕ Hn are the standard order on direct sums, i.e.,
(a, b) ≥ 0 if and only if a ≥ 0 and b ≥ 0. Since the maps α′′n and γ′′n are positive,
the maps η′ and η are positive. Condition (1) follows from the construction;
condition (2) follows from (e 14.1); and condition (3) follows from the fact that
γ′k,k+1 are 2-large, if one passes to a further stage (choose larger m(n)). �

Definition 14.5. A C∗-algebra is said to be in the class H if it is the direct
sum of algebras of the form P (C(X) ⊗Mn)P , where X = {pt}, [0, 1], S1, S2,
T2,k, or T3,k (see 13.27 for the definitions of T2,k and T3,k). In addition, we
assume that the rank of P is at least 13 when X = T2,k or X = T3,k.

14.6. Write K (the K1 part of the invariant) as the union of an increasing
sequence of finitely generated abelian subgroups: K1 ⊂ K2 ⊂ K3 ⊂ · · · ⊂ K
with K =

⋃∞
i=1Ki. Denote by χn,n+1 : Kn → Kn+1 the embedding, n = 1, 2, ....

For a finitely generated abelian group G, we use rankG to denote the smallest
cardinality of a set of generators of G—that is, G can be written as a direct sum
of rank(G) cyclic groups (e.g., Z or Z/mZ, m ∈ N).

Let dn = max{2, 1 + rank(Infn) + rank(Kn)}. Apply 14.4 repeatedly, with
k = dn and L > 13·22n and γ̃n,n+1 = (κn, id)◦ηn, where κn and ηn are defined in
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14.4, for each n. Passing to a subsequence if necessary, we obtain the following
commutative diagram of inductive limits:

Zd1 ⊕G1

α̃1,2

//

_�

(id,ι1)

��

Zd2 ⊕G2
_�

(id,ι2)

��

α̃2,3

// · · · // G
_�

ι

��

Zd1 ⊕H1
γ̃1,2

// Zd2 ⊕H2
γ̃2,3

// · · · // H,

where Ḡn := Zdn ⊕Gn has the order unit (κ′n(un), un), Zdn ⊕Hn has the order
unit (κn(un), un), and α̃n,n+1 = γ̃n,n+1|Zdn⊕Gn . Set udn := κ′n(un) ∈ Zdn . Then
udn = κn(un) = κ′n(un). Write ūn = (κn(un), un) and G′′n = Zd ⊕ Infn . So
Ḡn =Zdn ⊕ Gn = G′′n ⊕ G′n. We may also write ūn = (u′′n, u

′
n), where u′′n ∈ G′′n.

Then α̃n,n+1(ūn) = ūn+1. Let ρ′n : Zdn ⊕ Infn⊕H ′n → Zdn ⊕H ′n be the quotient
map, and let ρ′G′,n := ρ′n|Zdn⊕Gn be the map which maps Zdn ⊕Gn =Zdn ⊕
Infn⊕G′n to Zdn ⊕G′n. Put γ̃′n,n+1 = ρ′n ◦ γ̃n,n+1|Zdn⊕H′n and α̃′n,n+1 = ρ′G′,n+1 ◦
α̃n,n+1|Zdn⊕G′n . Note also that, if we replaceGn by Zdn⊕Gn, andHn by Zdn⊕Hn,
respectively, then the limit ordered groups G and H do not change (see 14.4).
In particular, we still have Inf(G) =

⋃∞
i=1 α̃n,∞(Infn). Moreover, by (2) of 14.4,

r(τ)(α̃n,∞(u′′n)) < 1/13 · 22n for all τ ∈ ∆. For exactly the same reason one has
the following commutative diagram:

Zd1 ⊕G′1
α̃′1,2
//

_�

(id,ι1)

��

Zd2 ⊕G′2
_�

(id,ι2)

��

α̃′2,3
// · · · // G′

_�

ι

��

Zd1 ⊕H ′1
γ̃′1,2

// Zd2 ⊕H ′2
γ̃′2,3

// · · · // H ′.

(e 14.3)

Note that Zdn ⊕ G′n and Zdn ⊕ H ′n share the order unit (udn, u
′
n). Let H̄n =

Zdn ⊕Hn = G′′n ⊕H ′n. Note that each γ̃′k,k+1 is 13 · 22k-large; that is, γ̃′k,k+1 =

(ck,k+1
ij ) ∈M(dk+1+pk+1)×(dk+pk)(Z+) with ck,k+1

ij ≥ 13 · 22k.
We now construct C∗-algebras {Cn}, {Bn}, {Fn}, and {An}, and unital in-

jective homomorphisms ϕn,n+1 : An → An+1, inductively as in Section 13.
As in 13.13 (applied to G′n ⊂ H ′n), one can find finite dimensional C∗-algebras

Fn =
⊕pn

i=1F
i
n and En =

⊕ln
j=1E

j
n, unital homomorphisms βn,0, βn,1 : Fn → En,

and form the C*-algebra

Cn = A(Fn, En, β0, β1)

:= {(f, a) ∈ C([0, 1], En)⊕ Fn; f(0) = βn,0(a), f(1) = βn,1(a)}

:= C([0, 1], En)⊕βn,0,βn,1 Fn,
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such that
(K0(Fn),K0(Fn)+, [1Fn ]) = (H ′n, (H

′
n)+, u

′
n),

(K0(Cn),K0(Cn)+,1Cn) = (G′n, (G
′
n)+, u

′
n), K1(Cn) = {0},

and furthermore K0(Cn) is identified with

ker((βn,1)∗0 − (βn,0)∗0) = {x ∈ K0(Fn); ((β0)∗0 − (β1)∗0)(x) = 0 ∈ K0(En)}.

Write G′′n =
⊕dn

i=1(G′′n)i, with (G′′n)i = Z for i ≤ 1 + rank(Kn), and (G′′n)i =
Z⊕Si, where Si is a cyclic group, for 1+rank(Kn) < i ≤ dn, and

⊕
i=2+rank(Kn)Si =

Infn. Here the positive cone of (G′′n)i is given by the strict positivity of the first
coordinate for non-zero positive elements. An element in G′′n is positive if each
of its components in (G′′n)i is positive. Define a unital C∗-algebra Bn ∈ H such
that (see 13.22)

(K0(Bn),K0(Bn)+,1Bn ,Kn) = (G′′n, (G
′′
n)+, u

′′
n,Kn).(e 14.4)

More precisely, we have that Bn =
⊕dn

i=1B
i
n, with K0(Bin) = (G′′n)i, and K1(Bin)

is either a cyclic group for the case 2 ≤ i ≤ 1 + rank(Kn) or zero for the
other cases. In particular, the algebra B1

n can be chosen to be a matrix algebra
over C, by the choice of dn. We may also assume that, for at least one block
B2
n, the spectrum is not a single point (note that dn ≥ 2); otherwise, we will

replace the single point spectrum by the interval [0, 1]. We may also write Bin =
PX,n,iMmi(Xn,i)PX,n,i as in 14.5 where PX,n,i has rank at least 13 and Xn,i

is connected. For each block Bin, choose a base point xn,i ∈ Sp(Bin). Denote
by πxn,i : Bin → Bin(xn,i) := F iX,n (∼= MrankPX,n,i(xn,i)) the point evaluation

at the point πxn,i . Let FX,n =
⊕dn

i=1 F
i
X,n and let πpts,n : Bn → FX,n be the

quotient map. Put IB,n = kerπpts,n. Then (K0(FX,n),K0(FX,n)+, [1FX,n ]) =

(Zdn ,Zdn+ , [πpts,n(1Bn ]). Note that [πpts,n(1Bn)] = udn.
Let us give some obvious properties of the homomorphism α̃n,n+1 : G′′n⊕G′n →

G′′n+1 ⊕ G′n+1 as below. Let α
G′′n,G

′′
n+1

n,n+1 : G′′n → G′′n+1, α
G′′n,G

′
n+1

n,n+1 : G′′n → G′n+1,

α
G′n,G

′′
n+1

n,n+1 : G′n → G′′n+1 and α
G′n,G

′
n+1

n,n+1 : G′n → G′n+1 be the corresponding

partial maps. Define α
Ḡn,G

′
n+1

n,n+1 : Ḡn → G′n+1 by αn,n+1(g′′, g′) = α
G′′n,G

′
n+1

n,n+1 (g′′)+

α
G′n,G

′
n+1

n,n+1 (g′). Since Infn+1 ∩G′n+1 = 0 and α̃n,n+1 maps Infn to Infn+1, we know

α
G′′n,G

′
n+1

n,n+1 (Infn) = 0. Hence α
G′′n,G

′
n+1

n,n+1 factors through G′′n/ Infn as

α
G′′n,G

′
n+1

n,n+1 : G′′n
π−→ G′′n/ Infn

α̃′′n,n+1−→ G′n+1.

In other words, we may write α
G′′n,G

′
n+1

n,n+1 = α̃′′n,n+1◦π, where π : G′′n → G′′n/ Infn is
the quotient map, and α̃′′n,n+1 : G′′n/ Infn → G′n+1 is the induced homomorphism.

Also, since α̃n,n+1 = γ̃n,n+1|Gn , α
G′n,G

′′
n+1

n,n+1 factors through H ′n as

α
G′n,G

′′
n+1

n,n+1 : G′n

ιn|
G′n−→ H ′n

γ
H′n,G

′′
n+1

n,n+1−→ G′′n+1.
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That is, α
G′n,G

′′
n+1

n,n+1 = γ
H′n,G

′′
n+1

n,n+1 ◦ ιn|G′n , where γ
H′n,G

′′
n+1

n,n+1 : H ′n → G′′n+1 is the

homomorphism induced by γ′n,n+1. Note that γ̃
H′n,H

′
n+1

n,n+1 has multiplicity at least

13 · 22n.

14.7. We can extend the maps βn,0 and βn,1 to βn,0, βn,1 : Bn⊕Fn → En, by
defining them to be zero on Bn. Consider An = Bn ⊕ Cn. Then the C*-algebra
An can be written as

An = {(f, a) ∈ C([0, 1], En)⊕ (Bn ⊕ Fn) : f(0) = βn,0(a), f(1) = βn,1(a)}.

Then
(K0(A),K0(An)+, [1An ],K1(A)) = (Ḡn, (Ḡn)+, ūn,Kn).

Let C ′n = FX,n ⊕ Cn (after Cn is defined) and let πC′n,Cn : C ′n → Cn be the
quotient map. Note that C ′n = C([0, 1], En) ⊕βn,0,βn,1 FX,n ⊕ Fn, where βn,0
and βn,1 are extended to maps from FX,n ⊕ Fn which are zero on FX,n. Let
In = C0

(
(0, 1), En

)
be the ideal of Cn (also an ideal of An). Denote by πI,n :

An → Bn ⊕ Fn and π
An,Cn

: An → Cn the quotient maps. We also use π
An,Bn

:
An → Bn for the quotient map.

We will construct Bm, Cm, Fm, and Am (in order for comparison with 13.31,
we use subscripts m instead of n) as above together with a unital injective homo-
morphism ϕm,m+1 : Am → Am+1, an injective homomorphism ϕ̄′m,m+1 : C ′m →
C ′m+1, and an injective homomorphism ψB,m,m+1 : Bm → Bm+1 satisfying the
following conditions (similar to those of 13.31)

(a) ϕm,m+1(Im) ⊂ Im+1, ϕm,m+1(IB,m) ⊂ IB,m+1 (see 14.6 for IB,m+1).
(Hence ϕm,m+1 induces a homomorphism ϕqm,m+1 : FX,m ⊕ Fm = Am/(Im ⊕
IB,m)→ FX,m+1 ⊕ Fm+1 = Am+1/(Im+1 ⊕ IB,m+1).) Furthermore

πC′m+1,Cm+1
◦ ϕ̄′m,m+1|Cm = ϕ

Cm,Cm+1

m,m+1 ,

where ϕ
Cm,Cm+1

m,m+1 := πAm+1,Cm+1
◦ϕm,m+1|Cm is the partial map of ϕm,m+1 from

Cm to Cm+1, and (πAm+1,Bm+1
◦ ϕm,m+1)|Bm = ψB,m,m+1;

(b) (ϕm,m+1)∗0 = α̃m,m+1, (ϕm,m+1)∗1 = χm,m+1, (ϕ̄′m,m+1)∗0 = α̃′m,m+1 and

(πC′m+1,Cm+1
◦ (ϕ̄′m,m+1)|Cm)∗0 = α

G′m,G
′
m+1

m,m+1 and (ψB,m,m+1)∗0 = α
G′′m,G

′′
m+1

m,m+1 ;

(c) (compare (c) of 13.31), the map ϕ̄′m,m+1 satisfies the conditions (1)–(8)
of 13.15 (where Cm and Cm+1 are replaced by C ′m and C ′m+1, and Hm and Gm
are replaced by Zdm⊕H ′m and Zdm⊕G′m), and satisfies condition (♦♦)1 in (c) of
13.31 (with the number Lm as described below). In particular,

(ϕqm,m+1)∗0 = (cm,m+1
ij ) : K0(FX,m ⊕ Fm)

= Zdm ⊕H ′m → K0(FX,m+1 ⊕ Fm+1) = Zdm+1 ⊕H ′m+1;
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(d) the matrices βm+1,0 and βm+1,1 for C ′m+1 satisfy the condition (♦♦)

(where (dm,m+1
ij ) : (Zdm ⊕ H ′m)/(Zdm ⊕ G′m) = H ′m/G

′
m → H ′m+1/G

′
m+1 =

(Zdm+1 ⊕H ′m+1)/(Zdm+1 ⊕G′m+1) is the map induced by γ̃′m,m+1).

The number Lm in (♦♦)1 in (c) of 13.31 (see (c) above) which was to be chosen
at the m-th step is described as follows: Set ψk := ψB,m−1,m ◦ψB,m−2,m−1 ◦ · · · ◦
ψB,k,k+1 : Bk → Bm. (Recall that ψB,i,i+1 = πAi+1,Bi+1

◦ ϕi,i+1|Bi is the partial
map from Bi ⊂ Ai to Bi+1 ⊂ Ai+1 of the homomorphism ϕi,i+1. There is a finite
subset Ym ∈ Sp(Bm) such that, for each k ≤ m − 1, the set

⋃
x∈YmSp(ψk)x is

1/m-dense in Sp(Bk), and Ym is also 1/m-dense Sp(Bm). Let Tm :=
{(

k
m

)
n,j
∈

Sp(Ejm), 1 ≤ k ≤ m− 1, 1 ≤ j ≤ lm
}
, and write Ωm = Ym ∪ Tm. Choose

Lm > 13 · 22m · (#(Ωm)) · R(e 14.5)

where R = (max{rank(1Blm), rank(1F im), rank(1Ejm)}).

14.8. We begin to construct C1 and F1 in exactly the same way as in Section
13 (for G′1 and H ′1). Suppose that C1, C2, ..., Cn, F1, F2, ..., Fn, B1, B2, ..., Bn,
ϕk,k+1, ϕ̄

′
k,k+1 and ψB,k,k+1 (for k ≤ n − 1) have been constructed. We will

choose Bn+1 as above. Since each ϕB,k,k+1 is injective (1 ≤ k < n), so also is
ψk above. Therefore Yn exists and Ln can be defined. Since each map γ̃′n,n+1 :

Zdn ⊕ H ′n → Zdn+1 ⊕ H ′n+1 is strictly positive, exactly as in 13.31, (passing to
larger n+1), we may assume that (♦♦)1 holds. This determines the integer n+1
(which is originally denoted by some large integer greater than n). Then, as in
13.31, using Λn (defined in (e 13.44)), we can choose βn+1,0 and βn+1,1 so that
(♦♦) holds. Then we use these βn+1,0 and βn+1,1 (which are zero on FX,n+1) to
define C ′n+1. So Cn+1 is also defined. Let An+1 = Cn+1 ⊕ Bn+1. Note that (d)
has been verified.

Let Pn, Qn ∈ An+1 be projections such that [Pn] = α̃n,n+1([1Cn ]), [Qn] =
α̃n,n+1([1Bn ]), and Pn + Qn = 1An+1 . Let Pn,C = π

An+1,Cn+1
(Pn), Pn,B =

π
An+1,Bn+1

(Pn), Qn,C = π
An+1,Cn+1

(Qn), and Qn,B = π
An+1,Bn+1

(Qn). Note that

α̃′n,n+1(udn, u
′
n) = (udn+1, u

′
n+1).

It follows by Lemma 13.15 that there is a unital injective homomorphism
ϕ̄′n,n+1 : C ′n → C ′n+1 which satisfies the conditions (1)–(8) of 13.15. In par-

ticular, (ϕ̄′n,n+1)∗0 = α̃′n,n+1. Define a homomorphism ϕ
An,Cn+1

n,n+1 : An → Cn+1

by ϕ
An,Cn+1

n,n+1 = πC′n+1,Cn+1
◦ ϕ̄′n,n+1 ◦ πAn,C′n . One checks that (ϕ

An,Cn+1

n,n+1 )∗0 =

α
Ḡn,G

′
n+1

n,n+1 , and (ϕ
An,Cn+1

n,n+1 )∗1 = 0. Moreover, (ϕ
An,Cn+1

n,n+1 )|IB,n = 0, and

(πC′n+1,Cn+1
◦ ϕAn,Cn+1

n,n+1 |Cn)∗0 = α
G′n,G

′
n+1

n,n+1 . Since γ̃′n,n+1 is 13 · 22n-large, so

also is α
G′′n,G

′′
n+1

n,n+1 . It follows from the second part of 13.23 that there is an
injective homomorphism ψB,n,n+1 : Bn → Qn,BBn+1Qn,B which maps IB,n

into IB,n+1 such that (ψB,n,n+1)∗0 = α
G′′n,G

′′
n+1

n,n+1 and (ψB,n,n+1)∗1 = χn,n+1.

(ϕ
Bn,Bn+1

n,n+1 )∗1 = χn,n+1. Since α
H′n,G

′′
n+1

n,n+1 is at least 13-large, by the second part
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of 13.23 (with each Xi a point) again, there is a unital injective homomorphism

ϕ̄
Fn,Bn+1

n,n+1 : Fn → Pn,BBn+1Pn,B such that (ϕ̄
Fn,Bn+1

n,n+1 )∗0 = α
H′n,G

′′
n+1

n,n+1 . Define

ϕ̄
Cn,Bn+1

n,n+1 = (ϕ̄
Fn,Bn+1

n,n+1 ) ◦ πI,n|Cn . Therefore (ϕ̄
Cn,Bn+1

n,n+1 )∗0 = α
G′n,G

′′
n+1

n,n+1 . Then de-
fine ϕn,n+1 : An → An+1 by, for all (b, c) ∈ Bn ⊕ Cn,

ϕn,n+1(b, c) = ψB,n,n+1(b)⊕ ϕ̄Cn,Bn+1

n,n+1 (c)⊕ ϕAn,Cn+1

n,n+1 (b, c).(e 14.6)

One checks that ϕn,n+1 (together with the induced maps) also satisfies (a), (b),
and (c). Let A = limn→∞(An, ϕn,n+1).

14.9. For the algebra A constructed above, we have

(K0(A),K0(A)+, [1A],K1(A)) = (G,G+, u,K1).

By (2) of 14.4, we also have

τ(αn,∞(1Bn))

τ(αn,∞(1Cn))
<

1

13 · 2n − 1
,(e 14.7)

for all τ ∈ T (A). Let F ′n = FX,n ⊕ Fn, and define π
An,F ′n

: An → F ′n by

πAn,F ′n(b, c) = (πpts,n(b), c) for (b, c) ∈ Bn ⊕ Fn. By (a) of 14.8, ϕn,n+1(In +
IB,n) ⊂ In+1+IB,n+1. Therefore, ϕn,n+1 induces a unital homomorphism ϕ

F ′,n,n+1
:

F ′n → F ′n+1. (The map ϕ
F ′,n,n+1

is denoted by ϕqn,n+1 in 14.7 to be consistence

with section 13, see 13.31.) Note K0(F ′n) = Zdn⊕G′n and (ϕF ′,n,n+1)∗0 = γ̃′n,n+1.
Define F ′ = limn→∞(F ′n, ϕ

′
F,n,n+1). Then F ′ is a unital AF-algebra. By (e 14.3),

(K0(F ′),K0(F ′)+, [1
′
F ]) = (H ′, H ′+, u

′). It follows that F ′ ∼= F by Elliott’s classi-
fication. Therefore T (F ′) = ∆. We also have the following commutative diagram:

A1

ϕ1,2

//

π
A1,F

′
1

��

A2

π
A2,F

′
2

��

ϕ2,3

// · · · // A

��

F ′1
ϕ
F ′,1,2

// F ′2
ϕ
F ′,2,3

// · · · // F ′.

As in Section 13, using (♦♦)1, (14.9), and the above diagram, one shows that

(K0(A),K0(A)+, [1A],K1(A), T (A), rA) = (G,G+, u,K,∆, r).

Note that A is not simple. So we make one more modification just as in Section
13 (but much simpler as Bn is a direct summad of An). We describe this briefly

as follows: Let A−n+1 =
⊕dn+1

i=2 Bin⊕Cn+1, let πB1
n+1

: An+1 → B1
n+1, and π−Bn+1

:

An+1 →
⊕

i≥2B
i
n+1 be the quotient maps. We also view πB1

n+1
as the quotient
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map from Bn+1 to B1
n+1. Recall that B1

n+1
∼= MR(n+1) for integer R(n + 1) ≥

1. We may write ψB,n,n+1 = ψ−B,n,n+1 ⊕ ψ1
B,n,n+1, where ψ−B,n,n+1 = π−Bn+1

◦
ψB,n,n+1 and ψ1

B,n,n+1 = πB1
n+1
◦ ψB,n,n+1. One may write, using the notation

of Section 13, and using (♦♦)1,

ψ1
B,n,n+1(f) = (π∼a1xn,1 , π

∼a2
xn,2 , ..., π

∼adn
xn,dn )(f) for all f ∈ Bn,(e 14.8)

where ai>#(Yn) (1 ≤ i ≤ dn). Let qn+1 = ψ1
B,n,n+1(1Bn). There is a continuous

path ψ1,t
B,n,n+1 : Bn → qn+1Bn+1qn+1 (t ∈ [0, 1]) such that ψ1,0

B,n,n+1 = ψ1
B,n,n+1,

and ψ1,1
B,n,n+1 := ξBn,B

1
n+1 satisfies

Sp(ξBn,B
1
n+1) ⊃ Yn∪Sp(FX,n).(e 14.9)

Define ξBn,Bn+1 = ψ−B,n,n+1 ⊕ ξBn,B
1
n+1 . Then Sp(ξBn,Bn+1) ⊃ Yn∪Sp(FX,n).

q∼n+1 = 11
Bn+1

− qn+1 = πB1
n+1
◦ ϕ̄Cn,Bn+1(1Cn). Consider the map πB1

n+1
◦

ϕ̄Cn,Bn+1 : Cn → B1
n+1. Exactly as in 13.45, since (♦♦)1 holds, one has a

continuous path of unital homomorphisms ΩI,s : Cn → q∼n+1Bn+1q
∼
n+1 with

ΩI,0 = πB1
n+1
◦ ϕ̄Cn,Bn+1 and ΩI,1 := ξCn,B

1
n+1 such that

Sp(ξCn,B
1
n+1) ⊃ Tn ∪ Sp(Fn).(e 14.10)

Put ϕ̄Cn,B
−
n+1 = π−Bn+1

◦ ϕ̄Cn,Bn+1 . Define, for all (b, c) ∈ An = Bn ⊕ Cn,

ξn,n+1(b, c)(e 14.11)

= ξBn,Bn+1(b)⊕ ξCn,B
1
n+1(c)⊕ ϕ̄Cn,B

−
n+1(c)⊕ ϕAn,Cn+1

n,n+1 (b, c).

Then, by (e 14.9) and (e 14.10), we have Sp(ξ|xn+1,1
) ⊃ Ωn ∪ Sp(Fn). Hence,

by (c) of 14.7 (see (5) and (8) of 13.15), Sp(ξm,n+2|x) is 1/n-dense in Sp(Am)
for all m ≤ n. Note that ξn,n+1 and ϕn,n+1 are homotopic. It follows that
(ξn,n+1)∗i = (ϕn,n+1)∗i, i = 0, 1. Let B = limn→∞(An, ξn,n+1). Then

(K0(B),K0(B)+, [1B ],K1(B)) = (K0(A),K0(A)+, [1B ],K).

It follows from 13.5 that B is a unital simple C∗-algebra. By (e 14.7),

lim
n→∞

‖ξ]n,n+1 − ϕ
]
n,n+1‖ = 0.

Therefore, as in 13.47 (but much more simply),

(K0(B),K0(B)+, [1B ],K1(B), T (B), rB)(e 14.12)

= (G,G+, u,K,∆, r).
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At this point, we would like to point out that, if kerρA = {0} and K1(A) = {0},
then we do not need the direct summand Bn in the construction above.

We may summarize the construction above as follows:

Theorem 14.10. Let ((G,G+, u),K,∆, r) be a sextuple consisting of the fol-
lowing objects: (G,G+, u) is a countable weakly unperforated simple order-unit
abelian group, K is a countable abelian group, ∆ is a metrizable Choquet sim-
plex, and r : ∆ → Su(G) is a surjective continuous affine map, where Su(G) is
the compact convex set of states of (G,G+, u). Assume that (G,G+, u) has the
property (SP) in the sense (as above) that for any real number s > 0, there is
g ∈ G+ \ {0} such that τ(g) < s for any state τ on G.

Then there is a unital simple C*-algebra A ∈ B0 which can be written as
A = lim−→(Ai, ψi,i+1) with injective ψi,i+1, where Ai = Bi ⊕ Ci, Bi ∈ H, and
Ci ∈ C0, in such a way that

(1) limi→∞ sup{τ(ψi,∞(1Bi)) : τ ∈ T (A)} = 0,
(2) ker ρA ⊂

⋃∞
i=1(ψi,∞)∗0(kerρBi), and

(3) Ell(A) ∼= ((G,G+, u),K,∆, r).

Moreover, the inductive system (Ai, ψi) can be chosen so that ψi,i+1 = ψ
(0)
i,i+1⊕

ψ
(1)
i,i+1 with ψ

(0)
i,i+1 : Ai → A

(0)
i+1, ψ

(0)
i,i+1 is non-zero on each summand of Ai, and

ψ
(1)
i,i+1 : Ai → A

(1)
i+1 for C*-subalgebras A

(0)
i+1 and A

(1)
i+1 of Ai+1 with 1

A
(0)
i+1

+

1
A

(0)
i+1

= 1Ai+1
such that A

(0)
i+1 is a non-zero finite dimensional C*-algebra, and

(ψi,∞)∗1 is injective.
Furthermore, if K = {0} and Inf(G)=0, which implies that G is torsion free,

we can assume that Ai = Ci, i = 1, 2, ....

Proof. Condition (2) follows from the fact that Inf(G) =
⋃∞
i=1 α̃n,∞(Infn)

and (e 14.4), and (1) follows from (e 14.7). Since A is a unital simple inductive
limit of subhomogeneous C*-algebras with no dimension growth, it then follows
from Corollary 6.5 of [118] that A is Z-stable. Hence A has strict comparison
for positive elements (and projections). By (1) above, the strict comparison
property mentioned above, and the fact that Ci ∈ C0, we conclude that A ∈ B0.
(This actually also follows from our construction immediately.) �

Remark 14.11. Note that A
(0)
i+1 can be chosen to be the first block B1

i+1, so
we have

lim
i→∞

τ(ψi+1,∞(1
A

(0)
i+1

)) = 0

uniformly for τ ∈ T (A). Moreover, for any i, there exists n ≥ i such that

lim
n→∞

sup
τ∈T (A)

τ(ψn+1,∞ ◦ ψ(0)
n,n+1 ◦ ψi,n(1Ai)) = 0.(e 14.13)
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Remark 14.12. Let ψBn,n+1 := ψ
Bn,Bn+1

n,n+1 : Bn → Bn+1 be the partial map of

ψn,n+1 : An → An+1, and let ψBn,m : Bn → Bm be the corresponding composition

ξBm−1,m ◦ ξBm−2,m−1 ◦ · · · ◦ ξBn,n+1. Let en = ξ1,n(1B1
). Then, from the construc-

tion, we know that the algebra B = lim−→(enBnen, ψ
B
n,m) is simple, as we know

that SP (ξBn,n+1|xn+1,1
) is dense enough in Sp(Bn). Note that the simplicity of

B does not follow from the simplicity of A itself, since it is not a corner of A.

Corollary 14.13. Let B1 ∈ B0 be a unital separable C∗-algebra and set B =
B1 ⊗ U, where U is a UHF-algebra of infinite type (i.e., U ⊗ U = U). Then
there exists a C∗-algebra A with all the properties described in Theorem 14.10
such that Ell(A) = Ell(B). Moreover, A may be chosen such that A⊗U ∼= A and
14.11 also is valid for A.

Proof. Let ((G,G+, u),K,∆, r) = (K0(B),K0(B)+, [1B ],K1(B), T (B), rB).
Since A = A′ ⊗ U, it has the property (SP). Then, by Theorem 14.10, there
is a C∗-algebra A′ ∈ B0 which has all the properties of A described in 14.10
such that Ell(A′) = Ell(B). Put A = A′ ⊗ U. It is easy to check Ell(A′ ⊗ U) =
Ell(B ⊗ U). Since B ⊗ U ∼= B, we conclude that Ell(A) = Ell(B). Write U =
limn→∞(Mk(n), ın), where k(n + 1) = r(n)k(n) and ın : Mk(n) → Mk(n+1) is
defined by ın(a) = a ⊗ 1Mr(n)

. Write A′ = limn→∞(Bn⊕Cn, ψn,n+1). Then one
checks A ∼= limn→∞(Bn⊗Mk(n)⊕Cn⊗Mk(n), ψn,n+1⊗ ın). It follows that A has
all the properties described in 14.10 and also the one described in 14.11. Since
A = A′ ⊗ U and U is a UHF-algebra of infinite type, A⊗ U ∼= A. �

The following result is an analog of Theorem 1.5 of [65].

Corollary 14.14. Let A1 be a simple separable C*-algebra in B1, and let
A = A1⊗U for an infinite dimensional UHF-algebra U . There exists an inductive
limit algebra B as constructed in Theorem 14.10 such that A and B have the
same Elliott invariant. Moreover, the C*-algebra B may be chosen to have the
following properties:

Let G0 be a finitely generated subgroup of K0(B) with decomposition G0 =
G00⊕G01, where G00 vanishes under all states of K0(A). Suppose P ⊂ K(B) is
a finite subset which generates a subgroup G such that G0 ⊂ G ∩K0(B).

Then, for any ε > 0, any finite subset F ⊂ B, any 1 > r > 0, and any positive
integer K, there is an F-ε-multiplicative map L : B → B such that:

(1) [L]|P is well defined.

(2) [L] induces the identity maps on the infinitesimal part of G ∩K0(B), G ∩
K1(B), G ∩K0(B,Z/kZ) and G ∩K1(B,Z/kZ) for k = 1, 2, · · · .

(3) ρB ◦ [L](g) ≤ rρB(g) for all g ∈ G ∩ K0(B), where ρB is the canonical
positive homomorphism from K0(B) to Aff(S(K0(B),K0(B)+, [1B ])).

(4) For any positive element g ∈ G01, there exists f ∈ K0(B)+ with g− [L](g) =
Kf .
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Proof. As is pointed out in the last paragraph of 14.1, the Elliott invariant
of A1 ⊗U has the property (SP). Replacing A1 by A1 ⊗U, we may assume that
Ell(A1) has property (SP).

Consider Ell(A1), which satisfies the conditions of Theorem 14.10. Therefore,
by the first part of Theorem 14.10, there is an inductive system B1 = lim

−→
(Ti ⊕

Si, ψi,i+1) such that
(i) Ti ∈ H and Si ∈ C0 with K1(Si) = {0},
(ii) lim τ(ϕi,∞(1Ti)) = 0 uniformly on τ ∈ T (B1),
(iii) ker(ρB1) =

⋃∞
i=1(ψi,∞)∗0(ker(ρTi)), and

(iv) Ell(B1) = Ell(A1).
Put B = B1⊗U . Then Ell(A) = Ell(B). Let P⊂K(B) be a finite subset, and

let G be the subgroup generated by P, which we may assume contains G0. Then
there is a positive integer M ′ such that G ∩K∗(B,Z/kZ) = {0} if k > M ′. Put
M = M ′!. Then Mg = 0 for any g ∈ G ∩K∗(B,Z/kZ), k = 1, 2, ... .

Let ε > 0, a finite subset F ⊂ B, and 0 < r < 1 be given. Choose a finite
subset G ⊂ B and 0 < ε′ < ε such that F ⊂ G and for any G-ε′-multiplicative
map L : B → B, the map [L]P is well defined, and [L] is a homomorphism on G
(see 2.12).

Choosing a sufficiently large i0, we may assume that [ψi0,∞](K(Ti0⊕Si0)) ⊃ G.
In particular, we may assume, by (iii) above, thatG∩kerρB1

⊂ (ψi0,∞)∗0(kerρTi0 ).
Let G′ ⊂ K(Ti0 ⊕ Si0) be such that [ψi0,∞](G′)⊃G. Since B = B1 ⊗ U, we may
write U = lim

−→
(Mm(n), ın,n+1), where m(n)|m(n + 1) and ın,n+1 : Mm(n) →

Mm(n+1) is defined by a 7→ a⊗ 1m(n+1). One may assume that for each f ∈ G,
there exists i > i0 such that

(e 14.14) f = (f0 ⊕ f1)⊗ 1m ∈ (T ′i ⊕ S′i)⊗Mm

for some f0 ∈ T ′i , f1 ∈ S′i, and m > 2MK/r, where m = m(i+1)m(i+2) · · ·m(n),
T ′i = ψ′i,∞(Ti ⊗Mm(i)), S

′
i = ψ′i,∞(Si ⊗Mm(i)), and where ψi,∞ = ψi,∞ ⊗ ıi,∞.

Moreover, one may assume that τ(1T ′i ) < r/2 for all τ ∈ T (A1).
Choose a large n such that m = M0 + l with M0 divisible by KM and

0 ≤ l < KM . Then define the map

L : (T ′i ⊕ S′i)⊗Mm → (T ′i ⊕ S′i)⊗Mm

to be

L((fi,j ⊕ gi,j)m×m) = (fi,j)m×m ⊕ El(gi,j)m×mEl,

where El = diag(1S′i , 1S′i , ..., 1S′i︸ ︷︷ ︸
l

, 0, 0, ..., 0︸ ︷︷ ︸
M0

), which is a contractive completely

positive linear map from (T ′I⊕S′i)⊗Mm to B, where we identify B with B⊗Mm.
We then extend L to a completely positive linear map

B → (1B − (1Mm(S′i)
−El))B(1B − (1Mm(S′i)

−El)).
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Also define

R : (T ′i ⊕ S′i)⊗Mm → T ′i ⊕ S′i
to be

(e 14.15) R


f1,1 ⊕ g1,1 f1,2 ⊕ g1,2 · · · f1,m ⊕ g1,m

f2,1 ⊕ g2,1 f2,2 ⊕ g2,2 · · · f,m ⊕ g2,m

. . .

fm,1 ⊕ gm,1 fm,2 ⊕ gm,2 · · · fm,m ⊕ gm,m

 = g1,1,

where fj,k ∈ T ′i and gj,k ∈ S′i, and extend it to a contractive completely positive
linear map B → B, where T ′i ⊕ S′i is regarded as a corner of (T ′i ⊕ S′i)⊗Mm ⊂ B.
Then L and R are G-ε′-multiplicative. Hence [L]|P is well defined. Moreover,

τ(L(1A)) < τ(1T1
) +

l

m
<
r

2
+

MK

2MK/r
= r for all τ ∈ T (A).

Note that for any f in the form (e 14.14), if f is written in the form (fjk ⊕ gjk)m×m,
then gjj = g11 and gjk = 0 for j 6= k. Hence one has

f = L(f) +R(f),

where R(f) may be written as

R(f) = diag{0, 0, ..., 0︸ ︷︷ ︸
l

, (0⊕ g1,1), ..., (0⊕ g1,1)︸ ︷︷ ︸
M0

}.

Hence for any g ∈ G,

g = [L](g) +M0[R](g).

Then, if g ∈ (G0,1)+ ⊂ (G0)+, one has

g − [L](g) = M0[R](g) = K((
M0

K
)[R](g)).

And if g ∈ G ∩Ki(B,Z/kZ) (i = 0, 1), one also has

g − [L](g) = M0[R](g).

Since Mg = 0 and M |M0, one has g − [L](g) = 0.
Since L is the identity on ψ′i,∞(Ti ⊗ Mm(i)) and i > i0, by (iii), L is the

identity map on G ∩ ker ρB . Since K1(Si) = 0 for all i, L induces the identity
map on G ∩K1(B). It follows that L is the desired map. �

Related to the considerations above we have the following decomposition:
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Proposition 14.15. Let A1 be a separable amenable C*-algebra in B1 (or B0)
and let A = A1 ⊗ U for some infinite dimensional UHF-algebra U . Let G ⊂ A,
P ⊂ K(A) be finite subsets, P0 ⊂ A ⊗ K be a finite subset of projections, and
let ε > 0, 0 < r0 < 1 and M ∈ N be arbitrary. Then there are a projection
p ∈ A, a C∗-subalgebra B ∈ C (or C0) with p = 1B and G-ε-multiplicative unital
completely positive linear maps L1 : A→ (1− p)A(1− p) and L2 : A→ B such
that:

(1) ‖L1(x) + L2(x)− x‖ < ε for all x ∈ G;
(2) [Li]|P is well defined, i = 1, 2;
(3) [L1]|P + [ı ◦ L2]|P = [id]|P;
(4) τ ◦ [L1](g) ≤ r0τ(g) for all g ∈ P0 and τ ∈ T (A);
(5) For any x ∈ P, there exists y ∈ K(B) such that x− [L1](x) = [ı ◦ L2](x) =

M [ı](y); and
(6) for any d ∈ P0, there exist positive element f ∈ K0(B)+ such that

d− [L1](d) = [ı ◦ L2](d) = M [ı](f),

where ı : B → A is the embedding. Moreover, we can require that 1− p 6= 0.

Proof. Since A is in B1 (or B0), there is a sequence of projections pn ∈ A
and a sequence of C∗-subalgebras Bn ∈ B1 (or B0) with 1Bn = pn such that

lim
n→∞

‖(1− pn)a(1− pn) + pnapn − a‖ = 0,(e 14.16)

lim
n→∞

dist(pnapn, Bn) = 0, and(e 14.17)

lim
n→∞

max{τ(1− pn) : τ ∈ T (A)} = 0(e 14.18)

for all a ∈ A. Since each Bn is amenable, one obtains easily a sequence of unital
completely positive linear maps Ψn : A→ Bn such that

lim
n→∞

‖pnapn −Ψn(a)‖ = 0 for all a ∈ A.(e 14.19)

In particular,

lim
n→∞

‖Ψn(ab)−Ψn(a)Ψn(b)‖ = 0 for all a, b ∈ A.(e 14.20)

Let j : A→ A⊗U be defined by j(a) = a⊗1U . There is a unital homomorphism
s : A⊗ U → A and a sequence of unitaries un ∈ A⊗ U such that

lim
n→∞

‖a−Adun ◦ s ◦ j(a)‖ = 0 for all a ∈ A.(e 14.21)

There are non-zero projections e′n ∈ U and en ∈ U such that

lim
n→∞

t(en) = 0 and 1− en = diag(

M︷ ︸︸ ︷
e′n, e

′
n, ..., e

′
n),(e 14.22)
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where t ∈ T (U) is the unique tracial state on U. Choose N ≥ 1 such that

0 < t(en) < r0/2 and max{τ(1− pn) : τ ∈ T (A)} < r0/2.

Define Φn : A→ (1− pn)A(1− pn) by Φn(a) = (1− pn)a(1− pn) for all a ∈ A.
Define Φ′n(a) = Φn(a)⊕Adun◦s(a⊗en), and Ψ′n(a) = Adun◦s(Ψ(a)⊗(1−en))
for all n ≥ N. Note that u∗ns(Bn ⊗ (1 − en))un ∈ C1 (or C0). It is then easy to
verify that, if we choose a large n, the maps L1 = Φ′n and L2 = Ψ′n meet the
requirements. �

15. Positive Maps from the K0-group of a C∗-algebra in C This
section contains some technical lemmas about positive homomorphisms from
K0(C) for some C ∈ C.

Lemma 15.1 (cf. 2.8 of [61]). Let G ⊂ Zl (for some l > 1) be a subgroup. There
is an integer M > 0 satisfying the following condition: Let 1 > σ1, σ2 > 0 be
any given numbers. Then, there is an integer R > 0 such that: if a set of l
positive numbers αi ∈ R+ (i = 1, 2, ...,l) satisfies αi ≥ σ1 for all i and satisfies

l∑
i=1

αimi ∈ Z for all (m1,m2, ...,ml) ∈ G,(e 15.1)

then for any integer K ≥ R, there exists a set of positive rational numbers
βi ∈ 1

KMZ+ (i = 1, 2, ..., l) such that

l∑
i=1

|αi − βi| < σ2 and ϕ̃|G = ϕ|G,(e 15.2)

where ϕ((n1, n2, ..., nl)) =
∑l
i=1 αini and ϕ̃((n1, n2, ..., nl)) =

∑l
i=1 βini for all

(n1, n2, ..., nl) ∈ Zl.

Proof. Denote by ej ∈ Zl the element having 1 in the j-th coordinate and
0 elsewhere. First we consider the case that Zl/G is finite. In this case there
is an integer M ≥ 1 such that Mej ∈ G for all j = 1, 2, ..., l. It follows that
ϕ(Mej) ∈ ϕ(G)⊂ Z, j = 1, 2, ..., l. Hence αj = ϕ(ej) ∈ 1

MZ+. We choose
βj = αj , j = 1, 2, ..., l, and ϕ̃ = ϕ. The conclusion of the lemma follows—that
is, for any σ1, σ2, we can choose R = 1.

Now we assume that Zl/G is not finite. Regard Zl as a subset of Ql and
set H0 to be the vector subspace of Ql spanned by elements in G. Since G is
a subgroup of Zl, it must be finitely generated and hence is isomorphic to Zp,
where p is the (torsion–free) rank of G. Since the rank of Zl/G is strictly positive
(otherwise Zl/G would be a finitely generated torsion group, hence finite), and
using the fact that the rank is additive, one concludes that 0 ≤ p < l.
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Let g1, g2, ..., gp ∈ G be indepdent generators of G. View them as elements in
H0 ⊂ Ql and write

gi = (gi,1, gi,2, ..., gi,l), i = 1, 2, ..., p.(e 15.3)

Define L : Qp → Ql to be L = (fi,j)l×p, where fi,j = gj,i, i = 1, 2, ..., l and
j = 1, 2, ..., p. Then L∗ = (gi,j)p×l. We also view L∗ : Ql → Qp. Define T =
L∗L : Qp → Qp. This map is invertible. Note that T = T ∗ and (T−1)∗ = T−1.
Note also that the matrix representation (ai,j)l×p of L ◦ T−1 is an l × p matrix
with entries in Q. There is an integer M1 ≥ 1 such that ai,j ∈ 1

M1
Z, i = 1, 2, ..., l

and j = 1, 2, ..., p.
Let H00 = kerL∗. It has dimension l − p > 0. Let P : Ql → H00 be an

orthogonal projection which is a Q-linear map. Represent P as an l × l matrix.
Then its entries are in Q. There is an integer M2 ≥ 1 such that all entries are in

1
M2

Z. We will use the fact that L∗ = L∗(1− P ).
It is important to note that M1 and M2 depend on G only and are independent

of {αj : 1 ≤ j ≤ l}. Let M = M1M2.
Suppose that σ1, σ2 ∈ (0, 1) are two positive numbers and the numbers αi ≥ σ1

(i = 1, 2, ..., l) satisfy condition (e 15.1). The condition (e 15.1) is equivalent to

the condition that bi:=
∑l
j=1 αjgi,j ∈ Z, i = 1, 2, ..., p. Put b = (b1, b2, ..., bp)

T

and α = (α1, α2, ..., αl)
T . Then b = L∗α.

If we write

L(T ∗)−1b = c =


c1
c2
...
cl

 ,(e 15.4)

then, since b ∈ Zp, one has ci ∈ 1
M1

Z. Choose an integer R ≥ 1 such that

1/R < σ1σ2/(4l
2). Let K ≥ R be any integer. Note that

L∗c = L∗L(T ∗)−1b = L∗LT−1b = L∗α.(e 15.5)

Thus α− c ∈ kerL∗ as a subspace of Rl.
For the space Rl, we use ‖ · ‖1 and ‖ · ‖2 to denote the l1 norm and l2 norm

on it, respectively. Then we have

‖v‖2 ≤ ‖v‖1 ≤ l‖v‖2 for all v ∈ Rl.

Since H00 is dense in the real subspace kerL∗, there exists ξ ∈ H00 such that

‖α− c− ξ‖2≤ ‖α− c− ξ‖1 < σ1σ2/(4l).(e 15.6)

Pick η ∈ Ql such that ξ = Pη. Then there is η0 ∈ Ql such that Kη0 ∈ Zl and

‖η0 − η‖2 ≤‖η0 − η‖1 < σ1σ2/(2l).(e 15.7)
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Since P has norm one with respect to the l2 norm,

‖α− c− Pη0‖1≤ l‖α− c− Pη0‖2 ≤ l(‖α− c− ξ‖2 + ‖P (η0 − η)‖2) < σ1σ2.

Put β = c+ Pη0 = (β1, β2, ..., βl)
T . Note that M2K(Pη0) ∈ Zl, and that M1c ∈

Zl.
We have KMβ ∈ Zl, and

L∗β = L∗c = L∗α and ‖α− β‖1 < σ1σ2.(e 15.8)

Moreover, since αi ≥ σ1,

βi > 0, i = 1, 2, ..., l.(e 15.9)

Since Pη0 ∈ H00, one has that L∗β = L∗(1−P )β = L∗(1−P )c = L∗c = L∗α = b.
Define ϕ̃ : Ql → Q by

ϕ̃(x) = 〈x, β〉(e 15.10)

for all x ∈ Ql. Note L∗ei = gi, where ei is the element in Zp with i-th coordinate
1 and 0 elsewhere. So

ϕ(gi) = 〈Lei, α〉 = 〈ei, L∗α〉 = 〈ei, L∗β〉

= 〈Lei, β〉 = 〈gi, β〉 = ϕ̃(gi),

i = 1, 2, ..., p. It follows that ϕ̃(g) = ϕ(g) for all g ∈ G. Hence ϕ̃|G = ϕ|G. Note
that ϕ̃(Zl) ⊂ 1

KMZ, since βi ∈ 1
KMZ+, i = 1, 2, ..., l. �

If we do not need to approximate {αi : 1 ≤ i ≤ l}, then R can be chosen to
be 1, with M = M1, which only depends on G and l (by replacing β by c in the
proof).

From the proof of 15.1, since L and (T ∗)−1 depend only on g1, g2, ..., gp, we
have the following result:

Lemma 15.2. Let G ⊂ Zl be an ordered subgroup with order unit e, and let
g1, g2, ..., gp (p ≤ l) be a set of free generators of G. For any ε > 0, there exists
δ > 0 satisfying the following condition: if ϕ : G→ R is a homomorphism such
that

|ϕ(gi)| < δ, i = 1, 2, ..., p,

then there is β = (β1, β2, ..., βl) ∈ Rl with |βi| < ε, i = 1, 2, ..., l, such that

ϕ(g) = ψ(g) for all g ∈ G,

where ψ : Zl → R is defined by ψ((m1,m2, ...,ml)) =
∑l
i=1 βimi for all mi ∈ Z.
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Corollary 15.3. Let G ⊂ Zl be an ordered subgroup. Then, there exists an
integer M ≥ 1 satisfying the following condition: for any positive homomorphism
κ : G → Zn (for any integer n ≥ 1) with every element in κ(G) divisible by
M , there is R0 ≥ 1 such that, for any integer K ≥ R0, there is a positive
homomorphism κ̃ : Zl → Zn such that κ̃|G = Kκ.

Proof. We first prove the case that n = 1.
Let S ⊂ {1, 2, ..., l} be a subset and denote by Z(S) the subset

Z(S) = {(m1,m2, ...,ml) : mi = 0 if i 6∈ S}.

Let ΠS : Zl → Z(S) be the obvious projection and G(S) = ΠS(G).
Let M(S) be the integer (in place of M) as in 15.1 associated with G(S) ⊂

Z(S). Put M =
∏
S⊂{1,2,...,l}M(S).

Now assume that κ : G → Z is a positive homomorphism with multiplicity
M—that is, every element in κ(G) is divisible by M .

By applying 2.8 of [61], we obtain a positive homomorphism β : Zl → R such
that β|G = κ. Define fi = β(ei), where ei is the element in Zl with 1 at the
i-th coordinate and 0 elsewhere, i = 1, 2, ..., l. Then fi ≥ 0. Choose S such that
fi > 0 if i ∈ S and fi = 0 if i 6∈ S.

Evidently if ξ1, ξ2 ∈ Zl satisfy ΠS(ξ1) = ΠS(ξ2), then β(ξ1) = β(ξ2), and if we
further assume ξ1, ξ2 ∈ G then κ(ξ1) = κ(ξ2). Hence the maps β and κ induce
maps β′ : Z(S) → R and κ′ : G(S)→ Z such that β = β′◦ΠS and κ = κ′◦(ΠS)|G.
In addition, we have β′|G(S) = κ′.

Let σ1 = 2σ2 = min{fi: i∈S}
2M . By applying Lemma 15.1 to αi = fi/M > σ1

for i ∈ S and to G(S) ⊂ Z(S), we obtain the number R(κ) (depending on σ1

and σ2 and therefore depending on κ) as in the lemma. For any K ≥ R(κ),
it follows from the lemma that there are βi ∈ 1

KMZ+ (for i ∈ S) such that

κ̃′|G(S) = 1
M κ′, where κ̃′ : Z(S) → Q is defined by κ̃′({mi}i∈S) =

∑
i∈S βimi.

Evidently, κ̃ = KM(κ̃′ ◦ΠS) : Zl → Z is as desired for this case.
This proves the case n = 1.
In general, let si : Zn → Z be the projection onto the i-th direct summand,

i = 1, 2, ..., n. Apply the case n = 1 to each of the the maps κi := si ◦ κ (for
i = 1, 2, ..., n) to obtain R(κi), and let R0 = maxiR(κi). For any K ≥ R0, by
what has been proved, we obtain κ̃i : Zl → Z such that

κ̃i|G = Ksi ◦ κ|G, i = 1, 2, ..., n.(e 15.11)

Define κ̃ : Zl → Zn by κ̃(z) = (κ̃1(z), κ̃2(z), ..., κ̃n(z)). The lemma follows. �

Lemma 15.4 (Lemma 3.2 of [36]). Let G be a countable abelian unperforated
ordered group such that G+ is finitely generated and let r : G → Z be a strictly
positive homomorphism, i.e., r(G+ \ {0}) ⊂ Z+ \ {0}. Then, for any order unit
u ∈ G+, there exists a natural number m such that if the map θ : G → G is
defined by g 7→ r(g)u, then the positive homomorphism id +mθ : G→ G factors
through

⊕n
i=1 Z positively for some n.
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Proof. Let u be an order unit of G, which exists as G is finitely generated,
and define the map ϕ : G → G by ϕ(g) = g + r(g)u; that is, ϕ = id +θ. Define
Gn = G and ϕn : G→ G by ϕn(g) = ϕ(g) for all g and n. Consider the inductive
limit

G
ϕ
// G

ϕ
// · · · // lim

−→
G.

Then the ordered group lim
−→

G has the Riesz decomposition property. In fact, let

a, b, c ∈ (lim
−→

G)+ such that

a ≤ b+ c.

Without loss of generality, one may assume that a 6= b+ c.
We may assume that there are a′, b′, c′ ∈ G+ for some n-th (finite stage) G

such that ϕn,∞(a′) = a, ϕn,∞(b′) = b, and ϕn,∞(c′) = c, and furthermore

a′ < b′ + c′.(e 15.12)

A straightforward calculation shows that for each k, there is m(k) ∈ N such
that

ϕn,n+k(a′) = a′ +m(k)r(a′)u, ϕn,n+k(b′) = b′ +m(k)r(b′)u,

and
ϕn,n+k(c′) = c′ +m(k)r(c′)u.

Moreover, the sequence (m(k)) is strictly increasing. Since r is strictly positive,
combining with (e 15.12), we have that

r(a′) < r(b′) + r(c′) (in Z+).

There are, for i = 1, 2, li ∈ Z+ such that

l1 + l2 = r(a′), l1 ≤ r(b′), and l2 ≤ r(c′).

Without loss of generality, we may assume d = r(b′) − l1 > 0 (otherwise we let
d = r(c′)− l2). Since u is an order unit, there is m1 ∈ Z+ such that

m1du > a′.

Choose k ≥ 1 such that m(k) > m1. Let a1 = a′ + m(k)l1u and a2 = m(k)l2u.
Then

a2 = m(k)l2u ≤ m(k)r(c′)u ≤ c′ +m(k)r(c′)u = ϕn,n+k(c′).

Moreover,

a1 = a′ +m(k)l1u ≤ m(k)du+m(k)l1u ≤ b′ +m(k)r(b′)u = ϕn,n+k(b′).

Note
ϕn,n+k(a′) = a1 + a2 ≤ ϕn,n+k(b′) + ϕn,n+k(c′).
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These inequalities imply that

a = ϕn+k,∞(a1) + ϕn+k,∞(a2) ≤ b+ c,(e 15.13)

ϕn+k,∞(a1) ≤ b and ϕn+k,∞(a2) ≤ c.(e 15.14)

It follows that the limit group lim
−→

G has the Riesz decomposition property.

Since G is unperforated, so is lim
−→

G. It then follows from the Effros-Handelman-

Shen Theorem ([26]) that the ordered group lim
−→

G is a dimension group. There-

fore, since G and G+ are finitely generated, for sufficiently large k, the map
ϕ1,k : G→ G factors positively through

⊕n
i=1 Z for some n. As already pointed

out, the map ϕ1,k is of the desired form id + mθ for some m ≥ 0. The lemma
follows. �

Let G1 and G2 be groups and K ≥ 1 be an integer. A homomorphism
γ : G1 → G2 is said to have multiplicity K, if there is, for each g1 ∈ G1,
γ(g1) = Kg2 for some g2 ∈ G2.

Lemma 15.5. Let (G,G+, u) be an ordered group with order unit u such that
the positive cone G+ is generated by finitely many positive elements which are
strictly smaller than u. Let λ : G→ K0(A) be an order preserving map such that
λ(u) = [1A] and λ(G+ \ {0}) ⊂ K0(A)+ \ {0}, where A ∈ B1 (or A ∈ B0). Let
a ∈ K0(A)+ \ {0} with a ≤ [1A]. Let P ⊂ G+ \ {0} be a finite subset. Suppose
that there exists an integer N ≥ 1 such that Nλ(x) > [1A] for all x ∈ P.

Then, there are two positive homomorphisms λ0 : G → K0(A) and γ : G →
K0(S′), with S′ ⊂ A and S′ ∈ C (or C0) such that γ(u) = [1S′ ] and

λ = λ0 + λ1, 0 ≤λ0(u) < a and γ(g) > 0(e 15.15)

for all g ∈ G+ \ {0}, where λ1 = ı∗0 ◦ γ and ı : S′ → A is the embedding.
Moreover, Nγ(x) ≥ γ(u) for all x ∈ P. Furthermore, if A = A1 ⊗ U , where
U is an infinite dimensional UHF-algebra, and A1 ∈ B1 (or B0), then, for any
integer K ≥ 1, we can require that S′ = S ⊗MK for some S ∈ C (or C0) and γ
has multiplicity K.

Proof. Let {g1, g2, ..., gm} ⊂ G+ be a set of generators of G+ with gi <
u. Since A has stable rank one, it is easy to check that there are projections
q1, q2, ..., qm ∈ A such that λ(gi) = [qi], i = 1, 2, ...,m. To simplify notation, let
us assume that P = {g1, g2, ..., gm}. Define

Qi = diag(

N︷ ︸︸ ︷
qi, qi, ..., qi), i = 1, 2, ...,m.

By the assumption, there are vi ∈MN (A) such that

v∗i vi = 1A and viv
∗
i ≤ Qi, i = 1, 2, ...,m.(e 15.16)
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Since A ∈ B1 (or B0), there exist a sequence of projections {pn} in A, a se-
quence of C∗-subalgebras Sn ∈ C (C0) with pn = 1Sn , and a sequence of unital
completely positive linear maps Ln : A→ Sn such that

lim
n→∞

‖a− ((1− pn)a(1− pn) + pnapn)‖ = 0, lim
n→∞

‖Ln(a)− pnapn‖ = 0,

and

lim
n→∞

sup{τ(1− pn) : τ ∈ T (A)} = 0,(e 15.17)

for all a ∈ A. It is also standard to find, for each i, a projection e′i,n ∈ (1 −
pn)A(1−pn), a projection ei,n ∈MN (Sn), and a partial isometry wi,n ∈MN (Sn)
such that

lim
n→∞

‖(1− pn)qi(1− pn)− e′i,n‖ = 0,(e 15.18)

w∗i,nwi,n = pn, wi,nw
∗
i,n ≤ ei,n,(e 15.19)

lim
n→∞

‖(Ln⊗idMN
)(vi)− wi,n‖ = 0, and(e 15.20)

lim
n→∞

‖(Ln ⊗ idMN
)(Qi)− ei,n‖ = 0.(e 15.21)

Let Ψn : A → (1 − pn)A(1 − pn) be defined by Ψn(a) = (1 − pn)a(1 − pn) for
all a ∈ A. We will use [Ψn] ◦ λ for λ0 and [Ln] ◦ λ for γ for some large n. Since
G is finitely generated, choosing sufficiently large n, we may assume that λ0

and γ are homomorphisms. To see that λ0 is positive, we use (e 15.18) and the
fact that G+ is finitely generated. It follows from (e 15.19) and (e 15.20) that
Nγ(x) ≥ γ(u) for all x ∈ P. Since we assume that the positive cone of G+ is
generated by P, this also shows that γ(x) > 0 for all x ∈ G+ \ {0}. By (??), we
can choose large n so that 0 ≤λ0(u) < a.

It should be noted that when A does not have (SP), one can choose λ = λ1

and λ0 = 0.
If A = A1 ⊗ U, then, without loss of generality, we may assume that pn ∈ A1

for all n. Choose a sequence of non-zero projections en ∈ U such that t(1 −
en) = r(n)/K, where t is the unique tracial state on U and r(n) are positive
rational numbers such that limn→∞ r(n) = 0. Thus Sn ⊗ (1 − en) ⊂ Bn where
Bn ∼= Sn⊗MK and pn⊗ (1− en) = 1Bn . We check that the lemma follows if we
replace Ψn by Ψ′n, where Ψ′n(a) = (1− pn)a⊗ 1U + pna⊗ en �

Lemma 15.6 (see Lemma 3.6 of [36] or Lemma 2.8 of [92]). Let G = K0(S),
where S ∈ C. Let H = K0(A) for A = A1 ⊗ U, where A1 ∈ B1 (or B0), and
U is an infinite dimensional UHF-algebra. Let M1 ≥ 1 be a given integer and
d ∈ K0(A)+ \ {0}. Then for any strictly positive homomorphism θ : G→ H with
multiplicity M1, and any integers M2 ≥ 1 and K ≥ 1 such that Kθ(x) > [1A]
for all x ∈ G+ \ {0}, one has a decomposition θ = θ1 + θ2, where θ1 and θ2 are



A classification of finite simple amenable Z-stable C∗-algebras, I 333

positive homomorphisms from G to H such that the following diagrams commute:

G
θ1

//

ϕ1   

H G
θ2

//

ϕ2   

H

G1

ψ1

>>

G2

ψ2

>>
,

where θ1([1S ]) ≤ d, G1
∼=
⊕

n Z :=
⊕n

i=1 Z for some natural number n and
G2 = K0(S′) for some C∗-subalgebra S′ of A which is in the class C (or in
C0), ϕ1, ψ1 are positive homomorphisms and ψ2 = ı∗0, where ı : S′ → A is the
embedding. Moreover, ϕ1 has multiplicity M1, ϕ2 has multiplicity M1M2 and
2Kϕ2(x) > ϕ2([1S ])= [1S′ ] > 0 for all x ∈ G+ \ {0}.

Proof. Let u = [1S ]. Suppose that S = A(F1, F2, ψ0, ψ1) with F1 = MR(1) ⊕
MR(2) ⊕ · · · ⊕MR(l). It is easy to find a strictly positive homomorphism η0 :
K0(F1) → Z. Define r : G → Z by r(g) = η0 ◦ (πe)∗0. By replacing S with
Md(S) and A by Md(A) for some integer d ≥ 1, without loss of generality, we
may assume that S contains a finite subset of projections P = {p1, p2, ..., pl}
such that every projection q ∈ S is equivalent to one of the projections in P and
{[pi] : 1 ≤ i ≤ l} generates K0(S)+ (see 3.15). Let

σ0 = min{ρA(d)(τ) : τ ∈ T (A)}.

Note that since A is simple, one has σ0 > 0.
Let

σ1 = inf{τ(θ([p])) : p ∈ P, τ ∈ T (A)} > 0.

Since A = A1 ⊗ U, A has the (SP) property, there is a projection f0 ∈ A+ \ {0}
such that

0 < τ(f0) < min{σ0, σ1}/8Kr(u) for all τ ∈ T (A).(e 15.22)

Since A = A1 ⊗ U, we may choose f0 so that [f0] = M1h̃ for some non-zero
h̃ ∈ K0(A)+. Define θ′0 : G → K0(A) by θ′0(g) = r(g)h̃ for all g ∈ G. Set
θ′ = M1θ

′
0. Then 2θ′(x) < θ(x) for all x ∈ G+ \ {0}.

Since θ has multiplicity M1, one has that θ(g)−θ′(g) is divisible by M1 for any
g ∈ G. By the choice of σ0, one checks that θ− θ′ is strictly positive. Moreover,

2KρA((θ(x)− θ′(x))(τ) > 2KρA(θ(x))(τ)−KρA(θ(x))(τ)

= KρA(θ(x))(τ) ≥ ρA([1A])(τ) for all τ ∈ T (A).

Applying 15.5, one obtains a C∗-subalgebra S′⊂A, a positive homomorphism
θ̃1 : G → K0(A) and strictly positive homomorphism ϕ2 : G → K0(S′) such
that

(e 15.23) θ − θ′ = θ̃1 + ı∗0 ◦ ϕ2,
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(e 15.24)

0 ≤ τ(θ̃1(u)) <
τ(h̃)

mM1M2
, τ ∈ T (A), 2Kϕ2(x) > ϕ2([1S ]), ϕ2([1S ]) = [1S′ ],

where m is from 15.4 and ϕ2 has multiplicity M1M2, and where ı : S′ → A is
the embedding. Put

θ2 = ı∗0 ◦ ϕ2, and ψ2 = ı∗0.

Since θ(g)− θ′(g) is divisible by M1 and any element in θ2(G) is divisible by
M1, one has that any element in θ̃1(G) is divisible by M1. Therefore, the map
θ̃1 can be decomposed further as M1θ

′
1, and one has that θ − θ′ = M1θ

′
1 + θ2.

Therefore, there is a decomposition

θ = θ′ +M1θ
′
1 + θ2 = M1θ

′
0 +M1θ

′
1 + θ2.

Put θ1 = M1(θ′0 + θ′1). Then,

ρA(θ1([1S ]))(τ) < (1/2)ρA(d)(τ) for all τ ∈ T (A).

We now show that θ1 has the desired factorization property. For θ′0 + θ′1, one
has the following further decomposition: for any g ∈ G,

θ′0(g) + θ′1(g) = r(g)h̃+ θ′1(g) = r(g)(h̃−mθ′1(u)) + r(g)mθ′1(u) + θ′1(g)

= r(g)(h̃−mθ′1(u)) + θ′1(mr(g)u) + θ′1(g)

= r(g)(h̃−mθ′1(u)) + θ′1(mr(g)u+ g).

By (e 15.24), h̃−mθ′1(u) > 0. By Lemma 15.4, g 7→mr(g)u+ g factors through⊕
n Z(=

⊕n
i=1 Z) positively for some n. Therefore, the map M1(θ′0 + θ′1) factors

though
⊕

(1+n)M1
Z positively. So there are positive homomorphisms ϕ1 : G →⊕

(1+n)M1
Z and ψ1 :

⊕
(1+n)M1

Z → K0(A) such that θ1 = ψ1 ◦ ϕ1 and ϕ1 has
multiplicity M1. �

16. Existence Theorems for Affine Maps for Building Blocks The
main purpose of this section is to present Theorem 16.10. We first consider
the case that the target algebras are finite dimensional (Lemma 16.6). We then
replace them by interval algebras via a path (Lemma 16.9). Then we establish
Theorem 16.10 for the target algebras in C. Methods used in this section may
also be found later in [34].

Lemma 16.1. Let A be a unital separable C∗-algebra with T (A) 6= ∅ and let
H ⊂ A be a finite subset. Then, for any σ > 0, there exist an integer N > 0 and
a finite subset E ⊂ ∂e(T (A)) with the following property: For any τ ∈ T (A) and
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any k ≥ N , there are t1, t2, ..., tk (which are not necessarily distinct points) in E
such that

|τ(h)− 1

k

k∑
i=1

ti(h)| < σ for all h ∈ H.(e 16.1)

(If τ is a (not necessarily normalized) trace on A with ‖τ‖ ≤ 1, then there are
t1, t2, ..., tk′ in E with k′ ≤ k such that

|τ(h)− 1

k

k′∑
i=1

ti(h)| < σ for all h ∈ H.)

Suppose that A, in addition, is a subhomogeneous C∗-algebra. Then there are
π1, π2, ..., πk in Irr(A) such that

|τ(h)− 1

k
(tr1 ◦ π1(h) + tr2 ◦ π2(h) + · · ·+ trk ◦ πk(h)) | < σ for all h ∈ H,

(e 16.2)

where πj ∈ E and trj is the unique tracial state of πj(A). Moreover, if the space

Âl of irreducible representations of dimension exactly l has no isolated points for
each l, then π1, π2, ..., πk can be chosen to be distinct.

Remark: Note that in (e 16.2), the πi may not be distinct. But the subset E
of irreducible representations can chosen to be independent of τ (but depending
on σ and H).

Proof. Without loss of generality, one may assume that ‖f‖ ≤ 1 for all f ∈ H.
Since T (A) is weak*-compact, there are τ1, τ2, ..., τm ∈ T (A) such that, for any
τ ∈ T (A), there is j ∈ {1, 2, ...,m} such that

(e 16.3) |τ(f)− τj(f)| < σ/4 for all f ∈ H.

By the Krein-Milman Theorem, there are t′1, t
′
2, ..., t

′
n ∈ ∂e(T (A)) and nonnega-

tive numbers {αi,j} such that, for each j = 1, 2, ...,m,

(e 16.4) |τj(f)−
n∑
i=1

αi,jt
′
i(f)| < σ/8 and

n∑
i=1

αi,j = 1.

Put E = {t′1, t′2, ..., t′n}. Choose N > 32mn/σ. Let τ be a possibly unnormalized
trace on A with 0 < τ(1) ≤ 1. Suppose that j is chosen so that |τ(f)/τ(1) −
τj(f)| < σ/4 for all f ∈ H as in (e 16.3). Then, for any k ≥ N, there exist
positive rational numbers ri,j and positive integers pi,j (1 ≤ i ≤ n and 1 ≤ j ≤
m) such that

(e 16.5)
n∑
i=1

ri,j ≤ 1, or
n∑
i=1

ri,j = 1 if τ(1) = 1, for 1 ≤ j ≤ m
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(e 16.6)

ri,j =
pi,j
k
, and |τ(1)αi,j − ri,j | <

σ

8n
, for 1 ≤ i ≤ n, and 1 ≤ j ≤ m.

Note that, by (e 16.5),

(e 16.7)
n∑
i=1

pi,j ≤ k, or
n∑
i=1

pi,j = k if τ(1) = 1.

Then, by (e 16.6),

|τj(f)−
n∑
i=1

(
pi,j
k

)t′i(f)| < σ/4 + σ/8 = 3σ/8 for all f ∈ H.(e 16.8)

It is then clear that (e 16.1) holds on repeating each t′i pi,j times.
Now suppose that A is subhomogeneous. By Lemma 2.16 of [66], t′i has the

form tri ◦ πi, where π1, π2, ..., πn are in Irr(A). It follows that (e 16.2) holds.
Note that Âl is a locally compact Hausdorff space (see Proposition 4.4.10 of

[95], for example). Fix a metric on Âl. For each πi ∈ Âl, there exists δi > 0 such
that for any irreducible representation x ∈ Âl with dist(x, πi) < δi, we have

|tr(x(f))− tr(πi(f))| < σ/64k for all f ∈ H,

where tr is the unique trace of Ml.
Suppose that, for each l, Âl has no isolated points. Fix j and, for each i with

tri ◦ πi ∈ E, choose pi,j distinct points in a neighborhood O(πi, δi) of πi (in

Âl) with diameter less than δi. Let {π1,j , π2,j , ..., πk,j} be the resulting set of k
elements (see (e 16.7)). Then, one has (by (e 16.3) and (e 16.8))
(e 16.9)

|τ(f)− 1

k
(tr1,j(f(π1,j)) + tr2,j(f(π2,j)) + · · ·+ trk,j(f(πk,j)))| < σ for all f ∈ H

(where tri,j is the tracial state of πi,j(A)), as desired. �

Lemma 16.2. Let H be a finite subset of C([0, 1] × T) ⊗Mr (for some r ≥ 1)
and let σ > 0. Then there is an integer N ≥ 1 such that for any finite Borel
measure µ on [a, b]× T with ‖µ‖ ≤ 1 and any k ≥ N, there are x1, x2, ..., xm in
(0, 1)× T for some m ≤ N such that

|
∫

(a,b)×T
tr(h)dµ− 1

k
(tr(h(x1))+tr(h(x2))+· · ·+tr(h(xm)))| < σ for all h ∈ H,

where [a, b] ⊂ [0, 1] and tr is the tracial state of Mr.

Proof. Let A = C([0, 1]×T)⊗Mr. Note that, for each µ as specified, τ(f) =∫
(a,b)×T tr(f)dµ is a trace on A with ‖τ‖ ≤ 1. Therefore, the conclusion follows

immediately from Lemma 16.1 if one allows x1, x2, ..., xm to be in [0, 1]×T. The
equicontinuity of H then allows us to require these points to be in (0, 1)×T. �
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The following fact is known to experts.

Lemma 16.3. Let C =
⊕k

i=1 C(Xi) ⊗ Mr(i), where each Xi is a connected
compact metric space. Let H ⊂ C be a finite subset and let σ > 0. Then
there is an integer N ≥ 1 satisfying the following condition: for any positive
homomorphism κ : K0(C)→ K0(Ms) = Z with κ([1C(Xi)⊗Mr(i)

]) ≥ N (for each
i) and any τ ∈ T (C) such that

ρC(x)(τ) := (1/s)(κ(x)) for all x ∈ K0(C),(e 16.10)

there is a homomorphism ϕ : C →Ms such that ϕ∗0 = κ and

|tr ◦ ϕ(h)− τ(h)| < σ for all h ∈ H,

where tr is the tracial state on Ms.

Proof. For convenience, we present a proof, using Lemma 16.1. It is clear
that the general case can be reduced to the case that C = C(X)⊗Mr for some
connected compact metric space X and r ≥ 1. Let σ and H be given. Without
loss of generality, we may assume that H is in the unit ball of C. Let N1 be as
in 16.1 for σ and H. Let N = N1r.

Suppose now τ and κ are given such that κ([1C ]) ≥ N and (e 16.10) holds.
Let D : K0(C) → Z be defined by the rank function and let e ∈ C be a pro-
jection of (constant) rank one. Then κ([e]) ≥ N1. The assumption (e 16.10)
means that ρC(x)(τ) = (1/s)(κ([e])D(x)) for all x ∈ K0(C). In particular,
1 = (1/s)(κ([e])r) = (1/s)κ([1C ]) and s = κ([e])r. Let k = κ([e]) ≥ N1 and
π1, π2, ..., πk be given by (the second part of) Lemma 16.1. Define ϕ(f) =
diag(π1(f), π2(f), ..., πk(f)). Then, by the choice of N1 and by Lemma 16.1,
one has

|tr(ϕ(h))− τ(h)| < 1/σ for all h ∈ H.

Moreover, ϕ0∗ = κ.
�

Lemma 16.4. Let C = C(T)⊗F1, where F1 = MR(1)⊕MR(2)⊕ · · · ⊕MR(l), or
C = F1. Let H ⊂ C be a finite subset, and let ε > 0. There is δ > 0 satisfying
the following condition: For any Ms, any positive order-unit preserving map
κ : K0(C)→ K0(Ms), and any tracial state τ ∈ T (C) such that

|ρMs(κ(p))(tr)− τ(p)| < δ

for all projections p in C, where tr is the tracial state on Ms, there is a tracial
state τ̃ ∈ T (C) such that

(1/s)(κ([p])) = τ̃(p) for all p ∈ C

and
|τ(h)− τ̃(h)| < ε for all h ∈ H.
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Proof. We may assume that H is in the unit ball of C. Let δ = ε/l. We may

write τ =
∑l
j=1 αjτj , where τj is a tracial state on C(T)⊗Mr(j), αj ∈ R+, and∑k

j=1 αj = 1. Let βj = (1/s)(κ([1C(T)⊗MR(j)
]), j = 1, 2, ..., l. Put τ̃ =

∑l
j=1 βjτj .

Then tr(κ(p)) = τ̃(p) for all projections p ∈ C; and for any h ∈ H,

|τ̃(h)− τ(h)| ≤
l∑

j=1

|βj − αj | < ε,

as desired. �

Remark 16.5. (1) Let C be a separable stably finite C∗-algebra and let A =
C ⊗ C(T) = C(T, C). Recall that K0(A) = K0(C) ⊕ β(K1(C)) ∼= K0(C) ⊕
K1(C) (see 2.14). If Ki(C) is finitely generated, then Ki(A) is also finitely
generated, i = 0, 1 (see 3.5). Fix a point t0 ∈ T. Let πt0 : A → C be the
point evaluation at t0 defined by πt0(f) = f(t0) for all f ∈ C(T, C). Define
ι : C → C(T, C) = A by ι(c)(t) = c for all t ∈ T and c ∈ C. Then πt0 ◦ ι = idC .
Thus, the homomorphism (πt0)∗0 : K0(A)→ K0(C) induced by πt0 maps K0(A)
onto K0(C) and ((πt0)∗0)|K0(C) is an order isomorphism. In particular, we may
write ker(πt0)∗0 = β(K1(C)). In other words, if p(t), q(t) ∈ MN (C(T, C)) are
projections and [p]− [q] ∈ β(K1(C)), then [p(t)] = [q(t)] in K0(C) for all t ∈ T.
Note that, any tracial state τ ∈ T (A) may be written as τ(f) =

∫
T s(f)(t)dµ(t),

where s ∈ T (C) and µ is a probability Borel measure on T. It follows that
τ(p) − τ(q) = 0 if [p] − [q] ∈ ker(πt0)∗0 for all τ ∈ T (A). This, in particular,
implies that β(K1(C)) ⊂ kerρA.

(2) Let C = A(F1, F2, ϕ0, ϕ1) and let πe : C → F1 be as in 3.1 which gives
an order embedding (πe)∗0 : K0(C) → K0(F1) (see 3.5). Let ϕ′i : C(T) ⊗ F1 →
C(T) ⊗ F2 be defined by ϕ′i(f ⊗ d) = f ⊗ ϕi(d) for all f ∈ C(T) and d ∈ F1,
where i = 0, 1. Then (A = C ⊗ C(T))

A = {(f, g) ∈ C([0, 1]× T, F2)⊕ (C(T)⊗ F1) :

f(0, t) = ϕ′0(g(t)) and f(1, t) = ϕ′1(g(t))}.

Let π′e : A→ C(T, F1) be defined by π′e(c⊗ f) = πe(c)⊗ f for all c ∈ C and f ∈
C(T). Note that, by 3.5, kerρC = {0}. Then, by (1) above, kerρA = β(K1(A)).
One then verifies easily that the map (π′e)∗0 : K0(A) = K0(C)⊗C(T) = K0(C)⊕
β(K1(C)) → F1 ⊗ C(T) = K0(F1) is given by (π′e)∗0(x ⊕ y) = (πe)∗0(x) for all
x ∈ K0(A) and y ∈ β(K1(C)). In other words, K0(A)/kerρA is embedded into
K0(C(T, F1).

Lemma 16.6. Let A = C for some C ∈ C or A = C ⊗ C(T) for some C ∈ C.
Let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. Let H ⊂ A be a finite
subset, and let σ > 0. Then there are a finite subset H1 ⊂ A+ and a positive
integer K such that for any τ ∈ T (A) satisfying

(e 16.11) τ(h) > ∆(ĥ) for all h ∈ H1
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and any positive homomorphism κ : K0(A) → K0(Ms) with s = κ([1A])∈ N
satisfying

(e 16.12) τ(x) = (1/s)(κ(x)) for all x ∈ K0(A),

there is a unital homomorphism ϕ : A→MsK such that ϕ∗0 = Kκ and

|tr′ ◦ ϕ(h)− τ(h)| < σ for all h ∈ H,

where tr′ is the tracial state on MsK .

Proof. We will consider the case that A = C(T) ⊗ C. The case A = C can
be proved in the same manner but simpler.

Let C = {(f, g) ∈ C([0, 1], F2)⊗ F1 : f(0) = ϕ0(g) and f(1) = ϕ1(g)}. Write
F1 = MR1

⊕MR2
⊕· · ·⊕MRl and F2 = Mr(1)⊕· · ·Mr(k) and C([0, 1]×T, F2) =⊕k

i=1 C([0, 1] × T,Mr(j)). Then, keeping the notation of part (2) of 16.5, we
write

rA = {(f, g) ∈ C([0, 1]× T, F2)⊕ (C(T)⊗ F1) :

f(0, t) = ϕ′0(g(t)) and f(1, t) = ϕ′1(g(t))}.

In particular, A ∈ D1. Let πi : C(T) ⊗ F1 → C(T) ⊗MRi be the projection
to the ith summand and εj : C([0, 1] × T) ⊗ F2 → C([0, 1] × T) ⊗ Mr(j) the
projection to the j-th summand, 1 ≤ j ≤ k. Set ϕ0,j = πj ◦ ϕ0 : F1 → Mr(j)

and ϕ1,j = πj ◦ ϕ1 : F1 → Mr(i). Let ϕ′0,j : C(T) ⊗ F1 → C(T) ⊗Mr(j) and
ϕ′1,j : C(T) ⊗ F1 → C(T) ⊗Mr(j) be the homomorphisms induced by ϕ0,j and
ϕ1,j , respectively. Let πe : C → F1 and π′e : A→ C(T)⊗ F1 be as in part (2) of
16.5.

Let h = (hf , hg) ∈ A. In what follows, for ξ ∈ (0, 1)× T, we will use εi(h)(ξ)
for εi(hf )(ξ), and, we will use εi(h)((0, t)) for ϕ′0,i(π

′
e(h))(t) (for t ∈ T) and

εi(h)((1, t)) for ϕ′1,i(π
′
e(h))(t) (for t ∈ T), whenever it is convenient.

By 3.15, K0(C) is finitely generated by minimal projections in Mm(C). Re-
placing C by Mm(C), without loss of generality, we may assume that K0(A) is
generated by {p1, p2, ..., pc}, where pi ∈ C are minimal projections, i = 1, 2, ..., c.
In what follows we will identify pi with pi ⊗ 1C(T) whenever it is convenient.

Note that K0(A) = K0(C)⊕ β(K1(C)) ∼= K0(C)⊕K1(C), kerρC = {0}, and
kerρA = β(K1(C)) (see 16.5). Therefore, κ|kerρA = {0}. Let κ00 : K0(C) →
K0(Ms) be the positive homomorphism induced by κ.

Note also K0(C(T) ⊗ F1) ∼= K0(F1) = Zl. Let ei be a minimal projection
of MRi , i = 1, 2, ..., l. Let I = kerπ′e. Since πe is surjective (see 3.1), there are
hi ∈ A+ such that ‖hi‖ ≤ 1 and π′e(hi) = ei, i = 1, 2, ..., l. We may assume that
εi(hj)(r, t) = ϕ′0,i(ej) if r ∈ [0, 1/4] and εi(hj)(r, t) = ϕ′1,i(ej) if r ∈ [3/4, 1].

We may also assume that H is a subset of the unit ball of A which contains
1A as well as {p1, p2, ..., pc}. Let H = {π′e(h) : h ∈ H}.

Let N0 (in place of N) be the integer for π′e(A) (in place of C), H (in place
of H) and σ/64 (in place of σ) given by Lemma 16.3. Let us fix the metric
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d(r × t, r′ × t′) =
√
|r − r′|2 + |t− t′|2 for all r × t, r′ × t′ ∈ [0, 1] × T. There

exists 1/4 > δ0 > 0 such that, if dist(ξ, ξ′) < δ0 (ξ, ξ′ ∈ [0, 1]×T), or |t− t′| < δ0
(t, t′ ∈ T), or 0 < r < δ0, then, for any h = (hf , hg) ∈ H, one has

(e 16.13) ‖hf (ξ)− hf (ξ′)‖ < σ/64kN0l, ‖hg(t′)− hg(t)‖ < σ/64N0kl,

and, for all t ∈ T,

‖hf (r, t)− ϕ′0(hg)(t)‖ < σ/64kN0l and ‖hf (1− r, t)− ϕ′1(hg)(t)‖ < σ/64kN0l.

Choose aI ∈ I+ such that ‖aI‖ ≤ 1, a(r, t) = 1F2
and a(1 − r, t) = 1F2

if
1 > r > δ0/2, and aI(r, t) = aI(1− r, t) = 0 if 0 < r < δ0/4, for all t ∈ T.

Now we choose H1. For each 1 ≤ j ≤ k, find a gj ∈ (C0(0, 1)⊗T⊗Mr(j))+\{0}
such that gj(r, t) = 0 if r 6∈ (δ0/2, 1−δ0/2) and ‖gj‖ ≤ 1. Find g′j , g

′′
j ∈ (C0(0, 1)⊗

T ⊗ Mr(j))+ \ {0} such that ‖g′j‖, ‖g′′j ‖ ≤ 1, g′j(r, t) = 0 if r 6∈ (0, δ0/2) and
g′′j (r, t) = 0 if r 6∈ (1−δ0/4, 1), j = 1, 2, ..., k. We will also use gj for the elements
of I ⊂ A such that εj(gj)(ξ) = gj(ξ) for all ξ ∈ (0, 1) × T, εi(gj) = 0 for
all i 6= j. We may also view g′j and g′′j as elements of I in exactly the same
manner. Let h′i = (1− aI)hi(1− aI), i = 1, 2, ..., l. Note that h′i(r, t) = hi(r, t) if
r ∈ [0, δ0/4] ∪ [1− δ0/4, 1] and h′i(r, t) = 0 if r ∈ [δ0/2, 1− δ0/2].

Recall that we identify pi with pi ⊗ 1C(T), i = 1, 2, ..., c. Put

P′ = {g′ipj : g′ipj 6= 0, 1 ≤ i ≤ k, 1 ≤ j ≤ c}∪{g′′i p′′j : g′′i p
′′
j 6= 0, q ≤ i ≤ k, 1 ≤ j ≤ c}

and put

H1 = {1A} ∪ {hi, h′i : 1 ≤ i ≤ l} ∪ {gj , g′j , g′′j : 1 ≤ j ≤ k} ∪ P′.

Put

(e 16.14) σ1 = min{∆(ĥ) : h ∈ H1}/2 and σ2 = σ1 · σ/64kl.

LetM be the integer in Lemma 15.1 associated with the pairK0(A) (asG) and Zl
(see 3.5). Let K1 (in place of R) be the integer provided by 15.1 for G = K0(A),

σ1 and σ2. Let Nj be the integer provided by Lemma 16.2 for σ2/8k
∏k
j=1 r(j)

(in place of σ) for r = r(j), j = 1, 2, ..., l. Let N̄ = max{Nj : 1 ≤ j ≤ k}. Put

d0 =
∏k
j=1 r(j). Let K = K1 ·N0 · N̄ ·M · d0.

Now suppose that κ and τ ∈ T (A) are given satisfying (e 16.11) and (e 16.12).
We may write (see 2.14 of [66])

(e 16.15) τ(a) = (
k∑
i=1

∫
(0,1)×T

tri(εi(a)(ξ))dµi(ξ)) + te ◦ π′e(a) for all a ∈ A,

where µi is a Borel measure on (0, 1) × T with ‖µi‖ ≤ 1, tri is the normalized
trace on Mr(i), and te is a trace (with ‖t‖ ≤ 1) on C(T)⊗F1. Consider the finite
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set {µ1, µ2, ..., µk}. By % applying Lemma 4.10, one can find two points δ′′0 < δ′0
in (15δ0/16δ0, δ0] such that∫

[δ′′0 ,δ
′
0]×T

dµi < σ2/8k, i = 1, 2, ..., k.(e 16.16)

Note, for each j, εi(pj)(ξ) is constant on (0, 1) × T for each i. If εi(pj) 6= 0,
then g′ipj ∈ P′. We have (as 0 < δ0/2 < δ′0 ≤ δ0 and εs(g

′
j) = 0, if s 6= j)∫

(0,δ′0)×T
tri(εi(pj))dµi ≥

∫
(0,1)×T

tri(εi(g
′
ipj))dµi(e 16.17)

=
k∑
s=1

∫
(0,1)×T

trs(εs(g
′
ipj))dµs = τ(g′ipj) ≥ 2σ1.

It follows from Lemma 16.2 that, for each i, there are ti,j ∈ (0, 1) × T, j =
1, 2, ...,m(i) ≤ N̄ , such that

|
∫

[δ′0,1−δ′0]×T
tri(f)dµi − (1/N̄)

m(i)∑
j=1

tri(f(ti,j))| < σ2/8k(e 16.18)

for all f ∈ H. For each i, define ρi, ρ
′
i : A→ C by

ρi(f) =

∫
(0,1)×T

tri(εi(f))dµi − (1/N̄)

m(i)∑
j=1

tri(εi(f(ti,j))),(e 16.19)

ρ′i(f) =

∫
(0,1−δ′0]×T

tri(εi(f))dµi − (1/N̄)

m(i)∑
j=1

tri(εi(f(ti,j)))(e 16.20)

for all f ∈ A. Then, since εi(pj)(ξ) is constant on [0, 1]× T,

ρi(pj) =

∫
(0,1)×T

tri(εi(pj))dµi − (1/N̄)

m(i)∑
s=1

tri(εi(pj(ti,s)))(e 16.21)

= tri(εi(pj))ρi(1A).(e 16.22)

If εi(pj) 6= 0, by (e 16.18) and (e 16.17),

ρ′i(pj) =

∫
(0,δ′0)×T

tri(pj)dµi +

∫
[δ′0,1−δ′0]×T

tri(pj)dµi(t)− (1/N̄)

m(i)∑
s=1

tri(pj(ti,s))

>

∫
(0,δ′0)×T

tri(pj)dµi − σ2/2k ≥ 2σ1 − σ2/2k > 0.
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Put α′i = ρ′i(1A), i = 1, 2, ..., k. Let ν0,i and ν1,i be the Borel measures on T
given by ∫

T
tri(f(t))dν0,i(t) =

∫
(0,δ′0)×T

tri(1C ⊗ f)dµi and(e 16.23) ∫
T

tri(f(t))dν1,i =

∫
(1−δ′0,1)×T

tri(1C ⊗ f)dµi(e 16.24)

for all f ∈ C(T,Mr(i)), 1 ≤ i ≤ k. Note that ‖v0,i‖ ≥ 2σ1, and by (e 16.18),

|ρ′1(1A)− ‖v0,i‖|(e 16.25)

= |ρ′1(1A)−
∫
T

tri(1A)dµi| < σ2/8k, i = 1, 2, ..., k.

Define T0,i, T1,i : A→ C by

T0,i(a) =
α′i
‖ν0,i‖

∫
T

tri ◦ ϕ′0,i ◦ π′e(a)dν0,i and(e 16.26)

T1,i(a) =

∫
T

tri ◦ ϕ′1,i ◦ π′e(a)dν1,i(e 16.27)

for all a ∈ A. Note, for any h ∈ A and t ∈ T,

tri((ϕ
′
0,i ◦ π′e(h))(t)) = tri(εi(h)((0, t)))(e 16.28)

and
tri((ϕ1,i ◦ π′e(h))(t)) = tri(εi(h)((1, t))).

Therefore, for h ∈ H, by (e 16.13), (e 16.23), (e 16.24), (e 16.14), and (e 16.25),

|
∫

((0,δ′0)∪(1−δ′0,1))×T
tri(εi(h))dµi − (T0,i(h) + T1,i(h))|(e 16.29)

≤ 2σ

64kl
+ |
∫

(0,δ′0)×T
tri(εi(h)(δ′0/2, t))dµi − T0,i(h)|

+|
∫

(1−δ′0,1)×T
tri(εi(h)(1− δ′0/2, t))dµi − T1,i(h)|

= |
∫
T

tri(εi(h)(δ′0/2, t))dν0,i − T0,i(h)|

+|
∫
T

tri(εi(h)(1− δ′0/2, t))dν1,i − T1,i(h)|+ σ

32kl

≤ |
∫
T

tri(εi(h)(0, t))dν0,i − T0,i(h)|+ |
∫
T

tri(εi(h)(1, t))dν1,i − T1,i(h)|

+
σ

32kl
+

2σ

64kl

< |1− ρ′i(1A)

‖ν0,i‖
|‖ν0,i‖+ 0 +

σ

16kl
< σ2/8k +

σ

16kl
.
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Let h̄j ∈ C([0, 1]×T)⊗F2 be such that ‖h̄j‖ ≤ 1, h̄j(r, t) = ϕ′0(ej) for r ∈ [0, δ′′0 ],
h̄j(r, t) = 0 if r ∈ [δ′0, 1− δ′0], and h̄j(r, t) = ϕ′1(ej) if r ∈ [1− δ′′0 , 1], j = 1, 2, ..., l.
Then h̄j ≥ h′j , j = 1, 2, ..., l. Moreover (by (e 16.25) again),

|
∫

((0,δ′0)∪(1−δ′0,1))×T
tri(εi(h̄j))dµi − (T0,i(h̄j) + T1,i(h̄j))|(e 16.30)

≤ σ2/8k + |
∫

(0,δ′0)×T
tri(ϕ

′
0,i(ej))dµi − T0,i(h̄j)|

+|
∫

(1−δ′0,1)×T
tri(ϕ

′
1,i(ej))dµi − T1,i(h̄j)|

≤ σ2/8k + |1− ρ′i(1A)

‖ν0,i‖
|‖ν0,i‖+ 0 < σ2/8k + σ2/8k = σ2/4k.

Since tri(εi(pj)) is constant on each open set (0, 1)×T, put Li,j = tri(εi(pj)).
Then one checks (using (e 16.22) among other items) that

T0,i(pj) + T1,i(pj)(e 16.31)

=
α′i
‖ν0,i‖

∫
T

tri ◦ ϕ0,i ◦ π′e(pj)dν0,i +

∫
T

tri ◦ ϕ1,i ◦ π′e(pj)dν1,i

= α′itri(εi(pj)) + ‖ν1,i‖tri(εi(pj)) = Li,j(ρ
′
i(1A) +

∫
T
dν1,i)

= Li,j(ρi(1A)) = ρi(pj).

Let

T1(a) = te ◦ π′e(a) +
k∑
i=1

(T0,i(a) + T1,i(a)), T2(a)(e 16.32)

=

k∑
i=1

[(1/N̄)

m(i)∑
j=1

tri(a(ti,j)

T (a) = T1(a) + T2(a)te ◦ π′e(a) +

k∑
i=1

(T0,i(a) + T1,i(a)

+(1/N̄)

m(i)∑
j=1

tri(a(ti,j)))
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for all a ∈ A. Thus, by (e 16.31) (see also (e 16.15)),

T (pj) = te ◦ π′e(pj) +
k∑
i=1

(ρi(pj) + (1/N̄)(e 16.33)

×
m(i)∑
j=1

tri(pj(ti,j))) = τ(pj)

for all j. Then T1 and T2 are traces on A and T is a tracial state on A. Define

T ′1(b) = te(b) +
k∑
i=1

(
α′i
‖ν0,i‖

∫
T

tri ◦ ϕ0,i(b)dν0,i +

∫
T

tri ◦ ϕ1,i(b)dν1,i)

for all b ∈ C(T)⊗ F1.

In what follows we will also use T ′1 for the extension on A⊗Mm defined by

T ′1(b⊗ x) = te(b)Trm(x)(e 16.34)

+

k∑
i=1

(
α′i
‖ν0,i‖

∫
T

tri ◦ ϕ0,i(b)Trm(x)dν0,i

+

∫
T

tri ◦ ϕ1,i(b)Trm(x)dν1,i)

for all b ∈ C(T)⊗ F1 and x ∈Mm, where Trm : Mm → C is the non-normalized
trace.

By (e 16.33) and (e 16.12), and by (e 16.18) and (e 16.30), one has

(1/s) ◦ κ(p) = T (p) for all p ∈ K0(A) and(e 16.35)

|τ(h)− T (h)| < σ2/8k + σ2/8k + σ/16kl < σ/2 for all h ∈ H.(e 16.36)

Put dj =
∏
i6=j r(i) and d = d0(

∑k
i=1m(i)). Note dir(i) = d0 for all 1 ≤ i ≤ k.

It follows that

d = N̄d0T2(1A).(e 16.37)

Define Ψ : A→Md by Ψ(a) =
⊕k

i=1(
∑m(i)
j=1 ε̄i(a)(ti,j)) for all a ∈ A, where

ε̄i(a) = diag(

diN̄︷ ︸︸ ︷
εi(a), εi(a), ..., εi(a)) = εi(a)⊗ 1diN̄ for all a ∈ A.(e 16.38)

Denote by td the tracial state of Md. Then

T2(1A)td(Ψ(a)) = T2(a) for all a ∈ A.(e 16.39)
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Let κ0 : K0(A)→ Z be given by Ψ. By hypothesis, sτ(pi) ∈ Z, j = 1, 2, ..., c. By
(e 16.33),

−sN̄d0T1(pj) = sN̄d0(T (pj)− T2(pj))(e 16.40)

= sN̄d0([τ(pj)−
k∑
i=1

((1/N̄)

m(i)∑
j=1

tri(p(ti,j)))])

= sN̄d0τ(pj)− d0

k∑
i=1

(

m(i)∑
j=1

tri(p(ti,j))) ∈ Z

(sτ(pj) ∈ Z). We have

T ′1(ej)(e 16.41)

= te(ej) +
k∑
i=1

(
α′i
‖ν0,i‖

∫
T

tri ◦ ϕ0,i(ej)dν0,i

+

∫
T

tri ◦ ϕ1,i(ej)dν1,i)

= te ◦ π′e(h̄′j) +

k∑
i=1

(T0,i(h̄
′
j) + T1,i(h̄

′
j))

≥ te ◦ π′e(h̄′j)

+
k∑
i=1

(

∫
((0,δ′0)∪(1−δ′0,1))×T

tri(εi(h̄
′
j))dµi − σ2/4k) (by (e 16.31))

= te ◦ π′e(h̄′j) +

k∑
i=1

∫
(0,1)×T

tri(εi(h̄
′
j))dµi − σ2/4

(εi(h̄j)(ξ) = 0, for ξ ∈ [δ′0, 1− δ′0])

= τ(h̄′j)− σ2/4 ≥ τ(h′j)− σ2/4

≥ ∆(h′j)− σ2/4 ≥ 2σ1 − σ2/4 ≥ σ1 (by (e 16.11)).

Let κ1 : K0(A)→ Z be defined by κ1|kerρA = 0 and by κ1([pj ]) = sN̄d0T1(pj),
j = 1, 2, ..., c. Let κ′1 : Zl → R be defined by sN̄d0T

′
1 (see (e 16.35)). As in (2) of

16.5 (see also 3.5 and (1) of 16.5), we may view K0(A)/kerρA as K0(C) ⊂ Zl.
Then κ′1 ◦ (π′e)∗0 = κ1. In particular, κ′1([π′e(1A)]) = κ1([1A]) = sN̄d0T1([1A]).
Note that, by (e 16.41),

κ′1([ej ]) = sN̄d0T
′
1(ej) ≥ sN̄d0σ1 ≥ σ1, j = 1, 2, ..., l.(e 16.42)
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By the choice of K1 and M, and by applying 15.1, there is an order homomor-
phism κ2 : K0(C(T)⊗ F1) = Zl → Z such that

(e 16.43) κ2|K0(A) = K1Mκ1 and |κ′1(ej)− (1/K1M)κ2(ej)| < σ2.

Write T ′1 =
∑l
j=1 αjtj ◦π′j , where each tj is a tracial state on C(T)⊗MR(j), and

αj = κ′1(ej)/sN̄d0, j = 1, 2, ..., l. Write βj = (1/K1MsN̄d0)κ2(ej), j = 1, 2, ..., l.
Then, by (e 16.43),

|αj − βj | < σ2/sN̄d0, j = 1, 2, ..., l.(e 16.44)

Put T ′′1 =
∑l
j=1 βj ◦ π′j and T ′′′1 = T ′′1 /‖T ′′1 ‖. Note T ′′′1 ∈ T (C(T)⊗ F1) and

‖T ′′1 ‖ = T ′′1 (π′e(1A)) = (1/K1MsN̄d0)κ2([π′e(1A)])

= (1/sN̄d0)κ1([1A]) = T1([1A]).

We also have (1/K1MsN̄d0T1([1A]))κ2([p]) = T ′′′1 (p) for all projections p in
C(T) ⊗ F1. Put K2 = K1N0MN̄d0T1([1A]). It follows from Lemma 16.3 that
there is a unital homomorphism Φ : C(T)⊗ F1 →MsK2

such that

(e 16.45) Φ∗0 = N0κ2 and |tr ◦ Φ(h)− T ′′′1 (h)| < σ/64

for all h ∈ H, where tr is the tracial state on MsK2
. Recall (see (e 16.12) and

(e 16.33)) that

T1(1A) + T2(1A) = T (1A) = (1/s)κ([1A]) = 1.

Thus, sK = sN0N̄K1Md0(T1(1A) + T2(1A)). Define ϕ : A→MsK by

ϕ(a) = Φ ◦ π′e(a)⊕ Ψ̃(a) for all a ∈ A,(e 16.46)

where Ψ̃ is the direct sum of sN0K1M copies of Ψ (recall (e 16.37)). By (e 16.45),
(e 16.43), (e 16.39), (e 16.32), and (e 16.35), for any projection p ∈ A, one has

(ϕ)∗0(p)

sK
= T1(p) +

k∑
i=1

(1/N̄)

m(i)∑
j=1

trj(p(ti,j)) = T (p) = (1/s)κ,

and hence

(e 16.47) ϕ∗0 = Kκ.

By (e 16.45) and (e 16.44),

(e 16.48) |(T1(1A)tr ◦ Φ(π′e(h))− T1(h)| < (T1(1A))(σ/64 + lσ2/sN̄d0) < σ/2
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for all h ∈ H. Note that (recall the definition of K and K2, and (e 16.37))

sK2/sK = T1(1A)/(T1(1A) + T2(1A)) = T1(1A)(e 16.49)

and sN0K1Md/sK = T2(1A).

It follows from (e 16.46), the first part of (e 16.49), (e 16.36), (e 16.48), the second
part of (e 16.49) and (e 16.39) that

|tr′ ◦ ϕ(h)− τ(h)|

≤ |tr′ ◦ ϕ(h)− T (h)|+ |T (h)− τ(h)|

< |T1(1A)tr ◦ Φ(π′e(h))− T1(h)|+ |tr′ ◦ Ψ̃(h)− T2(h)|+ σ/2

< σ/2 + |T2(1A)td(Ψ(h))− T2(h)|+ σ/2 = σ

for all h ∈ H. (Recall tr′ is the tracial state of MsK and tr is the tracial state on
MsK2

.) �

Lemma 16.7. Let A = C ⊗ B be a unital C∗-algebra, where C ∈ C and B =
C(X), where X is one point, or X = T. Let ∆ : Aq,1+ \ {0} → (0, 1) be an order
preserving map. Let H ⊂ A be a finite subset and let ε > 0. There exist a finite
subset H1 ⊂ A1

+ \ {0} and a finite subset of projections P ⊂ Mn(A) (for some
n ≥ 1), and there is δ > 0 such that if a tracial state τ ∈ T (A) satisfies

τ(h) > ∆(ĥ) for all h ∈ H1(e 16.50)

and κ : K0(A)→ K0(Ms) is any order preserving homomorphism with κ([1A]) =
[1Ms

] satisfying

(e 16.51) |ρMs(κ([p]))(tr)− τ(p)| < δ

for all projections p ∈ P, where tr is the tracial state on Ms, then there is a
tracial state τ̃ ∈ T (A) such that

ρMs
(κ(x))(tr) = τ̃(x) for all x ∈ K0(A) and |τ(h)− τ̃(h)| < ε for all h ∈ H.

Proof. Let C = A(F1, F2, ϕ1, ϕ2). Write A = C ⊗ C(X) = C(X,C), where
X is a single point or X = T. Note that K0(A) = K0(C) ⊕ β(K1(C)) ∼=
K0(C)⊕K1(C), kerρC = {0} and kerρA = β(K1(C)) (see 2.14). Without loss of
generality, we may assume that the projections in A generate K0(A), by replacing
A by MN (A) for some integer N ≥ 1. Let P′ be a finite subset of projections
in C which generates K0(C)+ (see 3.15) which we also assume to contain [1A].
Let ι : C → C(X,C) = A be defined by ι(c)(t) = c for all t ∈ T and c ∈ C
and let P = {ι(p) : p ∈ P′}. Then, by Remark 16.5, {ρA([p]) : p ∈ P} generates
ρA(K0(A))+. Without loss of generality, we may assume that H ⊂ A1

+ \{0}. Let
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H1 = H ∪ P and let σ0 = min{∆(ĥ) : h ∈ H1}. Without loss of generality, we
may assume that 0 < ε < 1. Let δ = ε · σ0/128.

Now suppose that τ and κ satisfy the hypotheses for the above mentioned
H1, P, and δ. Note that, for any s ∈ S[1Ms ](K0(Ms)), s ◦ κ is a state on K0(A).
By Corollary 3.4 of [8], s ◦ κ is induced by a tracial state of A. It follows that
κ(kerρA) ⊂ kerρMs = {0}. In what follows, identifying K0(Ms) with Z, we
may view κ as an order preserving homomorphism from K0(A) to Z ⊂ R.
Define η = (1 − ε/3)(κ/s − τ) : K0(A) → R, where τ(x) := ρA(x)(τ) for x ∈
K0(A). Let dA : K0(A) → K0(A)/kerρA be the quotient map. Then κ, τ,
and η factor through K0(A)/kerρA. Choose γ : K0(A)/kerρA → R such that
γ ◦ dA = (ε/3s)κ+ η.

Let π′e : A→ F1 ⊗ C(T) be the homomorphism defined in Remark 16.5. Let
Ψ0 = πt0 ◦ π′e : A → F1, where πt0 : F1 ⊗ C(T) → F1 is the point evaluation at
t0 ∈ T. Note that, as in 16.5 and 3.5,

K0(A)/kerρA ∼= K0(C).(e 16.52)

As computed in 3.5, K0(A)/kerρA ∼= K0(C) = (Ψ0)∗0(K0(A)) ⊂ K0(F1). For
each p ∈ P, from the assumption (e 16.51), one computes that

|η([p])| < (1− ε/3)δ.(e 16.53)

Therefore, by (e 16.50), (e 16.51), (e 16.53), and the choice of δ and σ0,

γ(dA([p])) = (ε/3)(κ([p])/s) + η([p])

> (ε/3)(∆(p̂)− δ)− (1− ε/3)δ

≥ (ε/3)(1− 1/128)σ0 − (1− ε/3)εσ0/128

= εσ0[(
1

3
− 1

3 · 128
)− (

1

128
− ε

3 · 128
)] > 0

for all p ∈ P. In other words, γ is positive. By 2.8 of [61], there is then a positive
homomorphism γ1 : K0(F1)→ R such that γ1 ◦ (Ψ0)∗0 = γ◦dA. It is well known
that there is a (non-normalized) trace T0 on F1 such that γ1([q]) = T0(q) for all
projections q ∈ F1.

Consider the trace τ ′ = (1 − ε/3)τ + T0 ◦ Ψ0 on A. Then, for any projection
p ∈ A,

τ ′(p) = (1− ε/3)τ(p) + T0 ◦Ψ0(p)

= (1− ε/3)τ(p) + (ε/3s)κ([p]) + η([p])

= (1− ε/3)τ(p) + (ε/3s)κ([p]) + (1− ε/3)(κ([p])/s− τ(p))

= (1/s)κ([p]).

Since (1/s)κ([1A]) = 1, τ ′ ∈ T (A). We also compute that, by (e 16.53),

|T0 ◦Ψ0(1A)| = |γ ◦ dA([1A])| < ε/2.(e 16.54)
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Therefore, we also have

|τ ′(h)− τ(h)| < ε for all h ∈ H.(e 16.55)

�

Lemma 16.8. Let C = C(X,C0) for some C0 ∈ C, where X is a point or X = T.
Let ∆ : Aq,1+ \ {0} → (0, 1) be an order preserving map. Let H ⊂ A be a finite
subset and let σ > 0. Then there are a finite subset H1 ⊂ A1

+ \ {0}, δ > 0, a
finite subset P ⊂ K0(A), and a positive integer K such that for any τ ∈ T (A)
satisfying

τ(h) > ∆(ĥ) for all h ∈ H1

and any positive homomorphism κ : K0(A) → K0(Ms) = Z with s = κ([1A])
such that

|ρA(x)(τ)− (1/s)(κ(x))| < δ

for all x ∈ P, there is a unital homomorphism ϕ : A→MsK such that ϕ∗0 = Kκ
and

|tr′ ◦ ϕ(h)− τ(h)| < σ for all h ∈ H,

where tr′ is the tracial state on MsK .

Proof. Note that there is an integer n ≥ 1 such that the projections in Mn(A)
generate K0(A). Therefore this lemma is a corollary of Lemma 16.6 and Lemma
16.7. �

Lemma 16.9. Let C = C(X,C0) for some C0 ∈ C, where X is a point or X = T.
Let ∆ : Cq,1+ \ {0} → (0, 1) be an order preserving map. Let F,H ⊂ C be finite
subsets, and let ε > 0, σ > 0. Then there are a finite subset H1 ⊂ C1

+ \ {0},
δ > 0, a finite subset P ⊂ K0(C), and a positive integer K such that for any
continuous affine map γ : T (C([0, 1]))→ T (C) satisfying

γ(τ)(h) > ∆(ĥ) for all h ∈ H1 and for all τ ∈ T (C([0, 1])),

and any positive homomorphism κ : K0(C)→ K0(Ms(C([0, 1]))) with κ([1C ]) =
s such that

|ρA(x)(γ(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (C([0, 1])),

for all x ∈ P, there is an F-ε-multiplicative completely positive linear map
ϕ : C → MsK(C([0, 1])) such that [ϕ]|K0(C) = Kκ (note that K0(C) is finitely
generated; see 16.5 and the end of 2.12) and

|τ ◦ ϕ(h)− γ′(τ)(h)| < σ for all h ∈ H,

where γ′ : T (MsK(C([0, 1])))→ T (C) is induced by γ. Furthermore, the map ϕ0

can be chosen such that ϕ0 = π0 ◦ϕ and ϕ1 = π1 ◦ϕ are homomorphisms, where
πt : MsK(C([0, 1]) → MsK is the point evaluation at t ∈ [0, 1]. In the case that
C ∈ C (i.e., X is a point), the map ϕ can be chosen to be a homomorphism.
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Proof. Since any C∗-algebras in C are semiprojective (see the line above
3.2), the second part of the statement follows directly from the first part of the
statement. Thus, we need only show the first part of the statement. Without
loss of generality, we may assume that F is in the unit ball of A, 1A ∈ F and
{ab : a, b ∈ F} ⊂ H. To simplify notation, without loss of generality, by replacing
C by Mr(C) for some r ≥ 1, we may assume that the set of projections in C
generates ρC(K0(C)) (see 3.15 and 16.5).

Since the K-theory of C is finitely generated, there is m′ ∈ N such that, for
any x ∈ Tor(Ki(C)) = 0, i = 0, 1,

mx = 0 for some integer 0 < m ≤ m′.

Put m1 = (m′)!. Let H1,1 ⊂ C1
+ \ {0} (in place of H1) and σ1 > 0 (in place

of δ) be the finite subsets and the positive constant provided by Theorem 4.18
for C (in place of A), ε0 = min{σ/3, ε/3} (in place of ε), H (in place of F), and
∆/2. (We will not need the finite set P of Theorem 4.18, since K0(C) is finitely
generated and when we apply Theorem 4.18, we will require that both maps
induce the same KL map.)

Let H1,2 ⊂ C (in place of H1) be a finite subset, δ > 0 be a positive number,
P ⊂ K0(C) be a finite subset, and K ′ be an integer as provided by Lemma 16.8
for C, ∆/2 (in place of ∆), H ∪H1,1 (in place of H), and the positive number

min{σ/16, σ1/8, {∆(ĥ)/4 : h ∈ H1,1}} (in place of σ). We may assume that P is
represented by P, a finite set of projections in C (see Remark 16.6).

Put H1 = H1,1 ∪H1,2 and K = m1K
′. Then, let γ : T (C([0, 1]))→ T (C) be

a continuous affine map with

γ(τ)(h) > ∆(ĥ) for all h ∈ H1,

and let κ : K0(C)→ K0(Ms(C([0, 1]))) with κ([1C ]) = s be such that

|ργ(τ)(x)− (1/s)τ(κ(x))| < δ for all x ∈ P for all τ ∈ T (C([0, 1])).

Since γ is continuous, there is a partition

0 = x0 < x1 < · · · < xn = 1

such that, for any 0 ≤ i ≤ n− 1 and any x ∈ [xi, xi+1], one has

(e 16.56) |γ(τx)(h)− γ(τxi)(h)| < min{σ/8, σ1/4} for all h ∈ H1,

where τx ∈ T (Ms(C([0, 1]))) is the extremal trace concentrated at x.
For any 0 ≤ i ≤ n, consider the trace τ̃i = γ(τxi) ∈ T (C). It is clear that

|τ̃i(x)− tr((πxi)∗0◦κ(x))| < δ for all x ∈ P and τ̃i(h) > ∆(ĥ) for all h ∈ H1,2,
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where tr is the tracial state of Ms (πx was defined in the statement of the lemma).
By Lemma 16.8, there exists a unital homomorphism ϕ′i : C →MsK′ such that

(ϕ′i)∗0 = Kκ,

as we identify K0(C([0, 1],Ms)) with Z and
(e 16.57)

|tr ◦ϕ′i(h)− τxi(h)| < min{σ/16,∆(ĥ)/4, σ1/8, h ∈ H1,1} for all h ∈ H ∪H1,1.

Note (ϕ′i)∗1 = 0 since K1(MsK′) = {0}. In particular, by (e 16.57), one has that,
for any 0 ≤ i ≤ n− 1,

|tr ◦ ϕ′i(h)− tr ◦ ϕ′i+1(h)| < σ1 for all h ∈ H1,1.

Note that γ(τxi)(h) > ∆(ĥ) for any h ∈ H1,1 by hypothesis. It then also follows
from (e 16.57) that, for any 0 ≤ i ≤ n,

tr ◦ ϕ′i(h) > ∆(ĥ)/2 for all h ∈ H1,1.

Define the amplification ϕ′′i as

ϕ′′i := ϕ′i ⊗ 1Mm1 (C) : C →MsK= Mm1(sK′).

Then (ϕ′′i )∗j = (ϕ′′i+1)∗j , j = 0, 1. By the choice of m1, [ϕ′′i ]|Kj(C,Z/kZ) = 0 =
[ϕ′′i+1]|Kj(C,Z/kZ) on each non-zero Kj(C,Z/kZ), j = 0, 1, k = 2, 3, .... Therefore

[ϕ′′i ] = [ϕ′′i+1] in KL(C,MsK).

It then follows from Theorem 4.18 that there is a unitary u1 ∈Ms such that

‖ϕ′′0(h)−Adu1 ◦ ϕ′′1(h)‖ < ε0 for all h ∈ H.

Consider the maps Adu1◦ϕ′′1 and ϕ′′2 . Applying Theorem 4.18 again, one obtains
a unitary u2 ∈MsK such that

‖Adu1 ◦ ϕ′′1(h)−Adu2 ◦ ϕ′′2(h)‖ < ε0 for all h ∈ H.

Repeating this argument for all i = 1, ..., n, one obtains unitaries ui ∈MsK such
that

‖Adui ◦ ϕ′′i (h)−Adui+1 ◦ ϕ′′i+1(h)‖ < ε0 for all h ∈ H.

Then define ϕ0 = ϕ′′0 and ϕi = Adui ◦ ϕ′′i , and one has

(e 16.58) ‖ϕi(h)− ϕi+1(h)‖ < ε0 for all h ∈ H.
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Define the linear map ϕ : C →MsK([0, 1]) by

ϕ(f)(t) =
t− xi

xi+1 − xi
ϕi(f) +

xi+1 − t
xi+1 − xi

ϕi+1(f), if t ∈ [xi, xi+1].

Since each ϕi is a homomorphism, by (e 16.58), the map ϕ is F-ε-multiplicative.
It is clear that [ϕ]|K0(C) = Kκ. On the other hand, for any x ∈ [xi, xi+1] for
some i = 1, ..., n− 1, one has that for any h ∈ H,

|γ(τx)(h)− τx ◦ ϕ(h)|

= |γ(τx)(h)− (
x− xi

xi+1 − xi
tr(ϕi(h)) +

xi+1 − x
xi+1 − xi

tr(ϕi+1(h)))|

< |γ(τx)(h)− (
x− xi

xi+1 − xi
γ(τxi)(h) +

xi+1 − x
xi+1 − xi

γ(τxi+1
)(h))|+ σ/4

(by (e 16.57))

< |γ(τx)(h)− γ(τxi+1
)(h))|+ 3σ/8 (by (e 16.56))

< σ/2 (by (e 16.56)).

Hence for any h ∈ H,
|γ(τ)(h)− τ ◦ ϕ(h)| < σ

for any τ ∈ T (MsK(C([0, 1]))).
Note that π0 ◦ ϕ = ϕ0 and π1 ◦ ϕ = ϕn which are homomorphisms. Thus the

map ϕ satisfies the conclusion of the lemma.
�

Theorem 16.10. Let C = C(X,C0), where C0 ∈ C and X is a point, or X = T.
Let ∆ : Cq,1+ \ {0} → (0, 1) be an order preserving map. Let F,H ⊂ C be finite
subsets, and let 1 > σ, ε > 0. There exist a finite subset H1 ⊂ C1

+ \ {0}, δ > 0, a
finite subset P ⊂ K0(C), and a positive integer K such that for any continuous
affine map γ : T (D)→ T (C) satisfying

γ(τ)(h) > ∆(ĥ) for all h ∈ H1 for all τ ∈ T (D),

where D is a C∗-algebra in C, any positive homomorphism κ : K0(C)→ K0(D)
with κ([1C ]) = s[1D] for some integer s ≥ 1 satisfying

|ρC(x)(γ(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (D)

and for all x ∈ P, there is a F-ε-multiplicative positive linear map ϕ : C →
MsK(D) such that

[ϕ]|K0(A) = Kκ

(see 2.12) and

|(1/(sK))τ ◦ ϕ(h)− γ(τ)(h)| < σ(e 16.59)

for all h ∈ H and τ ∈ T (D).

In the case that C ∈ C, the map ϕ can be chosen to be a homomorphism.
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Proof. Recall that if Φ : B1 → B2 is a map from a C∗-algebra B1 to a
C∗-algebra B2, then we will continue to use Φ for the amplification Φ⊗ idMn

:
B1 ⊗Mn → B2 ⊗Mn. We will use this practice in this proof and in the rest
of this section. As in the proof of Lemma 16.9, since C∗-algebras in C are
semiprojective, we only need to prove the first part of the statement. Without
loss of generality, one may assume that F is a subset of the unit ball of C, 1C ∈ F,
and {ab : a, b ∈ F} ⊂ H. Fix 1 > ε, σ > 0. Replacing C by Mm(C) for some
integer m ≥ 1, and applying 3.15, we may find a finite subset P of projections
in C such that P = {[p] : p ∈ P} generates K0(C). We may also assume that
P ⊂ H.

Since the K-groups of C are finitely generated (as abelian groups), there is
m′ ∈ N such that, for any x ∈ Tor(Ki(C)), i = 0, 1, mx = 0 for some 0 < m ≤ m′.
Set m1 = m!.

Let H1,1 ⊂ C1
+ \ {0} (in place of H1), H′1,1 ⊂ Cs.a. (in place of H2) be finite

subsets and Q ⊂ K(C) (in place of P) be another finite subset, and σ1 > 0 (in
place of δ) be a positive number as provided by Theorem 4.18 with respect to C
(in place of A), min{σ/4, ε/6} (in place of ε), H (in place of F), and ∆.

Set σ0 = 1
2 min{σ/16, σ1/4,min{∆(ĥ)/2 : h ∈ H1,1}}. Let H1,2 ⊂ C1

+ \ {0}
(in place of H1) be a finite subset, let σ2 (in place of δ) be a positive number,
and K1 (in place of K) be an integer as provided by Lemma 16.8 with respect
to H ∪H1,1 ∪H′1,1 and σ0 (in place of σ) and ∆. Without loss of generality, we
may assume that H1,2 ⊃ H1,1.

Let H1,3 ⊂ C1
+ \ {0} (in place of H1), σ3 > 0 (in place of δ), and K2 (in place

of K) be finite subsets and a constant as provided by Lemma 16.9 with respect
to C, H∪H′1,1 ∪H1,2 (in place of H), σ0 (in place of σ), ε/12 (in place of ε), H
(in place of F), and ∆ (with the same P as above).

Put H1 = H1,1 ∪ H1,2 ∪ H1,3 ∪ P , δ = min{σ1/2, σ2, σ3, 1/4}, and K =
m1K1K2. Let

D = A(F1, F2, ψ0, ψ1) = {(f, a) ∈ C([0, 1], F2)⊕ F1 : f(0) = ψ0(a)

and f(1) = ψ1(a)}

be any C∗-algebra in C, where ψi : F1 → F2 is a unital homomorphism, i = 0, 1,
and let γ : T (D)→ T (C) be a given continuous affine map satisfying

γ(τ)(h) > ∆(ĥ) for all h ∈ H1 for all τ ∈ T (D).

Write F1 = MR(1) ⊕MR(2) ⊕ · · · ⊕MR(l), F2 = Mr(1) ⊕Mr(2) ⊕ · · · ⊕Mr(k)

and Ij = C([0, 1],Mr(j)), j = 1, 2, ..., k. Denote by πe,j : D → MR(j) the ho-
momorphism which is the composition of πe : D → F1 (defined in 3.1) and
the projection from F1 onto MR(j) (1 ≤ j ≤ l). Denote by πIj : D → Ij the
restriction map defined by (f, a)→ f |[0,1]j (see 3.17).

Let κ : K0(C) → K0(Ms(D)) be any positive map with s[1D] = κ([1C ])
satisfying

|ρC(x)(γ(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (D)
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and for all x ∈ P. Write C([0, 1], F2) = I1⊕I2⊕· · ·⊕Ik with Ii = C([0, 1],Mr(i)),
i = 1, ..., k. Note that γ induces a continuous affine map γi : T (Ii) → T (C)
defined by γi(τ) = γ(τ ◦πIi) for each 1 ≤ i ≤ k. It is clear that for any 1 ≤ i ≤ k,
one has that

γi(τ)(h) > ∆(ĥ) for all h ∈ H1,3 and for all τ ∈ T (Ii),(e 16.60)

and

|ρC(x)(γi(τ))− τ((πIi)∗0 ◦ κ(x))| < δ ≤ σ3(e 16.61)

for all τ ∈ T (Ms(Ii))

and for all x ∈ P and for any 1 ≤ i ≤ k. Since

γ(τ)(h) > ∆(ĥ) for all h ∈ H1,2 and for all τ ∈ T (D), and(e 16.62)

|ρC(x)(γ(τ))− (1/s)τ(κ(x))| < δ for all τ ∈ T (D)(e 16.63)

and for all x ∈ P, one has that, for each j,

γ ◦ (πe,j)
∗(tr′j)(h) > ∆(ĥ) for all h ∈ H1,2 and(e 16.64)

|ρC(x)(γ ◦ (πe,j)
∗(tr′j))− tr′j((πe,j)∗0 ◦ κ(x))| < δ ≤ σ2,(e 16.65)

where tr′j is the tracial state on MR(j), for all x ∈ K0(C) and where γ ◦
(πe,j)

∗(tr′j) = γ(tr′j ◦ πe,j).
Using (e 16.64), (e 16.65) and applying 16.8 to (πe,j)∗0 ◦K1K2κ, one obtains

a homomorphism ϕ′j : C →MR(j) ⊗MsK1K2 such that

(ϕ′j)∗0 = (πe,j)∗0 ◦K1K2κ and(e 16.66)

|trj ◦ ϕ′j(h)− (γ ◦ (πe,j)
∗(tr′j))(h)| < σ0(e 16.67)

for all h ∈ H ∪H1,1 ∪H′1,1,

where trj is the tracial state on MR(j)⊗MsK1K2
. By (e 16.64), (e 16.67) and the

choice of σ0,

trj ◦ ϕ′j(h) ≥ ∆(ĥ)/2 for all h ∈ H1,1.(e 16.68)

Set ϕ′ =
⊕l

j=1 ϕ
′
j : C → F1 ⊗MsK1K2 . Then, for all t ∈ T (F1 ⊗MsK1K2),

t ◦ ϕ′(h) ≥ ∆(ĥ)/2 for all h ∈ H1,1.(e 16.69)

By (e 16.67), for all h ∈ H ∪H1,1H
′
1,1 and for all t ∈ T (F1),

|(t⊗ trsK1K2
) ◦ ϕ′(h)− γ(t ◦ πe)(h)| < σ0,(e 16.70)
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where trsK1K2
is the tracial state of MsK1K2

. Applying Lemma 16.9, using
(e 16.60) and (e 16.61), and tensoring the resulting map with 1MK1

, for any
1 ≤ i ≤ k, one obtains an H-ε/4-multiplicative contractive completely posi-
tive linear map ϕi : C → Ii ⊗MsK1K2 such that [ϕi]|K0(C) = (πIi)∗0 ◦K1K2κ
and

(e 16.71) |τ̃ ◦ ϕi(h)− ((γ ◦ (πIi)∗(τ))(h)| < σ0

for all h ∈ H∪H1,1∪H′1,1, and for all τ ∈ T (Ii) and τ̃ = τ⊗trsK1K2
. Furthermore,

as in the conclusion of Lemma 16.9, the restrictions of ϕi to both boundaries
(end points of the interval) are homomorphisms.

For each 1 ≤ i ≤ k, denote by πi,t the evaluations of Ii ⊗MsK1K2 at the
point t ∈ [0, 1]. Also, for each 1 ≤ i ≤ k, define ψ0,i = (qi ◦ ψ0) ⊗MsK1K2

and
ψ1,i = (qi ◦ ψ1)⊗ idMsK1K2

, where qi : F2 → Mr(i) is the projection map. Then
one has

(e 16.72) ψ0,i ◦ πe = πi,0 ◦ πIi .

(Recall that a map Φ is identified with Φ⊗ idsK1K2
). It follows that

(ψ0,i ◦ ϕ′)∗0(e 16.73)

= (ψ0,i)∗0 ◦ (
l∑

j=1

(πe,j)∗0) ◦K1K2κ

= (ψ0,i)∗0 ◦ (πe)∗0 ◦K1K2κ = (πi,0 ◦ πIi)∗0 ◦K1K2κ

= (πi,0)∗0 ◦ [ϕi]|K0(A).

Note that ψ0,i is unital. Therefore, by (e 16.69), for any tr(i) ∈ T (Mr(i) ⊗
MsK1K2), one has

(e 16.74) tr(i) ◦ (ψ0,i ◦ ϕ′)(h) ≥ ∆(ĥ)/2 for all h ∈ H1,1,

and, since πi,0 is unital, by (e 16.71) and (e 16.62),

(e 16.75) tr(i) ◦ (πi,0 ◦ ϕi)(h) ≥ ∆(ĥ)/2 for all h ∈ H1,1.

Let t(i) be the tracial state of Mr(i). It follows from (e 16.71), (e 16.72) and
(e 16.67) that

tr(i) ◦ (πi,0 ◦ ϕi)(h)(e 16.76)

≈σ0
γ((πIi)∗)(t(i) ◦ πi,0)(h) = γ(t(i) ◦ πi,0 ◦ πIi)(h)

= γ(t(i) ◦ ψi,0 ◦ πe)(h) ≈σ0
tr(i) ◦ ϕ′(h)

for all h ∈ H1,1 ∪H′1,1.
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Consider the amplifications

ϕ∼i : = ϕi ⊗ 1Mm1 (C) : C → Ii ⊗MsK and(e 16.77)

ϕ′′ : = ϕ′ ⊗ 1Mm1
(C) : C → F1 ⊗MsK .

Since K1(Mr(i)) = {0}, by (e 16.73), (ψ0,i ◦ϕ′′)∗j = (πi,0 ◦ϕ∼i )∗j , j = 0, 1. By the
choice of m1,
[ψ0,i ◦ ϕ′′]|Kj(C,Z/kZ) = 0 = [πi,0 ◦ ϕ∼i ]|Kj(C,Z/kZ), j = 0, 1, and i = 0, 1, for
any k such that Ki(C,Z/kZ) 6= {0}. It follows that

[ψ0,i ◦ ϕ′′] = [πi,0 ◦ ϕ∼i ] in KL(C,Mr(i)sK).

Therefore, by Theorem 4.18 (by also (e 16.74), (e 16.75), and (e 16.76)), there is
a unitary ui,0 ∈Mr(i) ⊗MsK such that

‖Adui,0 ◦ πi,0 ◦ ϕ∼i (f)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6} for all f ∈ H.

Exactly the same argument shows that there is a unitary ui,1 ∈ Mr(i) ⊗MsK

such that

‖Adui,1 ◦ πi,1 ◦ ϕ∼i (f)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6} for all f ∈ H.

Choose two paths of unitaries {ui,0(t) : t ∈ [0, 1/2]} ⊂Mr(i) ⊗MsK such that
ui,0(0) = ui,0 and ui,0(1/2) = 1Mr(i)⊗MsK

, and {ui,1(t) : t ∈ [1/2, 1]} ⊂ Mr(i) ⊗
MsK , such that ui,1(1/2) = 1Mr(i)⊗MsK

and ui,1(1) = ui,1 Put ui(t) = ui,0(t) if
t ∈ [0, 1/2) and ui(t) = ui,1(t) if t ∈ [1/2, 1]. Define ϕi,I : C → Ii ⊗MsK by

πt ◦ ϕi,I = Adui(t) ◦ πt ◦ ϕ′i,

where πt : Ii ⊗MsK →Mr(i) ⊗MsK is the point evaluation at t ∈ [0, 1].
One has that, for each i,

‖πi,0 ◦ ϕi,I(f)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6} and

‖πi,1 ◦ ϕi,I(f)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6} for all f ∈ H.

For each 1 ≤ i ≤ k, let εi < 1/2 be a positive number such that

‖ϕi,I(f)(t)− ψ0,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6}(e 16.78)

for all f ∈ H for all t ∈ [0, εi], and

‖ϕi,I(f)(t)− ψ1,i ◦ ϕ′′(f)‖ < min{σ/4, ε/6}(e 16.79)

for all f ∈ H for all t ∈ [1− εi, 1].
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Define Φi : C → Ii ⊗MsK to be

Φi(f)(t) =

 (εi − t/εi)(ψ0,i ◦ ϕ′′) + (t/εi)ϕi.I(f)(εi), if t ∈ [0, εi],
ϕi,I(f)(t), if t ∈ [εi, 1− εi] ,
((t− 1 + εi)/εi)(ψ1,i ◦ ϕ′′) + ((1− t)/εi)ϕi,I(f)(εi), if t ∈ [1− εi, 1].

The map Φi is not necessarily a homomorphism, but it is F-ε-multiplicative.
Moreover, it satisfies the relations

πi,0 ◦ Φi(f) = ψ0,i ◦ ϕ′′(f) and(e 16.80)

πi,1 ◦ Φi(f) = ψ1,i ◦ ϕ′′(f) for all f ∈ H, i = 1, ..., k.

Define Φ′ : C → C([0, 1], F2)⊗MsK by πi,t◦Φ′ = πt◦Φi, where πi,t : C([0, 1], F2)⊗
MsK →Mr(i) ⊗MsK is defined by the point evaluation at t ∈ [0, 1] (on the i-th
direct summand). Define

ϕ(f) = (Φ′(f), ϕ′′(f)).

It follows from (e 16.80) that ϕ is an F-ε-multiplicative contractive completely
positive linear map from C to D⊗MsK . It follows from (e 16.66) (see also (??))
that

[πe ◦ ϕ(p)] = [ϕ′′(p)] = (πe)∗0 ◦Kκ([p]) for all p ∈ P.(e 16.81)

Since (πe)∗0 : K0(D)→ Zl is injective (see 3.5), one has

(e 16.82) ϕ∗0 = Kκ.

For any τ0 ∈ T (F1 ⊗MsK), let τ = τ0 ◦ πe. Note also πe ◦ ϕ = ϕ′′. By (e 16.70),

|τ ◦ ϕ(h)− γ(τ)(h)| < σ/16 for all h ∈ H.(e 16.83)

Let τ ∈ T (D) be defined by τ(f) =
∑k
j=1

∫
(0,1)

trr(j)sK(πIj (f))dµj for all

f ∈ D⊗MsK , where trr(j)sK is the tracial state of Mr(j)sK and µj is a positive

Borel measure on (0, 1) with
∑k
j=1 ‖µj‖ = 1. Then, by the definition of ϕ,

(e 16.78), (e 16.79), and (e 16.71),

|τ ◦ ϕ(h)− γ(τ)(h)| < σ/4 + σ/16 = 5σ/16 for all h ∈ H.(e 16.84)

In general, τ ∈ T (D ⊗MsK) has the form

τ(f) = τ0 ◦ πe(f) +
k∑
j=1

∫
(0,1)

trr(j)sK(πIj (f))dµj for all f ∈ D ⊗MsK ,

where ‖τ0‖ +
∑k
j=1 ‖µj‖ = 1 (see the proof of 3.10). It follows from (e 16.83)

and (e 16.84) that

|(1/sK)τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H

and for all τ ∈ T (D). �
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Lemma 16.11. Let C ∈ C. For any ε > 0 and any finite subset H ⊂ Cs.a., there
exists a finite subset of extremal traces E ⊂ T (C) and a continuous affine map
λ : T (C)→4E , where 4E is the convex hull of of E, such that

|λ(τ)(h)− τ(h)| < ε, h ∈ H, τ ∈ T (C).(e 16.85)

Proof. We may assume that H is in the unit ball of C. Write

C = A(F1, F2, ψ0, ψ1),

where F1 = MR(1)⊕MR(2)⊕· · ·⊕MR(l) and F2 = Mr(1)⊕Mr(2)⊕· · ·⊕Mr(k). Let
πe,i : C → MR(i) be the surjective homomorphism defined by the composition
of πe and the projection from F1 onto MR(i), and πIj : C → C([0, 1],Mr(j)) the
restriction which may also be viewed as the restriction of the projection from
C([0, 1], F2) to C([0, 1],Mr(i)). Denote by πt ◦πIj the composition of πIj and the
point evaluation at t ∈ [0, 1]. There is δ > 0 such that, for any h ∈ H,

‖πIj (h)(t)− πIj (h)(t′)‖ < ε/16 for all h ∈ H(e 16.86)

and |t− t′| < δ, t, t′ ∈ [0, 1].
Let g1, g2, ..., gn be a partition of unity over the interval [δ, 1− δ] subordinate

to an open cover with order 2 such that each supp(gi) has diameter < δ and
gsgs′ 6= 0 implies that |s − s′| ≤ 1. Let ts ∈ supp(gs)∩[δ, 1 − δ] be a point. We
may assume that ts < ts+1. We may further choose t1 = δ and tn = 1 − δ and
assume that g1(δ) = 1 and gn(1− δ) = 1, choosing an appropriate open cover of
order 2.

Extend gs to [0, 1] by defining gs(t) = 0 if t ∈ [0, δ) ∪ (1 − δ, 1] for s =
2, 3, ..., n− 1 and

g1(t) = g1(δ)(t/δ) for t ∈ [0, δ) and(e 16.87)

gn(t) = gn(1− δ)(1− t)/δ for t ∈ (1− δ, 1].

Define g0 = 1 −
∑n
s=1 gs. Then g0(t) = 0 for all t ∈ [δ, 1 − δ]. Put ḡs =

(gs · 1F2
, 0) ∈ C for 1 ≤ s ≤ n, and ḡ0 = (g0 · 1F2

, 1F1
), so that ψ0 ◦ πe(ḡ0) =

ψ0(1F1
) and ψ0(πe(g0)) = ψ1(1F1

). Let gs,j = πIj (ḡs), s = 1, 2, ..., n, j =
1, 2, ..., k. Let pi ∈ F1 be the support projection corresponding to the sum-
mand MR(i). Choose di ∈ C([0, 1], F2) such that di(t) = ψ0(pi) for t ∈ [0, δ] and
di(t) = ψ1(pi) for t ∈ [1 − δ, 1] and 0 ≤ di(t) ≤ 1 for t ∈ (δ, 1 − δ). Note that

d̄i = (di · 1F2 , pi) ∈ C. We may assume that
∑l
i=1 g0di = g0 and

∑l
i=1 ḡ0d̄i = ḡ0.

Denote by tri the tracial state on MR(i) and tr′j the tracial state on Mr(j),
i = 1, 2, ..., l, and j = 1, 2, ..., k. Let

E = {tri ◦ πe,i : 1 ≤ i ≤ l} ∪
n⋃
s=1

{tr′j ◦ πts ◦ πIj : 1 ≤ j ≤ k}.
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Let 4E be the convex hull of E. Define λ : T (C)→4E by

λ(τ)(f) =
k∑
j=1

n∑
s=1

τ(gs,j)tr
′
j ◦ (πIj (f)(ts)) +

l∑
i=1

τ(ḡ0d̄i)tri ◦ πe,i(f),

where we view gs,j ∈ C0((0, 1),Mr(j)) ⊂ C, for all f ∈ C. It is clear that λ is a
continuous affine map. Note that if h ∈ C (πe,j(d̄i) = 0, if i 6= j),

λ(trj ◦ πe,j)(h)(e 16.88)

=
l∑
i=1

trj ◦ πe,j(ḡ0d̄i)tri ◦ πe,i(h)

= trj ◦ πe,j(ḡ0d̄j)trj ◦ πe,j(h) = trj ◦ πe,j(h).

If τ(f) = tr′j ◦ (πIj (f)(t)) with t ∈ (δ, 1− δ), then, for h ∈ H,

τ(h) = tr′j ◦ (πIj (h)(t)) = (
n∑
s=1

tr′j ◦ (πIj (hḡs)(t)))(e 16.89)

≈2ε/16

n∑
s=1

tr′j(π
Ij (h)(ts)(π

Ij )(ḡs)(t))

=
n∑
s=1

gs,j(t)tr
′
j ◦ πIj (h)(ts)

=

n∑
s=1

τ(ḡs,j)tr
′
j(π

Ij (h))(ts)

=
k∑
i=1

n∑
s=1

τ(ḡs,i)tr
′
i(π

Ii(h))(ts)

+

l∑
i=1

0 · tri ◦ πe,i(h) = λ(τ)(h),

where we note that τ(ḡs,i) = 0 if i 6= j. If τ has the form τ(f) = tr′j(π
Ij (f)(t)) for

some fixed t ∈ (0, δ], then for h ∈ H with h = (h0, h1), where h0 ∈ C([0, 1], F2)
and h1 ∈ F1 are such that ψ0(h1) = h0(0) = h(0) and ψ1(h1) = h0(1) = h(1)
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(using
∑l
i=1 pi = 1F1

and pi = 1Mr(i)
),

(e 16.90)

τ(h) = tr′j(π
Ij (h)(t))

= tr′j(π
Ij (hḡ1)(t)) + tr′j(π

Ij (hḡ0)(t))) ≈ε/8 tr′j(π
Ij (h)(δ)πIj (ḡ1)(t))

+tr′j(π
Ij (h)(0)πIj (ḡ0)(t))

= g1(t)tr′j(π
Ij (h)(δ)) + g0(t)tr′j ◦ (ψ0(h1))

= τ(ḡ1,j)tr
′
j(π

Ij (h)(t1)) + g0(t)
l∑
i=1

tr′j(ψ0(h1pi))

= τ(ḡ1,j)tr
′
j ◦ (πIj (h)(t1)) + g0(t)

( l∑
i=1

tr′j(ψ0(pi))tri ◦ πe,i(h)
)

= τ(ḡ1,j)tr
′
j(π

Ij (h)(t1)) + g0(t)

l∑
i=1

tr′j ◦ (πIj (d̄i)(t)))tri(πe,i(h))

= τ(g1,j)tr
′
j(π

Ij (h)(t1)) +
l∑
i=1

tr′j ◦ (πIj (ḡ0d̄i)(t))tri(πe,i(h))

= τ(g1,j)tr
′
j(π

Ij (h)(t1)) +
l∑
i=1

τ(ḡ0d̄i)tri(πe,i(h)) = λ(τ)(h).

The same argument as above shows that, if

τ(f) = tr′j ◦ (πIj (f)(t)), t ∈ [1− δ, 1),

then

τ(h) ≈ε/8 λ(τ)(h) for all h ∈ H.(e 16.91)

It follows from (e 16.88), (e 16.89), (e 16.90), and (e 16.91) that

|τ(h)− λ(τ)(h)| < ε/8 for all h ∈ H

and for all extreme points of τ ∈ T (C). By Choquet’s Theorem, for each τ ∈
T (C), there exist a Borel probability measure µτ on the extreme points ∂eT (C)
of T (C) such that

τ(f) =

∫
∂eT (C)

f(t)dµτ for all f ∈ Aff(T (C)).



A classification of finite simple amenable Z-stable C∗-algebras, I 361

Therefore, for each h ∈ H,

τ(h) =

∫
∂e(T (C)

ĥ(t)dµτ ≈ε/8
∫
∂eT (C)

ĥ(λ(t))dµτ = λ(τ)(h) for all τ ∈ T (C),

as desired. �

Lemma 16.12. Let C be a unital stably finite C∗-algebra, and let A ∈ B1 (or
B0). Let α : T (A)→ T (C) be a continuous affine map.

(1) For any finite subset H ⊂ Cs.a., and any σ > 0, there are a C∗-subalgebra
D ⊂ A and a continuous affine map γ : T (D)→ T (C) such that D ∈ C (or C0),
and

|γ(ı(τ))(h)− α(τ)(h)| < σ for all τ ∈ T (A) for all h ∈ H,

where ı : T (A) 3 τ → 1
τ(p)τ |D ∈ T (D), p = 1D and τ(1−p) < σ for all τ ∈ T (A).

(2) If there is a non-increasing map: ∆0 : C1
+ \ {0} → (0, 1), and there are a

finite subset H1 ⊂ C+ and σ1 > 0 such that

α(τ)(g) ≥ ∆0(g) > σ1 for all g ∈ H1 and for all τ ∈ T (A),

then the affine map γ can be chosen so that

γ(τ)(g) ≥ ∆0(g) > σ1 for all g ∈ H1 and for all τ ∈ T (D).

(3) If the positive cone of K0(C) is generated by a finite subset P of projections
and there is an order-unit map κ : K0(C) → K0(A) which is compatible with α
and strictly positive, then, for any δ > 0, the C*-subalgebra D and γ above
can be chosen so that there are also positive homomorphisms κ0 : K0(C) →
K0((1 − p)A(1 − p)) and κ1 : K0(C) → K0(D) such that κ1 is strictly positive,
κ1([1C ]) = [1D], κ = κ0 + ı∗0 ◦ κ1, where ı : D → A is the embedding,, and

(e 16.92) |γ(τ)(q)− ρD(κ1([q]))(τ)| < δ for all q ∈ P and τ ∈ T (D).

(4) Moreover, in addition to (3), if A ∼= A⊗ U for some infinite dimensional
UHF-algebra, for any given positive integer K, the C∗-algebra D can be chosen
so that D = MK(D1) for some D1 ∈ C (or D1 ∈ C0) and κ1 = Kκ′1, where
κ′1 : K0(C) → K0(D1) is a strictly positive homomorphism. Furthermore, κ0

can also be chosen to be strictly positive.

Proof. Write H = {h1, h2, ..., hm}. We may assume that ‖hi‖ ≤ 1, i =
1, 2, ...,m. Choose f1, f2, ..., fm ∈ As.a. such that that τ(fi) = hi(α(τ)) for all τ ∈
T (A) and ‖fi‖ ≤ 2, i = 1, 2, ...,m (see 9.2 of [71]). Put F = {1A, f1, f2, ..., fm}.

Let δ > 0 and let G1 (in place of G) be a finite subset as given by Lemma 9.4
of [71] for A, σ/16 (in place of ε), and F. Let σ1 = min{σ/16, δ/16, 1/16}. We
may assume that G1 ⊃ F and ‖g‖ ≤ 1 for g ∈ G1. Put G = {g, gh : g, h ∈ G1}.
Since A ∈ B1 (or B0), by the definition of B1 (or B0), there is a D ∈ C (or C0)
with p = 1D such that, for all g ∈ G, ‖pg − gp‖ < σ1/32, pgp ∈σ1/34 D, and
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τ(1 − p) < σ1/4 for all τ ∈ T (A). Define L′ : A → pAp by L′(a) = pap for all
a ∈ A. Since D is amenable, there is a unital completely positive linear map
L′′ : pAp→ D such that ‖L′′(pgp)−pgp‖ < σ1/32 for all g ∈ G. Put L = L′′ ◦L′.
Then L is G-σ1/4-multiplicative. We estimate, for all τ ∈ T (A) and for all g ∈ G

(since τ((1− p)gp) = τ(pg(1− p)) = 0),

τ(L(g)− g) ≈σ1/32 τ((1− p)g(1− p)) and(e 16.93)

τ((1− p)g(1− p)) < σ1/4

Furthermore, we may assume that L0 : A→ (1− p)A(1− p) defined by L0(a) =
(1− p)a(1− p) is also G-σ1/2-multiplicative. By the choice of δ and G, it follows
from Lemma 9.4 of [71] that, for each τ ∈ T (D), there is γ′(τ) ∈ T (A) such that

(e 16.94) |τ(L(f))− γ′(τ)(f)| < σ/16 for all f ∈ F.

Applying Lemma 16.11, one obtains t1, t2, ..., tn ∈ ∂eT (D) and a continuous
affine map λ : T (D)→4 such that

(e 16.95) |τ(d)− λ(τ)(d)| < σ/16 for all τ ∈ T (D) and d ∈ L(F),

where 4 is the convex hull of {t1, t2, ..., tn}. Define an affine map λ1 : 4→ T (A)
by

(e 16.96) λ1(ti) = γ′(ti), i = 1, 2, ...,m.

Define γ = α ◦ λ1 ◦ λ. Then, for 1 ≤ j ≤ n, by (e 16.94), (e 16.95) (recall
τ(1− p) < σ1/4),

γ(ı(τ))(hj) = α ◦ λ1 ◦ λ(ı(τ))(hj) = λ1 ◦ λ(ı(τ))(fj)

≈σ/16 λ(ı(τ))(L(fj)) ≈σ/16 ı(τ)(L(fj))

= (1/τ(p))τ(L(fj))

≈(9σ1/32)/(1−σ1/4) (1/τ(p))τ(fj) (by (e 16.93))

≈(σ1/2)/(1−σ1/4) τ(fj) = α(τ)(hj),

and this proves (1). Note that it follows from the construction that γ(τ) ∈
α(T (A)), and hence (2) also holds.

To show that (3) holds, let P = {p1, p2, .., pN} be a finite subset of non-zero
projections such that {[p1], [p2], ..., [pN ]} generates K0(C)+ as a positive cone.
Let F0 = κ(K0(C)) and (F0)+ = κ(K0(C)+). Replacing C by MN (C) and A
by MN (A), we may assume that κ(P) is represented by a finite subset Q of
projections in A. Denote by qp a projection in A such that [qp] = κ([p]) for
p ∈ P. In the proof of (1) above, we may choose that G1 ⊃ Q. It is clear, in
proof of (1), that, with sufficiently large G1 and small σ1/2, we may assume that
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[L0]|κ(K0(C)) and [L]|κ(K0(C)) are well defined, and [L0(q)] ≥ 0 and [L(q)] ≥ 0
for all q ∈ Q. In other words, [L0]|(F0)+ and [L]|(F0)+ are a positive. Moreover,
[idA]|F0

= [L0]|F0
+ [ı ◦ L]|F0

. Define κ0 := [L0] ◦ κ and κ1 := [L] ◦ κ. Then
κ = κ0 + ı∗0 ◦κ1. Since κ([1C ]) = [1A] and L is unital, κ1([1C ]) = [1D]. Thus, by
case (1), it remains to show that κ1 is strictly positive. Let

σ0 = min{α(τ)(p) : p ∈ P and τ ∈ T (A)}.

Note that ρA(κ([p]))(τ) = α(τ)(p) for all τ ∈ T (A) and all p ∈ P. Since κ is
strictly positive, α(τ)(p) > 0 for all τ ∈ T (A). Since T (A) is compact and P is
finite, it follows that σ0 > 0.

In the proof of (1) above, choose σ < σ0/4 and H ⊃ P. Then, by the proof of
(1) (see (e 16.93)), for any p ∈ P \ {0},

τ(ı ◦ L(qp)) > 3σ0/4 for all τ ∈ T (A).(e 16.97)

There is also a projection q′ ∈ A such that ‖ı ◦ L(qp) − q′‖ < σ1 and [q′] = [qp]
as L is contractive and G1-σ1/2-multiplicative. It follows that ı∗0 ◦ κ1([p]) > 0
for all p ∈ P. Let x ∈ K0(C)+ \ {0}. Since the positive cone K0(C)+ is finitely

generated by {[p] : p ∈ P}, one may write x =
∑l
i=1mi[pi] ∈ K0(C)+, where

mi ∈ Z+, and for some i, mi > 0. Therefore ı∗0 ◦ κ1(x) > 0. It follows that κ1 is
strictly positive.

To see that (4) holds, we first assume that (3) holds. Note that we may choose
D ⊂ A⊗ 1U . Choose a projection e ∈ U such that

0 < t0(e) < δ0 < δ −max{|γ(τ)(p)− τ(κ1([p])| : p ∈ P and τ ∈ T (D)},

where t0 is the unique tracial state of U and [1 − e] is divisible by K. We
then replace κ1 by κ2 : K0(A) → K0(D2), where D2 = D ⊗ (1 − e) and
κ2([p]) = κ1([p])⊗ [1− e]. Define κ3([p]) = κ1([p])⊗ [e]. Then let κ4 : K0(C)→
K0((1− (p⊗ (1− e)))A(1− (p⊗ (1− e)))) be defined by κ4 = κ0 + ı∗0 ◦ κ3,
where ı : D ⊗ e→ A⊗ U ∼= A is the embedding. We then replace κ0 by κ4 and
κ1 by κ2. Note that, now, κ4 is strictly positive. �

17. Maps from Homogeneous C∗-algebras to C∗-algebras in C The
proof of the following lemma is similar to that of Theorem 16.10.

Lemma 17.1. Let X be a connected finite CW-complex. Let H ⊂ C(X) be a
finite subset, and let σ > 0. There exists a finite subset H1,1 ⊂ C(X)+ with
the following property: for any σ1,1 > 0, there is a finite subset H1,2 ⊂ C(X)+

satisfying the following condition: for any σ1,2 > 0, there is a positive integer
M such that for any D ∈ C with the dimension of any irreducible representation
of D at least M , for any continuous affine map γ : T (D)→ T (C(X)) satisfying

γ(τ)(h) > σ1,1 for all h ∈ H1,1 and τ ∈ T (D), and

γ(τ)(h) > σ1,2 for all h ∈ H1,2 and τ ∈ T (D),
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there is a homomorphism ϕ : C(X)→ D such that

|τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H and τ ∈ T (D).

Moreover, if D ∈ C0, then there is a point evaluation Ψ : C(X) → D such that
[ϕ] = [Ψ].

Proof. We may assume that every element of H has norm at most 1.
Let η > 0 be such that for any f ∈ H and any x, x′ ∈ X with d(x, x′) < η,

one has
|f(x)− f(x′)| < σ/4.

Since X is compact, one can choose a finite subset H1,1 ⊂ C(X)+ such that
for any open ball Oη/24 ⊂ X, of radius η/24, there is a non-zero element h ∈ H1,1

with supp(h) ⊂ Oη/24. We assume that ‖h‖ ≤ 1 for all h ∈ H1,1. Consequently,
if there is σ1,1 > 0 such that

τ(h) > σ1,1 for all h ∈ H1,1,

then
µτ (Oη/24) > σ1,1

for any open ball Oη/24 with radius η/24, where µτ is the probability measure
induced by τ.

Fix σ1,1 > 0. Let δ and G ⊂ C(X) (in place of G) be the constant and finite
subset provided by Lemma 6.2 of [78] for σ/2 (in place of ε), H (in place of F),
and σ1,1/η (in place of σ).

Let H1,2 ⊂ C(X)+ (in place of H1) be the finite subset provided by Theorem
4.3 for δ (in place of ε) and G (in place of F). We may assume that H1,1 ⊂ H1,2.

Let σ1,2 > 0. Then let H2 ⊂ C(X) (in place of H2) and σ2 be the finite
subset, and positive constant provided by Theorem 4.3 for σ1,2 and H1,2 (in
place of σ1 and H1).

Let M (in place of N) be the constant provided by Corollary 2.5 of [56] for
H2 ∪H1,2 (in place of F ) and min{σ/4, σ2/4, σ1,2/2, σ1,1/2} (in place of ε).

Let D = D(F1, F2, ψ0, ψ1) be a C∗-algebra in C with the dimensions of its
irreducible representations at least M . Write F1 = MR(1) ⊕ · · · ⊕ MR(l) and
F2 = Mr(1) ⊕Mr(2) ⊕ · · · ⊕Mr(k). Denote by qi : F2 →Mr(i) the quotient map,
and write ψ0,i = qi ◦ ψ0 and ψ1,i = qi ◦ ψ1.

Let γ : T (D) → T (C(X)) be a map as in the lemma. Write C([0, 1], F2) =
I1 ⊕ · · · ⊕ Ik with Ii = C([0, 1],Mr(i)), i = 1, ..., k. Then γ induces a continuous
affine map γi : T (Ii)→ T (C(X)) by γi(τ) = γ(τ◦πIi), where πIi is the restriction
map D → Ii. It is then clear that

γi(τ)(h) > σ1,2 for all h ∈ H1,2, τ ∈ T (Ii).

Denote by πe,j : D → MR(j) the composition of πe (see 3.1) with the projec-
tion from F1 onto MR(j). By Corollary 2.5 of [56], for each 1 ≤ i ≤ k, there is a
homomorphism ϕi : C(X)→ Ii such that

(e 17.1) |τ ◦ ϕi(h)− γi(τ)(h)| < min{σ/4, σ2/4, σ1,2/2, σ1,1/2}
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for all h ∈ H2 ∪ H1,2 and for all τ ∈ T (Ii), and for any j, there is also a
homomorphism ϕ′j : C(X)→MR(j) such that

(e 17.2) |trR(j) ◦ ϕ′j(h)− γ ◦ (πe,j)
∗(trR(j))(h)| < min{σ/4, σ2/4, σ1,2/2, σ1,1/2}

for all h ∈ H2 ∪ H1,2 ∪ H1,1 (we use trm for the tracial state of Mm). Set
ϕ′ =

⊕
j ϕ
′
j and let πt : Ii →Mr(i) be the point evaluation at t ∈ [0, 1]. Then

|trr(i) ◦ (ψ0,i ◦ ϕ′)(h)− trr(i) ◦ (π0 ◦ ϕi)(h)| ≤ σ2/2 for all h ∈ H2

and

trr(i) ◦ (ψ0,i ◦ ϕ′)(h) ≥ σ1,2/2(e 17.3)

and

trr(i) ◦ (π0 ◦ ϕi)(h) ≥ σ1,2/2 for all h ∈ H1,2.

By Theorem 4.3, there is a unitary ui,0 ∈Mr(i) such that

||Adui,0 ◦ π0 ◦ ϕi(f)− ψ0,i ◦ ϕ′(f)|| < δ for all f ∈ G.

Exactly the same argument shows that there is a unitary ui,1 ∈Mr(i) such that

‖Adui,1 ◦ π1 ◦ ϕi(f)− ψ1,i ◦ ϕ′(f)‖ < δ for all f ∈ G.

Choose two paths of unitaries, {ui,0(t) : t ∈ [0, 1/2]} ⊂ Mr(i) such that
ui,0(0) = ui,0 and ui,0(1/2) = 1Mr(i)

, and {ui,1(t) : t ∈ [1/2, 1]} ⊂ Mr(i) such
that ui,1(1/2) = 1Mr(i)

and ui,1(1) = ui,1. Put ui(t) = ui,0(t) if t ∈ [0, 1/2) and
ui(t) = ui,1(t) if t ∈ [1/2, 1]. Define ϕ̃i : C(X)→ Ii by

πt ◦ ϕ̃i = Adui(t) ◦ πt ◦ ϕi.

Then

(e 17.4) ‖π0 ◦ ϕ̃i(f)− ψ0,i ◦ ϕ′(f)‖ < δ and ‖π1 ◦ ϕ̃i(f)− ψ1,i ◦ ϕ′(f)‖ < δ

for all f ∈ G, i = 1, ..., k.
Note that it also follows from (e 17.1) and (e 17.3) that

trr(i)◦(ψ0,i◦ϕ′)(h) ≥ σ1,1/2 and trr(i)◦(π0◦ϕ̃i)(h) ≥ σ1,1/2 for all h ∈ H1,1.

Hence,

µtrr(i)◦(ψ0,i◦ϕ′)(Oη/24) ≥ σ1,1 and µtrr(i)◦(π0◦ϕ̃i)(Oη/24) ≥ σ1,1.
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Thus, by Lemma 6.2 of [78], for each 1 ≤ i ≤ k, there are two unital homomor-
phisms

Φ0,i,Φ
′
0,i : C(X)→ C([0, 1],Mr(i))

such that
π0 ◦ Φ0,i = ψ0,i ◦ ϕ′, π0 ◦ Φ′0,i = π0 ◦ ϕ̃i,

||πt ◦ Φ0,i(f)− ψ0,i ◦ ϕ′(f)|| < σ/2, ||πt ◦ Φ′0,i(f)− π0 ◦ ϕ̃i(f)|| < σ/2

for all f ∈ H and t ∈ [0, 1], and there is a unitary wi,0 ∈ Mr(i) (in place of u)
such that

π1 ◦ Φ0,i = Adwi,0 ◦ π1 ◦ Φ′0,i.

The same argument shows that, for each 1 ≤ i ≤ k, there are two unital
homomorphisms Φ1,i,Φ

′
1,i : C(X)→ C([0, 1],Mr(i)) such that

π1 ◦ Φ1,i = ψ1,i ◦ ϕ′, π1 ◦ Φ′1,i = π1 ◦ ϕ̃i,

||πt ◦ Φ1,i(f)− ψ1,i ◦ ϕ′(f)|| < σ/2, ||πt ◦ Φ′1,i(f)− π0 ◦ ϕ̃i(f)|| < σ/2

for all f ∈ H and t ∈ [0, 1], and there is a unitary wi,1 ∈ Mr(i) (in place of u)
such that

π0 ◦ Φ1,i = Adwi,1 ◦ π0 ◦ Φ′1,i.

Choose two continuous paths {wi,0(t) : t ∈ [0, 1]}, {wi,1(t) : t ∈ [0, 1]} in Mr(i)

such that wi,0(0) = wi,0, wi,0(1) = 1Mr(i)
and wi,1(1) = 1Mr(i)

and wi,1(0) =
wi,1.

For each 1 ≤ i ≤ k, by the continuity of γi, there is 1 > εi > 0 such that

|γi(τx)(h)− γi(τy)(h)| < σ/4 for all h ∈ H,

provided that |x− y| < εi, where τx and τy are the extremal traces of Ii concen-
trated on x and y.

Define the map ˜̃ϕi : C(X)→ Ii by

πt ◦ ˜̃ϕi =



π 3t
εi

◦ Φ0,i, t ∈ [0, εi/3),

Ad(wi,0(3t
εi − 1)) ◦ π1 ◦ Φ′0,i, t ∈ [εi/3, 2εi/3),

π
3− 3t

εi

◦ Φ′0,i, t ∈ [2εi/3, εi),

π t−εi
1−2εi

◦ ϕ̃i, t ∈ [εi, 1− εi),

π 1−2εi/3−t
εi/3

◦ Φ′1,i, t ∈ [1− εi, 1− 2εi/3],

Ad(wi,1(
(1− εi/3)− t

εi/3
)) ◦ π0 ◦ Φ′1,i, t ∈ [1− 2εi/3, 1− εi/3],

π t−1+εi/3
εi/3

◦ Φ1,i, t ∈ [1− εi/3, 1].

Then,

(e 17.5) π0 ◦ ˜̃ϕi = ψ0,i ◦ ϕ′ and π1 ◦ ˜̃ϕi = ψ1,i ◦ ϕ′.
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One can also estimate, by the choice of εi and the definition of ˜̃ϕi, that

(e 17.6) |τt ◦ ˜̃ϕi(h)− γi(τt)(h)| < σ for all t ∈ [0, 1] and h ∈ H,

where τt is the extremal tracial state of Ii concentrated on t ∈ [0, 1].

Define Φ : C(X) → C([0, 1], F2) by Φ(f) =
⊕k

i=1
˜̃ϕi(f) for all f ∈ C(X).

Define ϕ : C(X)→ C([0, 1], F2)⊕ F1 by ϕ(f) = (Φ(f), ϕ′(f)) for f ∈ C(X). By
(e 17.5), ϕ is a homomorphism from C(X) to D. By (e 17.6) and (e 17.2), one
has that

|τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H

and for all τ ∈ T (D), as desired.
To see the last part of the lemma, one assumes that D ∈ C0. Consider πe ◦

ϕ : C(X) → F1 (where D = D(F1, F2, ψ0, ψ1) as above). Since πe ◦ ϕ has
finite dimensional range, it is a point evaluation. We may write πe ◦ ϕ(f) =∑m
i=1 f(xi)pi for all f ∈ C(X), where {x1, x2, ..., xm} ⊂ X and {p1, p2, ..., pm} ⊂

F1 is a set of mutually orthogonal projections. Let I = {f ∈ C(X) : f(x1) = 0}
and let ı : I → C(X) be the embedding. It follows that [πe ◦ ϕ ◦ ı] = 0. By 3.5,
[πe] is injective on each Ki(D) and on each Ki(D,Z/kZ) (k ≥ 2, i = 0, 1). Hence
[ϕ ◦ ı] = 0. Choose Ψ(f) = f(x) · 1D. Since X is connected, [ϕ] = [Ψ] (see the
end of Remark 4.4). �

Corollary 17.2. Let X be a connected finite CW-complex. Let ∆ : C(X)q,1+ \
{0} → (0, 1) be an order preserving map. Let H ⊂ C(X) be a finite subset and
let σ > 0. Then there exist a finite subset H1 ⊂ C(X)1+ \ {0} and a positive
integer M such that for any D ∈ C(X) with the dimension of any irreducible
representation of D at least M, and for any continuous affine map γ : T (D) →
T (C(X)) satisfying

γ(τ)(h) > ∆(ĥ) for all h ∈ H1 and for all τ ∈ T (D),

there is a homomorphism ϕ : C(X)→ D such that

|τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H.

Proof. Let H1,1 be the subset of Lemma 17.1 with respect to H and σ. Then
put

σ1,1 = min{∆(ĥ) : h ∈ H1,1}.

Let H1,2 be the finite subset of Lemma 17.1 with respect to σ1,1, and then put

σ1,2 = min{∆(ĥ) : h ∈ H1,2}.

Let M be the positive integer of Lemma 17.1 with respect to σ1,2. Then it follows
from Lemma 17.1 that the finite subset

H1 := H1,1 ∪H1,2

and the positive integer M are as desired in the corollary. �
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Theorem 17.3. Let X be a connected finite CW complex, and let A ∈ B0 be
a unital separable simple C∗-algebra. Suppose that γ : T (A) → Tf (C(X))) (see
Definition 2.2) is a continuous affine map. Then, for any σ > 0, and any finite
subset H ⊂ C(X)s.a., there exists a unital homomorphism h : C(X) → A such
that

[h] = [Ψ]∈ KL(C(X), A)

and

|τ ◦ h(f)− γ(τ)(f)| < σ for all f ∈ H and τ ∈ T (A),(e 17.7)

where Ψ is a homomorphism with a finite dimensional image.

Proof. We may assume that every element of H has norm at most one. Let
H1,1⊂ C(X)+ \ {0} be the finite subset of Lemma 17.1 with respect to H (in
place of H), σ/4 (in place of σ), and C(X). Since γ(T (A)) ⊂ Tf (C(X)), there
is σ1,1 > 0 such that

γ(τ)(h) > σ1,1, for all h ∈ H1,1 and for all τ ∈ T (A).

Let H1,2 ⊂ C(X)+\{0} be the finite subset of Lemma 17.1 with respect to
σ1,1. Again, since γ(T (A)) ⊂ Tf (C(X)), there is σ1,2 > 0 such that

γ(τ)(h) > σ1,2, for all h ∈ H1,2 and for all τ ∈ T (A).

Let M be the constant of Lemma 17.1 with respect to σ1,2. Note that A ∈ B0.
By (1) and (2) of Lemma 16.12, there are a C∗-subalgebra D⊂A with D ∈ C0,
and a continuous affine map γ′ : T (D)→ T (C(X)) such that

(e 17.8) |γ′( 1

τ(p)
τ |D)(f)− γ(τ)(f)| < σ/4, for all τ ∈ T (A), for all f ∈ H,

where p = 1D, τ(1− p) < σ/(4 + σ) for all τ ∈ T (A),

γ′(τ)(h) > σ1,1, for all τ ∈ T (D) for all h ∈ H1,1, and(e 17.9)

γ′(τ)(h) > σ1,2, for all τ ∈ T (D) for all h ∈ H1,2.(e 17.10)

Moreover, since A is simple, one may assume that the dimension of any ir-
reducible representation of D is at least M (see 10.1). Thus, by (e 17.9) and
(e 17.10), one applies Lemma 17.1 to D, C(X), and γ′ (in place of γ) to obtain
a homomorphism ϕ : C(X)→ D such that

(e 17.11) |τ ◦ ϕ(f)− γ′(τ)(f)| < σ/4, for all f ∈ H and for all τ ∈ T (D).
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Moreover, we may assume that [ϕ] = [Φ0] ∈ KL(C(X), D) for a homomor-
phism Φ0 : C(X) → D with a finite dimensional image since we assume that
D ∈ C0. Pick a point x ∈ X, and define h : C(X)→ A by

f 7→ f(x)(1− p)⊕ ϕ(f) for all f ∈ C(X).

For any f ∈ H and any τ ∈ T (A), one has

|τ ◦ h(f)− γ(τ)(f)‖ ≤ |τ ◦ ϕ(f)− γ(τ)(f)|+ σ/4

< |τ ◦ ϕ(f)− γ′( 1

τ(p)
τ |D)(f)|+ σ/2

< |τ ◦ ϕ(f)− 1

τ(p)
τ ◦ ϕ(f)|+ 3σ/4 < σ.

Define Ψ : C(X) → A by Ψ(f) = f(x)(1 − p) ⊕ Φ0(f) for all f ∈ C(X). Then
[h] = [Ψ]. �

18. KK-attainability of the Building Blocks

Definition 18.1 (9.1 of [71]). Let D be a class of unital C∗-algebras. A C∗-
algebra C is said to be KK-attainable with respect to D if for any A ∈ D and any
α ∈ HomΛ(K(C),K(A))

++
, there exists a sequence of contractive completely

positive linear maps Ln : C → A⊗K such that

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ C and(e 18.1)

[{Ln}] = α.(e 18.2)

(The latter means that, for any finite subset P ⊂ K(C), [Ln]|P = α|P for all
large n.) If C satisfies the UCT, then HomΛ(K(C),K(A))++ may be replaced
by KL(C,A)++. In what follows, we will use Bui to denote the class of those
separable C∗-algebras of the form A⊗U, where A ∈ Bi and U is a UHF-algebra
of infinite type, i = 0, 1.

Theorem 18.2. (Theorem 5.9 of [60]; see 6.1.11 of [63]) Let A be a separable C∗-
algebra satisfying the UCT and let B be a unital separable C∗-algebra. Assume
that A is the closure of an increasing sequence {An} of amenable residually
finite dimensional C∗-subalgebras. Then for any α ∈ KL(A,B), there exist

two sequences of completely positive contractions ϕ
(i)
n : A → B ⊗ K (i = 1, 2)

satisfying the following conditions:

(1) ‖ϕ(i)
n (ab)− ϕ(i)

n (a)ϕ
(i)
n (b)‖ → 0 as n→∞;

(2) for each finite subset P, [ϕ
(i)
n ]|P is well defined for sufficiently large n, i =

1, 2, and, for any n, the image of ϕ
(2)
n is contained in a finite dimensional

sub-C∗-algebra of B ⊗K;



370 Guihua Gong, Huaxin Lin and Zhuang Niu

(3) for each finite subset P ⊂ K(A), there exists m > 0 such that

[ϕ(1)
n ]|P = (α+ [ϕ(2)

n ])|P for all n ≥ m;

(4) for each n, ϕ
(2)
n is a homomorphism on An.

Moreover, the condition that An is amenable could be replaced by the condition
that B is amenable.

Note that α does not need to be positive as stated in 6.1.11 of [63]. In fact,
the proof of Theorem 5.9 of [60] does not require that α be positive, if one does
not require the part (5) of Theorem 5.9 of [60] (there was also a typo which is
corrected above).

Lemma 18.3. Let C = A(F1, F2, ϕ0, ϕ1) ∈ C and let N1, N2 ≥ 1 be integers.
There exists σ > 0 satisfying the following condition: Let A ∈ C be another
C∗-algebra and let κ : K0(C) → K0(A) be an order preserving homomorphism
such that, for any non-zero element x ∈ K0(C)+, N1κ(x) > [1A] and κ([1C ]) ≤
N2[1A]. Then, for any τ ∈ T (A), there exists t ∈ T (C) such that

t(h) ≥ σ
∫

[0,1]

T(λ(h)(s))dµ(s) for all h ∈ C+ and(e 18.3)

ρA(κ(x))(τ)

ρA(κ([1C ]))(τ)
= ρC(x)(t) for all x ∈ K0(C)+,(e 18.4)

where λ : C → C([0, 1], F2) is the homomorphism given by (e 3.1) and T(b) =∑k
i=1 tri(ψi(b)) for all b ∈ F2, where tri is the normalized tracial state on the

i-th simple direct summand Mr(i) of F2, ψi : F2 → Mr(i) is the projection map,
and µ is Lebesgue measure on [0, 1].

Proof. In what follows, if B is a C∗-algebra, τ ∈ T (B) and x ∈ K0(B), we
will use the following convention:

τ(x) := ρB(x)(τ).

We also write F1 = MR(1)

⊕
MR(2)

⊕
· · ·
⊕
MR(l). Denote by qj : F1 → MR(j)

the projection map and t̄rj the tracial state of MR(j). Recall πe : C → F1 is the
quotient map defined in 3.1. Define T : K0(F2)→ R by

T (x) =
k∑
i=1

ρMr(i)
((ψi)∗0(x))(tri)

for x ∈ K0(F2), where F2 = Mr(1)

⊕
Mr(2)

⊕
· · ·
⊕
Mr(k).Note T ([ϕ0(πe(1C))]) =

k, where ϕ0 : F1 → F2 is given by C.
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Let p1, p2, ..., ps be a set of minimal projections in Mm(C) for some integer m
such that {p1, p2, ..., ps} generates K0(C)+ (see 3.15). It follows that there is a
σ00 > 0 such that

σ00mk < 1/2.(e 18.5)

Set σ0 = σ00/2N1 and σ = σ0/N2. Write

A = A(F ′1, F
′
2, ϕ
′
0, ϕ
′
1)

= {(g, c) ∈ C([0, 1], F ′2)⊕ F ′1 : g(0) = ϕ0
′(c) and g(1) = ϕ1

′(c), c ∈ F ′1}.

Denote by π′e : A→ F ′1 the quotient map (see 3.1). Write F ′1 = MR(1)′⊕MR(2)′⊕
· · · ⊕MR(l′)′ , and let q′i : F ′1 →MR(i)′ be the projection map and tr′i the tracial
state of MR(i)′ , i = 1, 2, ..., l′.

Note K0(F ′1) = Zl′ . View (q′i ◦ π′e)∗0 ◦ κ as a positive homomorphism from
K0(C) → R (as well as a homomorphism from K0(C) to K0(MR(i)′) = Z).
Since

N1κ(x) > [1A] for all x ∈ K0(C)+ \ {0},

one has that

N1((q′i ◦ π′e)∗0 ◦ κ)(x) > R(i)′ > 0 for all x ∈ K0(C)+ \ {0}.(e 18.6)

Then, for p ∈ {p1, p2, ..., ps},

N1((q′i ◦ π′e)∗0 ◦ κ)([p])− σ00R(i)′T ◦ (ϕ0 ◦ πe)(p)

= N1((q′i ◦ π′e)∗0 ◦ κ)([p])− σ00R(i)′(
k∑
i=1

ρMr(i)
(ψi(p(0)))(tri))

≥ N1((q′i ◦ π′e)∗0 ◦ κ)([p])− σ00R(i)′km > 0.

Define Γi : K0(C)→ R by

Γi(x) = ((q′i ◦ π′e)∗0 ◦ κ)(x)− σ0R(i)′ · T ◦ (ϕ0 ◦ π)∗0(x) for all x ∈ K0(C).

Then Γi is positive (since σ0 < σ00/N1). Note that (πe)∗0 : K0(C) → K0(F1)
is an order embedding (see 3.5). It follows from Theorem 3.2 of [48] (see also
2.8 of [61]) that there are positive homomorphisms Γ̃i : K0(F1) → R such that
Γ̃i ◦ (πe)∗0 = Γi and Γ̃i([ej ]) = αi,j≥0, j = 1, 2, ..., l, i = 1, 2, ..., l′, where
ej = qj ◦ πe(1C), j = 1, 2, ..., l. Using the fact that the homomorphisms from
K0(F1) = Zl is determined by their values on the canonical basis, one gets

l∑
j=1

rankqj(πe(p))

rankqj(πe(1C))
αi,j +

k∑
j=1

rankψj(ϕ0 ◦ πe(p))
rankψj(ϕ0 ◦ πe(1C))

σ0R(i)′(e 18.7)

= Γi([p]) + σ0R(i)′ · T (ϕ0 ◦ πe)∗0([p]) = (q′i ◦ π′e)∗0 ◦ κ([p])
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for any projection p ∈ Mm(C), where m ≥ 1 is an integer. In particular, (q′i ◦
π′e)∗0 ◦ κ([1C ]) =

∑l
j=1 αi,j + kσ0R(i)′. For any τ ∈ T (A), by 2.8 of [61], since

K0(A) is order embedded into K0(F ′1) (see 3.5), there is τ ′ ∈ T (F ′1) (see also
Corollary 3.4 of [8]) such that

τ ′ ◦ π′e(x) = τ(x) for all x ∈ K0(A).(e 18.8)

Write τ ′ =
∑l′

i=1 λi,τ tr′i◦q′i, where 0 ≤ λi ≤ 1,
∑l′

i=1 λi,τ = 1. Put

β = τ(κ([1C ])) = τ ′((π′e)∗0(κ([1C ])))(e 18.9)

=
l′∑
i=1

λi,τ (1/R(i)′)((q′i ◦ π′e)∗0 ◦ κ([1C ]))

(with the identification K0(MR(i)′) = Z). Then β ≤ N2. For each i, define, for
(s, b) ∈ C,

ti((s, b)) =
1

βR(i)′

 k∑
j=1

σ0R(i)′
∫

[0,1]

trj(ψj(s(t)))dµ(t) +
l∑

j=1

αi,j t̄rj(qj(b))

 .

Then, if h = (s, b) ∈ C+ (recall β ≤ N2),

ti(h) ≥ σ0R(i)′

βR(i)′
(
k∑
j=1

∫
[0,1]

trj(ψj(s(t)))dµ(t))

=
σ0

β

∫
[0,1]

T (λ(h)(t))dµ ≥ σ
∫

[0,1]

T (λ(h)(t))dµ.

For τ ∈ T (A) mentioned above, define tτ =
∑l′

i=1 λi,τ ti. It is straightforward to
verify

tτ (h) ≥ σ
∫

[0,1]

T(λ(h)(t))dµ(t) for all h ∈ C+.

Moreover, for each i, by (e 18.7), for every projection p= (p, πe(p)) ∈ MN (C)
(for any N ≥ 1),

(e 18.10)

ti(p) =
1

βR(i)′

 k∑
j=1

σ0R(i)′
∫

[0,1]

trj(ψi(p(t)))dµ(t) +

l∑
j=1

αi,j t̄rj(qj(πe(p)))


=

1

βR(i)′

 k∑
j=1

σ0R(i)′
rank(ψj(ϕ0 ◦ πe(p)))
rankψj(ϕ0 ◦ πe(1C))

+
l∑

j=1

αi,j
rankqj(πe(p))

rankqj(πe(1C))


=

1

βR(i)′
(σ0R(i)′ · T ◦ ϕ0 ◦ (πe)∗0([p]) + Γi([p]))

=
1

β
(1/R(i)′)(q′i ◦ π′e)∗0(κ([p])) =

1

β
(tr′i(q

′
i ◦ π′e)∗0(κ([p])).
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In particular,

ti(1C) =
1

β
(tr′i(q

′
i ◦ π′e)∗0(κ([1C ])) =

1

β
(1/R(i)′)(q′i ◦ π′e)∗0(κ([1C ])).

It follows that tτ (1C) = β/β = 1 (see (e 18.9)) and tτ ∈ T (C). Finally, by
(e 18.9), (e 18.10) and (e 18.8),

tτ (x) = (1/β)
l′∑
i=1

λi,τ tr′i((q
′
i ◦ π′e)∗0(κ(x)))

= (1/τ(κ([1C ])))(τ ′((π′e)∗0(κ(x))))

= τ(κ(x))/τ(κ([1C ])) for all x ∈ K0(C).

�

Proposition 18.4. Let S ∈ C and N ≥ 1. There exists an integer K ≥ 1
satisfying the following condition: For any positive homomorphism κ : K0(S)→
K0(A) which satisfies κ([1S ]) ≤ [1A] and Nκ([p]) > [1A] for any [p] ∈ K0(S)+ \
{0}, where A ∈ C, there exists a homomorphism ϕ : S → MK(A) such that
ϕ∗0 = Kκ. If we further assume κ([1S ]) = [1A], then ϕ can be chosen to be
unital.

Proof. Write

S = A(F1, F2, ϕ0, ϕ1)

= {(f, g) : (f, g) ∈ C([0, 1], F2)⊕ F1 : f(0) = ϕ0(g), f(1) = ϕ1(g)}.

Denote by λ : S → C([0, 1], F2) the map given by (e 3.1). Since A has stable rank
one (see 3.3), the proposition is known for the case that S is finite dimensional
(see, for example, Lemma 7.3.2 (ii) of [108]). So we may assume S is not finite
dimensional. Since C has stabel rank one, by considering each summand of S,
we may reduce the general case to the case that S has only one direct summand
(or is minimal—see 3.1). In particular, we may assume that kerϕ0∩kerϕ1 = {0}.
It follows that that λ is injective.

To simplify the notation, without loss of generality, replacing S by Mr(S) for
some integer r ≥ 1 (and replacing A by Mr(A)), let us assume that projections
of S generate K0(S)+ (see 3.15). Note also, by 3.5, since there are only finitely
many elements of K0(S)+ which are dominated by [1S ], there are only finitely
many elements of K0(S)+ which can be represented by projections in S.

Let σ > 0 be as given by 18.3 (associated with the integers N1 = N and
N2 = 1). Define ∆ : Sq,1+ \ {0} → (0, 1) by

∆(ĥ) = σ/2

∫
[0,1]

T(λ(h)(t))dµ(t)
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for all h = (λ(h), πe(h)) ∈ S+, where T(c) =
∑k
i=1 tri(ψi(c)) for all c ∈ F2, where

ψi : F2 →Mr(i) is the projection map onto the i-th simple direct summand of F2

(so we assume that F2 has k simple direct summands) and tri is the normalized
tracial state on Mr(i). Note that σ depends only on S and N1. So ∆ depends
only on N and S.

Let H1, δ > 0, P, and K be the finite subsets and constants provided by
Theorem 16.10 with respect to S, ∆, an arbitrarily chosen finite set H (containing
1S), and an arbitrarily chosen 1 > σ1 = 1/2 > 0 (in place of σ). Note that, when
the finite subset P is given, one can replace it by a finite subset P′ such that the
subgroup generated by P′ contains P, as long as δ is chosen to be sufficiently
small. Therefore, since we have assumed that projections in S generate K0(S)+,
choosing a sufficiently small δ, we may assume that P is represented by P ⊂ S,
where P is a finite subset of projections such that every projection q ∈ S is
equivalent to one of the projections in P. (We will only apply a part of Theorem
16.10 and will not use (e 16.59)).

Note that, by hypothesis, κ([p]) is the class of a full projection in MN (A).
Without loss of generality, applying 3.19, we may assume that [1A] = κ([1S ]).

Let Q ⊂ Mr′(A) for some r′ ≥ 1 be a finite set of projections such that κ(P)
can be represented by projections in Q. It follows from Lemma 16.11 that there
is a finite subset T of extreme points of T (A) and there exists a continuous affine
map γ′ : T (A)→ CT such that

|γ′(τ)(p)− τ(p)| < δ/2 for all p ∈ Q and for all τ ∈ T (A),(e 18.11)

where CT is the convex hull of T.
Note that any C∗-algebra in the class C is of type I, it is amenable and in

particular it is exact. Therefore, by Corollary 3.4 of [8], for each s ∈ CT, there
is a tracial state ts ∈ T (S) such that

rS(ts)(x) = rA(s)(κ(x)) for all x ∈ K0(S),(e 18.12)

where rS : T (S)→ S[1S ](K0(S)) and rA : T (A)→ S[1A](K0(A)) are the induced
maps from the tracial state spaces to the state spaces of the K0-groups. It follows
from Lemma 18.3 that we may choose ts such that

ts(h)>∆(ĥ) for all h ∈ S1
+.(e 18.13)

For each s ∈ T, define λ(s) = ts (where ts satisfies (e 18.12) and (e 18.13)). This
extends to a continuous affine map λ : CT → T (S). Put γ = λ ◦ γ′. Then, for
any τ ∈ T (A),

γ(τ)(h)>∆(ĥ) for all h ∈ H1 and (by (e 18.12))

|γ(τ)(q)− τ(κ([q]))|

≤ |λ(γ′(τ))(q)− γ′(τ)(κ([q]))|+ |γ′(τ)(κ([q]))− τ(κ([q]))|

= |γ′(τ)(κ([q]))− τ(κ([q]))| < δ/2
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for all projections q ∈ S. One then applies Theorem 16.10 to obtain a unital
homomorphism ϕ : S →MK(A) such that [ϕ] = Kκ. �

Lemma 18.5. Let C ∈ C. Then there is M > 0 satisfying the following con-
dition: Let A1 ∈ B1 and let A = A1 ⊗ U for some UHF-algebra U of infinite
type and let κ : (K0(C),K0

+(C)) → (K0(A),K0
+(A)) be a strictly positive ho-

momorphism with multiplicity M (see the lines above (15.5)). Then there exists
a homomorphism ϕ : C → Mm(A) (for some integer m ≥ 1) such that ϕ∗0 = κ
and ϕ∗1 = 0.

Proof. Write C = A(F1, F2, ϕ0, ϕ1). Denote by M the constant of Corollary
15.3 for G = K0(C) ⊂ K0(F1) = Zl. Let κ : K0(C) → K0(A) be a positive
homomorphism satisfying the condition of the lemma. Let e ∈Mr(A) (for some
integer r ≥ 1) be a projection such that κ([1C ]) = e. Replacing A by eMr(A)e,
without loss of generality, we may assume that κ is unital. Since K0(C)+ is
finitely generated, K0(A)+ is simple and κ is strictly positive, there is N such
that for any non-zero element x ∈ K0(C)+, one has that Nκ(x) > 2[1A]. Let K
be the natural number of Proposition 18.4 with respect to C and 2N .

We may also assume that Mr(C) contains a set of minimal projections such
that every minimal element of K0(C)+ \ {0} is represented by a minimal projec-
tion from the set (see 3.15).

By Lemma 15.6, for any positive map κ with multiplicity M , one has κ = κ1 +
κ2 and there are positive homomorphisms λ1 : K0(C) → Zn, γ1 : Zn → K0(A),
and λ2 : K0(C) → K0(C ′) such that λ1 has multiplicity M, λ2 has multiplicity
MK, κ1 = γ1 ◦ λ1, κ2 = ı∗0 ◦ λ2, and C ′ ⊂ A is a C∗-subalgebra with C ′ ∈ C,
where ı : C ′ → A is the embedding. Moreover,

(e 18.14) λ2([1C ]) = [1C′ ] and 2Nλ2(x) > λ2([1C ]) > 0

for any x ∈ K0(C)+ \ {0} (here λ1 plays the role of ϕ1 and λ2 plays the role of
ϕ2 in Lemma 15.6). Let λ1([1C ]) = (r1, r2, ..., rn), where ri ∈ Z+, i = 1, 2, ..., n.
Note that we may assume that ri 6= 0 for all i; otherwise, we replace Zn by Zn1

for some 1 ≤ n1 < n.
Let ıA : A→ A⊗U be defined by ıA(a) = a⊗1U and j : A⊗U → A such that

j ◦ ıA is approximately unitarily equivalent to idA. In particular, [j ◦ ıA] = [idA].
Let us first assume that λ1 6= 0. Let R0 be as in Corollary 15.3 associated

with K0(C) = G ⊂ Zl and λ1 : K0(C) → Zn , which has multiplicity M . Put
F3 = Mr1 ⊕ Mr2 ⊕ · · · ⊕ Mrn (recall λ1([1C ]) = (r1, r2, ..., rn)). Since A has
stable rank one, there is a homomorphism ψ0 : F3 → A such that (ψ0)∗0 =
γ1. Write U = limn→∞(MR(n), hn), where hn : MR(n) → MR(n+1) is a unital
embedding. Choose R(n) ≥ R0. Consider the unital homomorphism jF3 : F3 →
F3⊗MR(n) defined by jF3

(a) = a⊗1MR(n)
for all a ∈ F3, and consider the unital

homomorphism ψ0⊗hn,∞ : F3⊗MR(n) → A⊗U defined by (ψ0⊗hn,∞)(a⊗b) =
ψ0(a)⊗hn,∞(b) for all a ∈ F3 and b ∈MR(n). We have, for any projection p ∈ F3

(recall A = A1 ⊗ U)

((ψ0 ⊗ hn,∞) ◦ jF3
)∗0([p]) = [ψ0(p)⊗ 1U ] = (ıA)∗0◦(ψ0)∗0([p]) ∈ K0(A).
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It follows that

(j∗0◦(ψ0 ⊗ hn,∞)∗0 ◦ (jF3
)∗0= (j ◦ ıA)∗0 ◦ (ψ0)∗0 = (ψ0)∗0.

Now the map (jF3)∗0 ◦ λ1 : K0(C) → K0(F3) = Zn has multiplicity MR(n).
Applying Corollary 15.3, we obtain a positive homomorphism λ′1 : K0(F1) =
Zl → K0(F3) such that (λ′1)∗0 ◦ (πe)∗0 = (jF3

)∗0 ◦ λ1. The construction above
can be summarized by the following commutative diagram:

Zl
λ′1→ K0(F3 ⊗MR(n))

(ψ0⊗hn,∞)∗0
−→ K0(A⊗ U)

↑(πe)∗0 ↑(jF3
)∗0 ı ↑↓j

K0(C)
λ1

−→ K0(F3)
γ1=(ψ0)∗0
−→ K0(A).

We obtain a homomorphism h0 : F1 → F3⊗MR(n) such that (h0)∗0 = λ′1. Define
H1 = h0 ◦ πe : C → F3 ⊗MR(n) and H2 = (j ◦ ψ0 ⊗ hn,∞) ◦H1 : C → A ⊗ U.
Then, by the commutative diagram above,

(H2)∗0 = κ1.(e 18.15)

If λ1 = 0, then κ1 = 0, and we choose H2 = 0.
Since λ2 has multiplicity K, there exists λ′2 : K0(C) → K0(C ′) such that

Kλ′2 = λ2. Since K0(C ′) is weakly unperforated, λ′2 is positive. Moreover, by
(e 18.14),

2KNλ′2(x) > Kλ′2([1C ]) = λ2([1C ]) = [1C′ ] > 0.(e 18.16)

Since K0(C ′) is weakly unperforated, we have

2Nλ′2(x) > λ′2([1C ]) > 0 for all x ∈ K0(C)+ \ {0}.(e 18.17)

There is a projection e ∈Mk(C ′) for some integer k ≥ 1 such that λ′2([1C ]) = [e].
Define C ′′ = eMk(C ′)e. By (e 18.16), e is full in C ′. In fact, K[e] = [1C′ ]. In other
words, MK(C ′′) ∼= C ′. By 3.19, C ′′ ∈ C. Applying Proposition 18.4, we obtain
a unital homomorphism H ′3 : C → C ′ such that (H ′3)∗0 = Kλ′2 = λ2. Put
H3 = ı ◦H ′3. Note that [1A] = κ([1C ]) = κ1([1C ]) + κ2([1C ]). Conjugating by a
unitary, we may assume that H2(1C) + H3(1C) = 1A. Then it is easy to check
that the map ϕ : C → A ⊗ U defined by ϕ(c) = H2(c) + H3(c) for all c ∈ C
meets the requirements. �

Lemma 18.6 (cf. Lemma 9.8 of [71]). Let A be a unital C∗-algebra and let B1 be
a unital separable simple C∗-algebra in B0, and let B = B1 ⊗U for some UHF-
algebra of infinite type and C ∈ C0 be a C∗-subalgebra of B. Let G ⊂ K(A)
be a finitely generated subgroup. Suppose that there exists an F-δ-multiplicative
contractive completely positive linear map ψ : A→ C ⊂ B such that ψ(1A) = p
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is projection and [ψ]|G is well defined. Then, for any ε > 0, there exist a C∗-
subalgebra C1

∼= C of B and an F-δ-multiplicative contractive completely positive
linear map L : A→ C1 ⊂ B such that

[L]|G∩K0(A,Z/kZ) = [ψ]|G∩K0(A,Z/kZ) and τ(1C1
) < ε(e 18.18)

for all τ ∈ T (B) and for all k ≥ 1 and such that G ∩K0(A,Z/kZ) 6= {0}, where
L and ψ are viewed as maps to B. Furthermore, if [ψ]|G∩K0(A) is positive then
so also is [L]|G∩K0(A).

Proof. Let ı : U → U ⊗U be defined by ı(a) = a⊗ 1U and let j : U ⊗U → U
be an isomorphism such that j ◦ ı is approximately unitarily equivalent to idU .
Put jB = idB1 ⊗ j : B ⊗ U (= B1 ⊗ U ⊗ U) → B (= B1 ⊗ U). Let 1 > ε > 0.
Suppose that

G ∩K0(A,Z/kZ) = {0} for all k ≥ K

for some integer K ≥ 1. Find a projection e0 ∈ U such that τ0(e0) < ε and
1U = e0+

∑m
i=1 pi, wherem = 2lK! and 1/l < ε and p1, p2, ..., pm are mutually or-

thogonal and mutually equivalent projections in U. Choose C ′1 = C⊗e0 ⊂ B⊗U
and C1 = jB(C ′1). Then C1

∼= C. Let ϕ : C → C1 be the isomorphism defined by
ϕ(c) = jB(c⊗ e0) for all c ∈ C. Put L = ϕ◦ψ. Note that K1(C) = K1(C1) = {0}.
Both [L] and [ψ] map G∩K0(A,Z/kZ) toK0(B)/kK0(B)⊂ K0(B,Z/kZ) and fac-
tor through K0(C,Z/kZ). It follows that (recall every element in K0(·,Z/kZ) is
k-torsion)

[L]|G∩K0(A.Z/kZ) = [ψ]|G∩K0(A,Z/kZ).

In the case that [ψ]|G∩K0(A) is positive, it follows from the definition of L that
[L]|G∩K0(A) is also positive. �

Theorem 18.7. Let C and A be unital stably finite C∗-algebras and let α ∈
KLe(C,A)++.

(i) If C ∈ H, or C ∈ C, and A1 is a unital simple C∗-algebra in B0 and
A = A1⊗U for some UHF-algebra U of infinite type, then there exists a sequence
of completely positive linear maps Ln : C → A such that

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ C and [{Ln}] = α;

(ii) if C ∈ C0 and A1 ∈ B1, the conclusion above also holds;
(iii) if C = Mn(C(S2)) for some integer n ≥ 1, A = A1 ⊗ U and A1 ∈ B1,

then there is a unital homomorphism h : C → A such that [h] = α;
(iv) if C ∈ H with K1(C) torsion, Mn(C(S2)) is not a direct summand of C,

and A = A1⊗Q, where A1 is unital and A has stable rank one, then there exists
a unital homomorphism h : C → A such that [h] = α;

(v) if C = Mn(C(T)) for some integer n ≥ 1, then for any unital C∗-algebra
A with stable rank one, there is a unital homomorphism h : C → A such that
[h] = α.
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Proof. Let us first consider (iii). This is a special case of Lemma 2.19 of [92].
Let us provide a proof here. In this case one has that K0(C) = Z⊕kerρC ∼= Z⊕Z
is free abelian and K1(C) = {0}. Write A = A1 ⊗ U, where K0(U) = D ⊂
Q is identified with a dense subgroup of Q and 1U = 1. Let α0 = α|K0(C).
Then α0([1C ]) = [1A] and α0(x) ∈ kerρA for all x ∈ kerρC (since α0 is order
preserving). Let ξ ∈ kerρC = Z be a generator and α0(ξ) = ζ ∈ kerρA. Let B be
a the unital simple AF-algebra with

(K0(B),K0(B)+, [1B0
]) = (D ⊕ Z, (D ⊕ Z)+, (1, 0)),

where
(D ⊕ Z)+ = {(d,m) : d > 0,m ∈ Z} ∪ {(0, 0)}.

Note that K0(T2) = Z ⊕ Z which is order isomorphic to K0(C(S2)). There is a
standard continuous map which maps s : T2 → S2 (with T2 viewed as a 2-cell
attached to a figure 8, the map is defined by sending the figure 8 to a single
point) such that γ : C(S2) → C(T2) defined by γ(f) = f ◦ s has the property
that γ∗0 = idZ⊕Z. It follows from [35] that there is a unital homomorphism h′0 :
C(T2)→ B such that (h′0)∗0(ξ) = (0, 1). Define h0 = h′0 ◦ γ. There is a positive
order-unit preserving homomorphism λ : D → K0(A) (given by the embedding
a→ 1A ⊗ a from U → A1 ⊗ U). Define a homomorphism κ0 : K0(B)→ K0(A)
by κ0((r, 0)) = λ(r) for all r ∈ D and κ0((0, 1)) = ζ. Since A has stable rank one
and B is AF, it is known that there is a unital homomorphism ϕ : B → A such
that

ϕ∗0 = κ0.(e 18.19)

Define L = ϕ ◦ h0. Then, [L] = α. This proves (iii).
For (iv), we note that Ki(A) is torsion free and divisible. One may reduce the

general case to the case that C has only one direct summand C = PMn(C(X))P,
where X is a connected finite CW complex and P ∈Mn(C(X)) is a projection.
Note that we assume here K1(C) is torsion and X 6= S2. In this case (see 14.5
and 13.27), K0(C) = Z⊕ Tor(K0(C)), K1(C) = {0}, or K0(C) = Z and K1(C)
is finite. Suppose that P has rank r ≥ 1. Choose x0 ∈ X. Let πx0

: C → Mr

be defined by πx0
(f) = f(x0) for all f ∈ C. Suppose that e = (1, 0) ∈ Z ⊕

Tor(K0(C)) or e = 1 ∈ Z. Choose a projection p ∈ A such that [p] = α0(e)
(this is possible since A has stable rank one). Note that [P ] = (r, x), where
x ∈ Tor(K0(C)), i.e., [P ] − re is a torsion element. Since Ki(A) is torsion
free, α0(Tor(K0(C))) = 0. Thus rα0(e) = r[p] = α0([P ]) = [1A]. Moreover,
since K0(A) is torsion free, [1A] is a sum of r mutually equivalent projections
which are all unitarily equivalent to p. Thus there is a unital homomorphism
h0 : Mr → A such that h0(e1,1) = p, where e1,1 ∈ Mr is a rank one projection.
Define h : C → A by h = h0 ◦ πx0 . One verifies that [h] = α.

Now we prove (i) and (ii). First, if C ∈ H, as before, we may assume that C
has a single direct summand. In this case, if C = Mn(C(S2)), this follows from
case (iii). If C ∈ H and C 6= Mn(C(S2)), the statement follows from the same
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argument as that of Lemma 9.9 of [71], by replacing Lemma 9.8 of [71] by 18.6
above (and replacing F by C and F1 by C1) in the proof of Lemma 9.9 of [71].

Assume that C ∈ C. Considering Adw ◦ Ln|C for suitable unitary w (in
Mr(A)), we may replace C by Mr(C) for some r ≥ 1 so that K0(C)+ is generated
by minimal projections {p1, p2, ..., pd} ⊂ C (see 3.15). We may rearrange it so
that {[p1], [p2], ..., [pd′ ]} (0 < d′ ≤ d) forms a base for K0(C). Since A is simple
and α(K0(C)+ \ {0}) ⊂ K0(A)+ \ {0}, there exists an integer N ≥ 1 such that

(e 18.20) Nα([p]) > 2[1A] for all [p] ∈ K0(C)+ \ {0}.

Let M ≥ 1 be the integer given by Lemma 18.5 associated with C. Since C has
a separating family of finite dimensional representations, by Theorem 18.2, there

exist two sequences of completely positive contractions ϕ
(i)
n : C → A⊗K (i = 0, 1)

satisfying the following conditions:

(a) ‖ϕ(i)
n (ab)− ϕ(i)

n (a)ϕ
(i)
n (b)‖ → 0, for all a, b ∈ C, as n→∞,

(b) for any n, ϕ
(1)
n is a homomorphism with finite dimensional range and, con-

sequently, for any finite subset P ⊂ K(C), the map [ϕ
(i)
n ]|P is well defined for all

sufficiently large n, and
(c) for each finite subset P ⊂ K(C), there exists m > 0 such that

[ϕ(0)
n ]|P = α+ [ϕ(1)

n ]|P for all n > m.

Since C is semiprojective and the positive cone of the K0-group is finitely
generated (see the end of 3.1), there are homomorphisms ϕ0 and ϕ1 from C →
A⊗K such that

[ϕ0] = α+ [ϕ1].

Without loss of generality, we may assume that ϕ0 and ϕ1 are homomorphisms
from C to Mr(A) for some r. Note that Mr(A) ∈ B0 (or ∈ B1, when C ∈ C0).

Since Ki(C) is finitely generated (i = 0, 1), there exists n0 ≥ 1 such that
every element κ ∈ KL(C,A) is determined by κ on Ki(C) and Ki(C,Z/nZ) for
2 ≤ n ≤ n0, i = 0, 1 (see Corollary 2.11 of [20]). Let P ⊂ K(C) be a finite subset
which generates the group⊕

i=0,1

(Ki(C)⊕
⊕

2≤n≤n0

Ki(C,Z/nZ)).

Let K = n0!. Let G be a finite subset of Mr(A) which contains {ϕ0(pi), ϕ1(pi); i =
1, ..., d}. We may assume that P0 := {[pi], i = 1, 2, ...,d} ⊂ P. Let G(P) be the
subgroup generated by P. Note that K0(C) ⊂ G(P).

Let

T = max{τ(ϕ0(pi)) +KMτ(ϕ1(pi)) : 1 ≤ i ≤ d; τ ∈ T (A)}.

Choose r0 > 0 such that

NTr0 < 1/2.(e 18.21)
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Let Q = [ϕ0](P)∪[ϕ1](P)∪α(P). Let 1 > ε > 0. By Proposition 14.15, for ε and r0

as above, there are a non-zero projection e ∈Mr(A), a C∗-subalgebra B ∈ C0 (or
B ∈ C for case (ii)) with e = 1B , and G-ε-multiplicative contractive completely
positive linear maps L1 : Mr(A) → (1 − e)Mr(A)(1 − e) and L2 : Mr(A) → B
with the following properties:

(1) ‖L1(a) + L2(a)− a‖ < ε/2 for all a ∈ G;
(2) [Li]|Q is well defined, i = 1, 2;
(3) [L1]|Q + [ı ◦ L2]|Q = [id]|Q;
(4) τ ◦ [L1](g) ≤ r0τ(g) for all g ∈ α(P0) and τ ∈ T (A);
(5) for any x ∈ Q, there exists y ∈ K(B) such that x − [L1](x) = [ı ◦ L2](x) =

KM [ı](y); and
(6) there exist positive elements {fi} ⊂ K0(B)+ such that for i = 1, ..., d,

α([pi])− [L1](α([pi]) = [ı ◦ L2](α([pi])) = KMı∗0(fi),

where ı : B →Mr(A) is the embedding. Here we also write [L1] as a homomor-
phism on the subgroup generated Q. By (18), since K = n0!,

[ı ◦ L2 ◦ ϕ0]|Ki(C,Z/nZ)∩P = [ı ◦ L2 ◦ ϕ1]|Ki(C,Z/nZ)∩P = 0, i = 0, 1,

and n = 1, 2, ..., n0. It follows that

[L1 ◦ ϕ0]|Ki(C,Z/nZ)∩P = [ϕ0]|Ki(C,Z/nZ)∩P and

[L1 ◦ ϕ1]|Ki(C,Z/nZ)∩P = [ϕ1]|Ki(C,Z/nZ)∩P,

i = 0, 1 and n = 1, 2, ..., n0. Furthermore, for the case B ∈ C0 we have K1(B) =
0, and consequently

[ı ◦ L2]|K1(C)∩P = 0.

It follows that

[L1 ◦ ϕ0]|K1(C)∩P = [ϕ0]|K1(C)∩P,(e 18.22)

[L1 ◦ ϕ1]|K1(C)∩P = [ϕ1]|K1(C)∩P.

In the second case when we assume that C ∈ C0 and A1 ∈ B1, then K1(C) = 0.
Therefore (e 18.22) above also holds.

Denote by Ψ := ϕ0 ⊕
⊕

KM−1 ϕ1. One then has

[L1 ◦Ψ]Ki(C, Z/nZ)∩P = [L1 ◦ ϕ0]Ki(C, Z/nZ)∩P + (KM − 1)[L1 ◦ ϕ1]Ki(C, Z/nZ)∩P

= [L1 ◦ ϕ0]Ki(C, Z/nZ)∩P − [L1 ◦ ϕ1]Ki(C, Z/nZ)∩P

= [ϕ0]Ki(C, Z/nZ)∩P − [ϕ1]Ki(C, Z/nZ)∩P

= α|Ki(C, Z/nZ)∩P,



A classification of finite simple amenable Z-stable C∗-algebras, I 381

where i = 0, 1, n = 1, 2, ..., n0. Note that we also assume [L1 ◦ Ψ]|G(P) is a
homomorphism. By (e 18.20), (18), and (e 18.21),

N(τ(α([pi]))− [L1 ◦Ψ]([pi])) ≥ 2−Nr0T ≥ 3/2 for all τ ∈ T (A).

Since the strict order on K0(A) is determined by traces (see 9.11 and 9.10), one
has that N(α([pi])− [L1 ◦Ψ]([pi])) > [1A]. Moreover, one also has

α([pi])− [L1 ◦Ψ]([pi])
= α([pi])− ([L1 ◦ α]([pi]) +KM [L1 ◦ ϕ1]([pi]))
= (α([pi])− [L1 ◦ α]([pi]))−KM [L1 ◦ ϕ1]([pi])
= KM(ı∗0(fj)− [L1] ◦ [ϕ1]([pi]))
= KMf ′i , where f ′i = ı∗0(fi)− [L1] ◦ [ϕ1]([pi]).

Note that f ′j ∈ K0(A)+ \ {0}, j = 1, 2, ..., d. Note also that α − [L1 ◦Ψ] defines
a homomorphism on K0(C). Since Mf ′i ∈ K0(A), i = 1, 2, ..., d′, the map β :
K0(C) → K0(A) defined by β = (1/K)(α − [L1 ◦ Ψ])|K0(C) which maps [pi] to
Mf ′i (1 ≤ i ≤ d′) is a homomorphism. In fact, one has β([pj ]) = Mf ′j + zj ,
j = 1, 2, ..., d, where Kzj = 0. Therefore β([pj ]) ∈ K0(A)+ \{0} (recall the order
of K0(A) is determined by the traces), j = 1, 2, ..., d.

Since the semigroupK0(C)+ is generated by [p1], [p2], ..., [pd], we have β(K0(C)+\
{0}) ⊂ K0(A)+ \ {0}. Since β has multiplicity M , by the choice of M and by
Lemma 18.5, there exists a homomorphism H : C → MR(A) (it may not be
unital) for some integer R ≥ 1 such that

H∗0 = β and H∗1 = 0.

Consider the map ϕ′ := L1 ◦Ψ⊕ (
⊕K

i=1H) : C → A⊗K. One has that

[ϕ′]|K0(C)∩P = [L1 ◦Ψ]|K0(C)∩P +Kβ = α|K0(C)∩P.

Since every element in Ki(·,Z/nZ) is n-torsion,

K[H]|Ki(C, Z/nZ)∩P = 0, i = 0, 1, n = 1, 2, ..., n0,

and therefore

[ϕ′]Ki(C, Z/nZ)∩P = [L1 ◦Ψ]|Ki(C, Z/nZ)∩P = α|Ki(C, Z/nZ)∩P,

i = 0, 1, n = 1, 2, ..., n0. We also have that

[ϕ′]K1(C)∩P = [L1 ◦Ψ]|K1(C)∩P = α|K1(C)∩P.

Therefore,
[ϕ′]|P = α|P.

Since [ϕ′(1C)] = [1A] and A has stable rank one, there is a unitary u in a
matrix algebra over A such that the map ϕ = Ad(u) ◦ ϕ′ satisfies ϕ(1C) = 1A,
as desired.

Case (v) is standard and is well known. �
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Corollary 18.8. Any C∗-algebra A given by Theorem 14.10 is KK-attainable
with respect to Bu0.

Proof. Note that A = limn→∞(An, ϕn), where each An is a finite direct
sum of C∗-algebras in H or C0 and ϕn is injective. Let A′n = ϕn,∞(An) (∼=
An) and ın : A′n → A be the embedding. By Lemma 2.2 of [20], for any
C∗-algebra B, HomΛ(K(A),K(B)) = limn→∞HomΛ(K(A′n),K(B)). Let α ∈
HomΛ(K(A),K(B))++. Then, for each n, there is αn ∈ HomΛ(K(A′n),K(B))
such that α|[ın](K(An)) = αn and αn+l|[ϕn,n+l](K(A′n)) = αn for all l ≥ 1. Not-
ing that ın(p) 6= 0 for any non-zero projection p ∈ Mm(A′n) (for any m > 0),
one has αn ∈ HomΛ(K(A′n),K(B))++. Let q ∈ Mm(B) be a projection for
some integer m ≥ 1 such that [q] = α([1A]). Since A is unital, we may assume
that ϕn is unital (for large n). Then [q] = αn([1A′n ]). Let B1 = qMm(B)q.
Then αn ∈ KLe(A

′
n, B1)++. Recall that B has stable rank one. By consid-

ering each summand of A′n, by Theorem 18.7 that, for each n, there exists a
sequence of contractive completely positive linear maps Lk,n : A′n → B1 such
that limk→∞ ‖Lk,n(ab)−Lk,n(a)Lk,n(b)‖ = 0 for all a, b ∈ A′k and [{Lk,n}] = αn.
Since each A′m is separable and amenable, there exists a sequence of contractive
completely positive linear maps Ψm : A → A′m such that limn→∞Ψm(a) = a
(see, for example, 2.3.13 of [63]). It is standard that, after passing to two suit-
able subsequences {mn} and {kn}, the sequence {Ln = Lkn,mn ◦ Ψmn} has the
property that

lim
n→∞

‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ A and [{Ln}] = α.

Thus, A is KK-attainable with respect to Bu0. �

Corollary 18.9. Let C ∈ C, A ∈ Bu0, and α ∈ KK(C,A)++ be such that
α([1C ]) = [p] for some projection p ∈ A. Then there exists a homomorphism
ϕ : C → A such that, ϕ∗0 = α.

Proof. This is a special case of Theorem 18.7 since C is semiprojective. �

Corollary 18.10. Let A ∈ Bu0. Then there exist a unital simple C∗-algebra
B1 = lim−→(Cn, ϕn), where each Cn is in C0, and a UHF algebra U of infinite type
such that, for B = B1 ⊗ U, we have

(K0(B),K0(B)+, [1B ], T (B), rB)(e 18.23)

= (ρA(K0(A)), ρA(K0(A)+), ρA([1A]), T (A), rA).

Moreover, for each n, there is a homomorphism hn : Cn⊗U →M2(A) such that

(e 18.24) ρA ◦ (hn)∗0 = (ϕn,∞ ⊗ idU )∗0.

Proof. Recall that rA : T (A)→ Su(K0(A)) is defined by rA(τ)(x) = ρA(x)(τ)
for all x ∈ K0(A). Therefore rA also induces a continuous affine map from T (A)
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to Su(ρA(K0(A))) by defining rA(τ)(ρA(x)) = ρA(x)(τ) for all x ∈ K0(A).
If s ∈ Su(ρA(K0(A))), then s ◦ ρA ∈ Su(K0(A)). By Corollary 3.4 of [8],
rA : T (A) → Su(K0(A)) is surjective. It follows that rA also maps T (A) onto
Su(ρA(K0(A))). Consider the tuple

(ρA(K0(A)), ρA(K0(A)+), ρA([1A]), T (A), rA).

Since A ∼= A ⊗ U1, for a UHF algebra U1 of infinite type, A has the property
(SP) (see [7]), and therefore the ordered group (K0(A),K0(A)+, [1A]) has the
property (SP) in the sense of Theorem 14.10; that is, for any positive real number
0 < s < 1, there is g ∈ K0(A)+ such that τ(g) < s for any τ ∈ T (A). Then it is
clear that the scaled ordered group (ρA(K0(A)), (ρA(K0(A)+), ρA(1A)) also has
the property (SP) in the sense of Theorem 14.10. Therefore, by Theorem 14.10,
there is a simple unital C∗-algebra B1 = lim

−→
(Cn, ϕn), where each Cn ∈ C0, such

that

(K0(B1),K0(B1)+, [1B1
], T (B1), rB1

)

∼= (ρA(K0(A)), ρA(K0(A)+), ρA(1A), T (A), rA).

Let U = U1 and B = B1 ⊗ U . Then

(K0(B),K0(B)+, [1B ], T (B), rB)

∼= (ρA(K0(A⊗ U)), ρA(K0(A⊗ U)+), ρA(1A), T (A⊗ U), rA⊗U ).

Let ı : U → U⊗U be defined by ı(a) = a⊗1U for all a ∈ U and let j : U⊗U → U
be an isomorphism; recall that j−1 is approximately unitarily equivalent to ı.
Define ıA : A→ A⊗ U by ıA = idA ⊗ ı and define jA = idA ⊗ j. It follows that
jA induces an order isomorphism:

(ρA(K0(A⊗ U)), ρA(K0(A⊗ U)+), ρA(1A⊗U ), T (A⊗ U), rA⊗U )

∼= (ρA(K0(A)), ρA(K0(A)+), ρA(1A), T (A), rA).

Therefore (e 18.23) holds.
Clearly, B has the inductive limit decomposition

B = lim
−→

(Cn ⊗ U,ϕn ⊗ idU ).

For each n, consider the positive homomorphism (ϕn,∞)∗0 : K0(Cn)→ K0(B1) ∼=
ρA(K0(A)). Since ρA(K0(A)) is torsion free, (ϕn,∞)∗0(K0(Cn)) is a free abelian
group. There is a group homomorphism κn : K0(Cn)→ K0(A) such that (recall
that the order of K0(A) by traces) is determined by

ρA ◦ κn = (ϕn,∞)∗0 and κn([1Cn ])≤ 2[1A].

Note that κn is positive since ρA ◦ κn is. By Corollary 18.9, there is a homo-
morphism h′n : Cn → M2(A) such that (h′n)∗0 = κn. It is clear that hn :=
jA◦(h′n ⊗ idU ) satisfies the desired condition. �
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Lemma 18.11. Let C ∈ C. Let σ > 0 and let H ⊂ Cs.a. be a finite subset.
Let A ∈ Bu0. Then for any κ ∈ KLe(C,A)++ and any continuous affine map
γ : T (A) → Tf (C) (see 2.2) which is compatible to κ, there is a unital homo-
morphism ϕ : C → A such that

[ϕ] = κ and |τ ◦ ϕ(h)− γ(τ)(h)| < σ for all h ∈ H and for all τ ∈ T (A).

Moreover, the conclusion above also holds if C ∈ C0 and A ∈ Bu1.

Proof. We assume C ∈ C and B ∈ Bu1 first. Let σ > 0. We may assume
that every element of H has norm at most one. Let κ and γ be given. Define
∆ : Cq,1+ \ {0} → (0, 1) by

∆(ĥ) = inf{γ(τ)(h)/2 : τ ∈ T (A)}.

Let H1 ⊂ C+\{0}, δ, and K be the finite subset, positive constant, and the
positive integer of Theorem 16.10 with respect to C, ∆, H, and σ/4 (in place of
σ). Let P ⊂ Mm(C) (for some m ≥ 1) be a finite subset of projections which
generates K0(C)+. We may assume that H1 is in the unit ball of C.

Set
σ1 = min{σ/2,min{∆(ĥ) : h ∈ H1}} > 0.

By Lemma 16.12 (apply to σ1/(8+σ1)), there are a C∗-subalgebra D ⊂ A with
D ∈ C and with 1D = p ∈ A, and a continuous affine map γ′ : T (D) → T (C)
such that
(e 18.25)

|γ′( 1

τ(p)
τ |D)(f)− γ(τ)(f)| < σ1/(8 + σ1) for all τ ∈ T (A) for all f ∈ H∪H1,

where τ(1−p) < σ1/(8+σ1) for all τ ∈ T (A). Moreover (by (2) of Lemma 16.12)

(e 18.26) γ′(τ)(h) > ∆(ĥ) for all τ ∈ T (D) for all h ∈ H1.

Denote by ı : D → pAp the embedding. Moreover, as by (3) and (4) of Lemma
16.12, there are also positive homomorphisms κ0,0 : K0(C)→ K0((1−p)A(1−p))
and κ1,0 : K0(C) → K0(D) such that κ1,0 is strictly positive, κ1,0([1C ]) = [1D],
κ1,0 has multiplicity K, and

κ|K0(C) = κ0,0 + ı∗0 ◦ κ1,0 and |γ′(τ)(q)− ρD(κ1,0(q))(τ)| < δ, q ∈ P, τ ∈ T (D).

Suppose that A = A1 ⊗ U for some A1 ∈ B1 and a UHF-algebra U of infinite
type. By the last part of 16.12, we may assume that κ0,0 is also strictly positive.
Let x ∈ K0(D)+ be such that Kx = [1D] = κ1,0([1C ]). Then there is a projection
e ∈ D such that [e] = x as D has stable rank one. Note e is full and D1 :=
eDe belongs to C and in case D ∈ C0, D1 ∈ C0 (see 3.19). We may write
D1 ⊗MK = D. Define λ : T (D1) → T (D) by λ(t)(a ⊗ b) = t(a)tr(b), where tr
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is the tracial state of MK . Define γ′′ : T (D1)→ T (C) by γ′′(t) = γ′(λ(t)). Note
that K0(D1) = K0(D). Then, for any q ∈ P and any t ∈ T (D1),

|γ′′(t)(q)− ρD1
((1/K)κ1,0)([q]))(t)| = |γ′(λ(t))(q)− ρD(κ1,0)([q])(λ(t))| < δ

and

γ′′(t)(h) = γ′(λ(t))(h)≥∆(ĥ) for all h ∈ H1. (see also (e 18.26)).

Therefore, by Lemma 16.10, there is a homomorphism

ϕ1 : C →MK(D1) = D ⊂ A

such that

(ϕ1)∗0 = K(1/K)κ1,0 = κ1,0

and

|(1/K)(t⊗ Tr)(ϕ1(h))− γ′′(t)(h)| < σ/4(e 18.27)

for all h ∈ H and t ∈ T (D1),

where Tr is the unnormalized trace of MK . Note that (1/K)(τ ⊗ Tr) = λ(τ) for
all τ ∈ T (D1). By (e 18.27),

|τ ◦ ϕ1(h)− γ′(τ)(h)| < σ/4 for all h ∈ H and τ ∈ T (D).

Since A is simple, Ki((1− p)A(1− p)) = Ki(A), i = 0, 1. Let κ0 = κ− [ı ◦ ϕ1] ∈
KL(C,A) = KL(C, (1 − p)A(1 − p)). Then κ0|K0(C) = κ0,0. Since κ0|K0(C) is
equal to κ0,0, it is strictly positive and κ0([1C ]) = [1−p]. Note that (1−p)A(1−
p)⊗U ∼= (1−p)A(1−p). Therefore, by Theorem 18.7, since C is semiprojective,
there is a homomorphism ϕ0 : C → (1 − p)A(1 − p) such that [ϕ0] = κ0. Note
that this holds for both the case that A ∈ Bu0 (by (i) of Theorem 18.7) and the
case that C ∈ C0 and A ∈ Bu1 (apply (ii) of of Theorem 18.7).

Consider the homomorphism

ϕ := ϕ0 ⊕ ı ◦ ϕ1 : C → (1− p)A(1− p)⊕D ⊂ A.

One has that [ϕ] = κ and, for all h ∈ H and τ ∈ T (A),

|τ ◦ ϕ(h)− γ(τ)(h)| ≤ |τ ◦ ϕ1(h)− γ(τ)(h)|+ σ/4

< |τ ◦ ϕ1(h)− γ′( 1

τ(p)
τ |D)(h)|+ σ/2

< |τ ◦ ϕ1(h)− 1

τ(p)
τ ◦ ϕ1(h)|+ 3σ/4 < σ,

as desired. �
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It turns out that KK-attainability implies the following existence theorem.

Proposition 18.12. Let A ∈ B0, and assume that A is KK-attainable with re-
spect to Bu0. Then for any B ∈ Bu0, any α ∈ KL(A,B)++, and any continuous
affine map γ : T (B) → T (A) which is compatible with α, there is a sequence of
contractive completely positive linear maps Ln : A→ B such that

lim
n→∞

||Ln(ab)− Ln(a)Ln(b)|| = 0 for all a, b ∈ A,

[{Ln}] = α, and

lim
n→∞

sup{|τ ◦ Ln(f)− γ(τ)(f)| : τ ∈ T (A)} = 0 for all f ∈ A.

Proof. The proof is the same as that of Proposition 9.7 of [71]. Instead of
using Corollary 9.6 of [71], one uses Lemma 18.11. �

19. The Class N1 Let A be a unital C∗-algebra such that A⊗Q ∈ B1. In
this section, we will show that A ⊗ Q ∈ B0. Note that this is proved without
assuming A ⊗ Q is nuclear. However, it implies that N1 = N0. If we assume
that A ⊗ Q has finite nuclear dimension, then by using Lemma 18.11 and a
characterization of the class TAS by Winter, a much shorter proof of Theorem
19.2 could be given here.

Lemma 19.1. Let A ∈ B1 be such that A ∼= A⊗Q. Then the following property
holds: For any ε > 0, any two non-zero mutually orthogonal elements a1, a2 ∈
A+, and any finite subset F ⊂ A, there exist a projection q ∈ A and a C∗-
subalgebra C1 ∈ C with 1C1 = q such that

(1) ‖[x, q]‖ < ε/16, x ∈ F,

(2) qxq ∈ε/16 C1, x ∈ F, and

(3) 1− q . a1.

Suppose that ∆ : (C1)q,1+ \ {0} → (0, 1) is an order preserving map such that

τ(c) ≥ ∆(ĉ) for all τ ∈ T (A) and c ∈ (C1)1+ \ {0}.

(By 12.5 such a ∆ always exists.) Suppose also that H ⊂ (C1)+ \ {0} and
F1 ⊂ C1 are finite subsets. Then, there exist another projection p ∈ A with
p ≤ q, a C∗-subalgebra C2 ∈ C of A with 1C2

= p, and a unital homomorphism
H : C1 → C2 such that

(4) ‖[x, p]‖ < ε/16, x ∈ F,

(5) ‖H(y)− pyp‖ < ε/16, y ∈ F1, and

(6) 1− p . a1 + a2.
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Moreover, C1 and H may be chosen in such a way that K1(C1) may be written as
Zm⊕G0 with H∗1(G0) = {0}, and H∗1|Zm and (j ◦H)∗1|Zm both injective, where
j : C2 → A is the embedding (m could be zero, and in this case, G0 = K1(C1)).
Furthermore, we may choose C2 and H such that

τ(j ◦H(c)) ≥ 3∆(ĉ)/4 for all c ∈ H and for all τ ∈ T (A).

Proof. Since A ∈ B1, there exist a projection q ∈ A and a C∗-subalgebra
C1 ∈ C of A with 1C1 = q such that

(a) ‖[x, q]‖ < ε/16, x ∈ F,
(b) qxq ∈ε/16 C1, x ∈ F, and
(c) 1− q . a1.
There are two non-zero mutually orthogonal elements a′2 and a3 in a2Aa2.

Since A ∼= A⊗Q, K1(A) is torsion free. Denote by ι : C1 → qAq the embedding.
Since K1(C1) is finitely generated, we may write K1(C1) = G1 ⊕ G0, where
G1
∼= Zm1 , ι∗1|G1 is injective, and ι∗1|G0 = 0. Define

σ = min{∆(ĥ)/16 : h ∈ H} > 0.

Choose an element a′′2 ∈ a′2Aa′2 such that dτ (a′′2) < σ for all τ ∈ T (A) (recall

dτ (a) = limn→∞ τ(a
1
n )).

Suppose thatG0 is generated by [v1], [v2], ..., [vl], where vi ∈ U(C1) (note that,

by 3.3, C1 has stable rank one). Then, we may write ι(vk) =
∏l(k)
s=1 exp(ihs,k)

(since ı∗1([vk]) = 0 in K1(A)), where hs,k ∈ (qAq)s.a., s = 1, 2, ..., l(k), k =
1, 2, ..., l.

Let F1 be a finite subset of C1 with the following property: if x ∈ F, then
there is y ∈ F1 such that ‖qxq − y‖ < ε/16.

Let F2 be a finite subset of qAq, to be determined, which at least contains
F ∪ F1 ∪H and the elements hs,k, exp(ihs,k), s = 1, 2, ..., l(k), k = 1, 2, ..., l.

Let 0 < δ < min{ε/64, σ/4}, to be determined. Since, by 9.9, qAq ∈ B1, one
obtains a non-zero projection q1 ∈ qAq and a C∗-subalgebra C2⊂qAq such that

(d) ‖[x, q1]‖ < δ, x ∈ F2,
(e) q1xq1 ∈δ C2, x ∈ F2, and
(f) 1− q1 . a2

′′.
With sufficiently small δ and large F2, using the semiprojectivity of C1, we

obtain unital homomorphisms h1 : C1 → C2 such that

‖h1(a)− q1aq1‖ < min{ε/16, σ} for all a ∈ F1 ∪H.(e 19.1)

By the choice of σ and a′′2 , and by (e 19.1), one computes that, for all τ ∈ T (A),

τ(j ◦ h1(c)) ≥ 7∆(ĉ)/8 for all c ∈ H,(e 19.2)

where j is the embedding from C2 into qAq. Note that, when F2 is large enough,
(h1)∗1(G0) = {0}. SinceK1(C) = Zm1⊕G0, G0 is a direct summand of ker (h1)∗1.
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We may write K1(C1) = G2 ⊕G2,0 ⊕G2,0,0, where G2
∼= Zm2 with m2 ≤ m1,

G2 is a subgroup of G1, G2,0,0 ⊃ G0, (h1)∗1(G2,0,0) = {0}, (j ◦ h1)∗1|G2,0
= 0,

and (j ◦ h1)∗1|G2
is injective. Here we use the fact that K1(A) is torsion free

(and G2,0,0 could be chosen to be just G0 itself). If G2,0 = {0}, we are done.
Otherwise, m2 < m1. We also note that (j ◦ h1)∗1(G2,0 ⊕G2,0,0) = {0}.

We will repeat the process to construct h2, and consider h2 ◦ h1. Then we
may write K1(C1) = G3 ⊕ G3,0 ⊕ G3,0,0 with G3

∼= Zm3 (m3 ≤ m2), G3 ⊂ G2,
G3,0,0 ⊃ G2,0⊕G2,0,0, (j ◦h2 ◦h1)∗1(G3,0) = {0}, and (j ◦h2 ◦h1)∗1|G3

injective.
Again, if G3,0 = {0}, we are done (choose H = h2 ◦ h1). Otherwise, m3 < m2 <
m1. We continue this process. This process stops at a finite stage since m1 is
finite. This proves the lemma. �

Theorem 19.2. Let A1 be a unital simple separable C∗-algebra such that A1⊗
Q ∈ B1. Then A1 ⊗Q ∈ B0.

Proof. Let A = A1 ⊗Q. Suppose that A ∈ B1. Let ε > 0, let a ∈ A+ \ {0},
and let F ⊂ A be a finite subset. Since A has the property (SP) (see 9.16),
we obtain three non-zero and mutually orthogonal projections e0, e1, e2 ∈ aAa.
There exist a projection q1 ∈ A and a C∗-subalgebra C1 ∈ C of A with 1C1

= q1

such that

‖[x, q1]‖ < ε/16 and q1xq1 ∈ε/16 C1 for all x ∈ F, and(e 19.3)

1− q1 . e0.(e 19.4)

Let F1 ⊂ C1 ⊂ A be a finite subset such that, for any x ∈ F, there is y ∈ F1

such that ‖q1xq1 − y‖ < ε/16. For each h ∈ (C1)+ \ {0}, define

∆(ĥ) = (1/2) inf{τ(h) : τ ∈ T (A)}.

Then the function ∆ : (C1)q,1+ \ {0} → (0, 1) preserves the order. Let
H1 ⊂ (C1)1+ \ {0} be a finite subset, γ1, γ2 > 0, δ > 0, G ⊂ C1 be a finite
subset, P ⊂ K(C1) be a finite subset, H2 ⊂ (C1)s.a. be a finite subset, and
U ⊂ Jc(K1(C1) ⊂ U(C1)/CU(C1) (see 2.16) be a finite subset as provided by
Theorem 12.7 (and Corollary 12.8) for C = C1, ε/16 (in place of ε), F1 (in place
of F), and ∆/2 (in place of ∆).

By Lemma 19.1, there exist another projection q2 ∈ A such that q2 ≤ q1,
a C∗-subalgebra C2 ∈ C of A with q2 = 1C2 , and a unital homomorphism
H : C1 → C2 such that

‖[x, q2]‖ < ε/16 for all x ∈ F,(e 19.5)

‖j◦H(y)− q2yq2‖ < ε/16 for all y ∈ F1,(e 19.6)

τ(j ◦H(c)) ≥ 3∆(ĉ)/4 for all c ∈ H and for all τ ∈ T (A), and(e 19.7)

1− q2 . e0 + e1.(e 19.8)
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Moreover, we may write K1(C1) = Zm ⊕ G00, where H∗1(G00) = {0}, and
H∗1|Zm and (j ◦H)∗1|Zm are injective, where j : C2 → A is the embedding. Let
A2 = q2Aq2 and denote by j1 : C2 → A2 the embedding. Put

σ0 = inf{τ(e2) : τ ∈ T (A)} > 0.(e 19.9)

By Theorem 14.10, there exists a unital simple C∗-algebra B ∼= B ⊗ Q with
B = lim

−→
(Bn, ın) in such a way that each Bn is equal to Bn,0⊕Bn,1 with Bn,0 ∈ H

(see 14.5) and Bn,1 ∈ C0, each ın is injective, and

lim
n→∞

max{τ(1Bn,0) : τ ∈ T (B)} = 0,(e 19.10)

and such that Ell(B) = Ell(A2).

We may assume (choosing a smaller δ) that U = U1∪U0, with π(U1) generating
Zm ⊂ K1(C1) and π(U0) ⊂ G00, where π : U(C1)/CU(C1) → K1(C1) is the
quotient map. Recall that Jc : K1(C1) → U(C1)/CU(C1) is a fixed splitting
map as defined in 2.16. Suppose that v̄1, v̄2, ..., v̄m form a set of independent

generators for J
(1)
c (Zm)∼= Zm. We may assume that U1 = {v̄1, v̄2, ..., v̄m}. Put

γ3 = min{∆(ĥ)/2 : h ∈ H1}.

Note H‡(U0) ⊂ U0(C2)/CU(C2). By Lemma 2.18, we may choose a finite subset
H3 ⊂ (C2)s.a. and σ > 0 with the following property: for any two unital homo-
morphisms h1, h2 : C2 → D, for any unital C∗-algebra D of stable rank one, if,
for all τ ∈ T (D),

|τ ◦ h1(g)− τ ◦ h2(g)| < σ for all g ∈ H3,(e 19.11)

then

dist(h‡1(v̄), h‡2(v̄)) < γ2/8(e 19.12)

for all v̄ ∈ H‡(U0) ⊂ U0(C2)/CU(C2). Without loss of generality, we may assume
that ‖h‖ ≤ 1 for all h ∈ H1 ∪H2 ∪H3.

Let Γ = (κ0, κ1, κT ) : Ell(A2)→ Ell(B) be the above identification, where κ0 :
K0(A2) → K0(B) is an order isomorphism with κ0([q2]) = [1B ], κ1 : K1(A2) →
K1(B) is an isomorphism, and κT : T (A2)→ T (B) is an affine homeomorphism
such that rA2(κ−1

T (τ))(x) = rB(τ)(κ0(x)) for all x ∈ K0(A2) and for all τ ∈ T (B)
(or, equivalently, rA2(t)(κ−1

0 (y)) = rB(κT (t))(y) for all y ∈ K0(B) and for all
t ∈ T (A2)). Since B satisfies the UCT, there is an element κ−1 ∈ KKe(B,A2)++

(see 2.10) such that κ−1|Ki(B) = κ−1
i , i = 0, 1. Note that since A2

∼= A2⊗Q, one
has HomΛ(K(B),K(A2)) = Hom(K∗(B),K∗(A2)).

Let κ(2) ∈ KKe(C2, B)++ be such that κ(2)|Ki(C2) = κi ◦ j∗i, i = 0, 1. In fact,

since Ki(B) = Ki(B) ⊗ Q (i = 0, 1), by the UCT, κ(2) is uniquely determined
by κi ◦ j∗i.
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It follows from Lemma 18.11 that there exists a unital homomorphism ϕ :
C2 → B such that

[ϕ] = κ(2) and(e 19.13)

|τ(ϕ(h))− γ(τ)(h)| < min{γ1, γ2, γ3, σ}/8(e 19.14)

for all h ∈ H(H1)∪H(H2)∪H3, where γ : T (B)→ Tf (C2) is induced by κT and
the embedding j. In particular, ϕ∗1 is injective on H∗1(Zm) (since j∗1 is injective
on H∗1(Zm) and κ1 is an isomorphism).

Since C2 is semiprojective, without loss of generality, we may assume ϕ(C2) ⊂
j1,∞(B1) ⊂ B. In what follows, we use the notation ϕ′ for the homomorphism
from C2 to B1 such that ϕ = j1,∞ ◦ϕ′. We may also assume that, in the decom-
position B1 = B1,0 ⊕B1,1,

τ(1B1,0) < min{σ0/4, γ1/8, γ2/8, γ3/8, σ/8}(e 19.15)

for all τ ∈ T (B).

We have (ı1,∞ ◦ ϕ′)∗1 = ϕ∗1, and ϕ∗1 is injective on H∗1(Zm). Consequently
(ı1,∞)∗1 is injective on (ϕ′)∗1(H∗1(Zm)).

Let G1 = H‡(J
(1)
c (Zm)) ⊂ U(C2)/CU(C2) and G0 = H‡(J

(1)
c (G00)). Note, by

the construction, G0 ⊂ U0(C2)/CU(C2). Since κ|K1(B) is an isomorphism and

(ı1,∞)∗1 is injective on (ϕ′)∗1(H∗1(Zm)), ϕ‡|G1
is injective. Let H4 = P (ϕ(H1 ∪

H2 ∪H3)), where P : B1 → B1,1 is the projection.
Note that since A ∼= A⊗Q, KL(B1, A) = Hom(K∗(B1),K∗(A)). Let e3 ∈ A2

be a projection such that [e3] = κ−1
0 ([ı1,∞)(1B1,1

)]), and let A3 = e3Ae3. There
is κ′B1,1

∈ KK(B1,1, A2)++ such that κ′B1,1
induces (κ−1

∗ ◦ (ı1,∞)∗)|K∗(B1,1). As

Ki(B1,1) is finitely generated and A ∼= A ⊗ Q (and K∗(A3) = K∗(A)), by the
UCT, the map κ′B1,1

is uniquely determined by (κ−1
∗ ◦(ı1,∞)∗)|K∗(B1,1). It follows

from the second part of Lemma 18.11 that there is a unital monomorphism
ψ1 : B1,1 → e3Ae3 such that

[ψ1] = κ′B1,1
(e 19.16)

and

|τ ◦ ψ1(g)− γ′(τ)(ı1,∞(g))|(e 19.17)

< min{τ(([e3]))/4, γ1/8, γ2/8, γ3/8, σ/8} for all g ∈ H4

for all τ ∈ T (A3), where γ′ : T (A3)→ Tf (B1,1) is the map induced by κ−1
T and

ı1,∞.
Write B1,0 = B1,0,1 ⊕ B1,0,2, where B1,0,1 is a finite direct sum of circle

algebras and K1(B1,0,2) is finite (according to the definition of H—see 14.5).
Since B ∼= B ⊗Q, we may assume that (ı1,∞)∗1|K1(B1,0.2) = {0}.
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Since A2
∼= A2 ⊗ Q, by parts (iii) and (iv) of Theorem 18.7, there exists a

unital homomorphism ψ2 : B1,0,2 → e4A2e4 such that [ψ2] is equal to κ′B1,0,2
,

which induces κ−1
∗ ◦ (ı1,∞)∗|K∗(B1,0,2), where e4 ∈ A2 is a projection orthogonal

to e3 and [e4] = κ−1
0 ◦ (ı1,∞)∗0([1B1,0,2

]). We have (ψ2)∗1 = 0, since Ki(A)
is torsion free. Let ψ3 : B1,1 ⊕ B1,0,2 → (e3 + e4)A2(e3 + e4) be defined by
ψ3(a, b) = ψ1(a)⊕ ψ2(b) for a ∈ B1,1 and b ∈ B1,0,2.

Let P1 : B1 → B1,0,1. Then, since (ı1,∞)∗1|K1(B1,0,2) = {0}, and K1(B1,1) =

{0}, the restriction (P1)∗1|ϕ∗1(H∗1(Zm)) is injective. Also, P ‡1 is injective on ϕ‡ ◦
H‡(J

(1)
c (Zm)). Put G′1 = P ‡1 ◦ ϕ‡ ◦H‡(J

(1)
c (Zm))⊂ U(B1,0,1)/CU(B1,0,1). Then

G′1
∼= Zm.

It follows from Theorem 18.7 that there is a unital homomorphism ψ′4 :
B1,0,1 → (q2 − e3 − e4)A2(q2 − e3 − e4) such that [ψ′4] = κ′B1,0,1

which induces

(κ−1
∗ ◦ (ı1,∞)∗)|K∗(B1,0,1). Let

zi = P ‡1 ◦ ϕ′‡ ◦H‡(v̄i) and ξi = ψ‡3 ◦ (idB1
− P1)‡ ◦ ϕ′‡ ◦H‡(v̄i),

i = 1, 2, ...,m. It should be noted that, since (ψ1)∗1 = (ψ2)∗1 = 0,
ξi ∈ U0(A2)/CU(A2), i = 1, 2, ...,m. Moreover, since

(ψ′4)∗1 ◦ (P1)∗1 ◦ ϕ′∗1(x) = j∗1(x) for all x ∈ H∗1(Zm) ⊂ K1(C2),

π((j ◦H)‡(v̄i))π((ψ′4)‡(zi))
−1 = 0 in K1(A).

Define a homomorphism λ : G′1 → U(A2)/CU(A2) by

λ(zi) = (j ◦H)‡(v̄i)((ψ
′
4)‡(zi)ξi)

−1, i = 1, 2, ...,m.(e 19.18)

Note that λ(zi) ∈ U0(A)/CU(A), i = 1, 2, ...,m. By Lemma 11.5, the abelian
group U0(A)/CU(A) is divisible. There exists a homomorphism

λ̄ : U(B1,0,1)/CU(B1,0,1)→ U(A2)/CU(A2)

such that λ̄|G′1 = λ. Define a homomorphism λ1 : U(B1,0,1)/CU(B1,0,1) →
U(A2)/CU(A2) by λ1(x) = (ψ′4)‡(x)λ̄(x) for all x ∈ U(B1,0,1)/CU(B1,0,1). By
Theorem 11.10, the homomorphism

U((q2−e3−e4)A2(q2−e3−e4))/CU((q2−e3−e4)A2(q2−e3−e4))→ U(A2)/CU(A2)

given by sending u to diag(u, e3 + e4) is an isomorphism. Since B1,0,1 is a circle
algebra, one easily obtains a unital homomorphism

ψ4 : B1,0,1 → (q2 − e3 − e4)A2(q2 − e3 − e4)
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such that

(ψ4)∗i = (ψ′4)∗i = κ−1
i ◦ (ı1,∞)∗i|B1,0,1 (i = 0, 1) and ψ‡4 = λ1.

Define ψ : B1 → A2 by ψ(a, b) = ψ3(a) ⊕ ψ4(b) for a ∈ B1,1 ⊕ B1,0,2 and
b ∈ B1,0,1. Then, we have

ψ∗i = κ−1
i ◦ (ı1,∞)∗i, i = 0, 1.(e 19.19)

Since (ı1,∞ ◦ ϕ′)∗i = κi ◦ j∗i, i = 0, 1, we compute that

(ψ ◦ ϕ′ ◦H)∗i = κ−1
i ◦ (ı1,∞)∗i ◦ (ϕ′ ◦H)∗i = (j ◦H)∗i, i = 0, 1.

Thus, since A ∼= A⊗Q and C1 satisfies the UCT,

[ψ ◦ ϕ′ ◦H] = [j ◦H] in KK(C1, A).(e 19.20)

On the other hand,

τ(ψ(1B1,0))

= rA2(τ)(κ−1
∗0 ((ı1,∞)∗0([1B1,0 ]))

= rB(κT (τ))((ı1,∞)∗0([1B1,0 ])) < σ0 for all τ ∈ T (A).

By (e 19.9) and (e 19.15), and by 9.11,

[ψ(1B1,0
)] ≤ [e2].(e 19.21)

By (e 19.14), (e 19.15), and (e 19.17),

|τ ◦ ψ ◦ ϕ′(g)− τ(g)|

< min{σ, γ1, γ2, γ3, σ} for all g ∈ H(H1) ∪H(H2) ∪H3.

Denote by ψ′ the composition ψ ◦ ϕ′. We have, for all τ ∈ T (A2),

|τ ◦ ψ′(g)− τ(j(g))| < min{γ1, γ2, γ4}(e 19.22)

for all g ∈ H(H1) ∪H(H2).

We then compute that

τ ◦ ψ′(H(h)) ≥ ∆(ĥ)/2 for all h ∈ H1, and τ ∈ T (A2).(e 19.23)

By (e 19.18) and the definition of λ1, we have

(ψ′ ◦H)‡(v̄i)

= ψ‡ ◦ (ϕ′ ◦H)‡(v̄i)

=
(
ψ‡3 ◦ (idB1 − P1)‡ ◦ (ϕ′‡ ◦H‡)(v̄i)

)(
ψ‡4(P ‡1 (ϕ′‡ ◦H‡(v̄i))

)
= ξiλ1(zi) = (j ◦H)‡(v̄i), i = 1, 2, ...,m.
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By the choice of H3 and σ, we also have

dist((ψ′)‡(H(v̄)), (j ◦H)‡(v̄)) < γ2 for all v̄ ∈ U0.(e 19.24)

It follows from Theorem 12.7 and Corollary 12.8 (on using (e 19.20), (e 19.22),
(e 19.23), and (e 19.24)) that there is a unitary U ∈ q2Aq2 such that

‖AdU ◦ ψ′(H(y))− j ◦H(y)‖ < ε/16 for all y ∈ F1.(e 19.25)

Let C3 = AdU ◦ ψ(B1,1) and p = 1C3
= AdU ◦ ψ(1B1,1

). Since 1B1,1
is in the

center of B1, for any y ∈ F1, ϕ
′(y)1B1,1 = 1B1,1,ϕ

′(y). Therefore, AdU ◦ψ′(y)p =
pAdU ◦ ψ ◦ ϕ′(y) = pAdU ◦ ψ′(y). Note that, for any y ∈ F1, we have

‖y − j ◦H(y)⊕ (1− q2)y(1− q2)‖ < ε/8,

and p < q2. Hence,

‖py − yp‖ ≤ ‖py − pAdU ◦ ψ′(y)‖+ ‖pAdU ◦ ψ′(y)− yp‖ < ε/8 + ε/8 = ε/4

for all y ∈ F1. Combining this with (e 19.5), we have

‖px− xp‖ = ‖pq2x− xq2p‖ < 2ε/16 + ‖pq2xq2 − q2xq2p‖ < ε for all x ∈ F.

Let x ∈ F. Choose y ∈ F1 such that ‖q2xq2− q2yq2‖= ‖q2(q1xq1 − y)q2‖ < ε/16.
Then, by (e 19.6) and (e 19.25),

‖pxp− p(AdU ◦ ψ′(H(y)))p‖

≤ ‖pxp− pq2xq2p‖+ ‖pq2xq2p− pq2yq2p‖

+‖pq2yq2p− p(j ◦H(y))p‖

+‖p(j ◦H(y))p− p(AdU ◦ ψ′(H(y)))p‖

< 0 + ε/16+ε/16 + ε/16 = 3ε/8.

However, pAdU ◦ ψ′(y)p = AdU ◦ (ψ(1B1,1
ϕ′(y)1B1,1

)) ∈ C3 for all y ∈ F1.
Therefore,

pxp ∈ε C3.

We then estimate that, by (e 19.8) and by (e 19.21),

[1− p] ≤ [1− q2] + [ψ′(1B1,0
)] ≤ [e0 ⊕ e1 ⊕ e2] ≤ [a].

Since B1,1 ∈ C0, by applying 3.20, C3 can be approximated by C∗-subalgebras
in C0. It follows that A ∈ B0. �

Corollary 19.3. If A is a unital separable amenable simple C∗-algebra such
that A⊗Q ∈ B1, then, for any infinite dimensional UHF-algebra U, A⊗U ∈ B0.

Proof. It follows from Theorem 19.2 that A ⊗ Q ∈ B0. Then, by Lemma
3.20 and by Theorem 3.4 of [87], A ⊗ U ∈ B0 for every infinite dimensional
UHF-algebra. �
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20. KK-attainability of the C*-algebras in B0 The main purpose of
this section is to establish Theorem 20.16. It is an existence theorem for maps
from an algebra in the sub-class B0 to a C∗-algebra as in Theorem 14.10 (and
elsewhere). The construction is similar to that of Section 2 of [67], and, roughly,
we will construct a map factoring through a C∗-subalgebra (in C0) of the given
C∗-algebra in B0, and also require this map to carry the given KL-element.
But since the ordered K0-group of a C∗-algebra in C0 in general is not a Riesz
group, extra work has to be done to take care of this difficulty (similar work also
appears in [91], [92], and [93]).

20.1. Let us proceed as in Section 2 of [67]. Let A ∈ B0 be a separable
C∗-algebra and assume that A has the property (SP). By Lemma 9.8, the C∗-
algebra A can be embedded as a C*-subalgebra of

∏
Mnk/

⊕
Mnk for some

sequence {nk}; in other words, A is MF in the sense of Blackadar and Kirchberg
(Theorem 3.2.2 of [6]). Since A is assumed to be amenable, by Theorem 5.2.2 of
[6], the C∗-algebra A is strong NF, and hence, by Proposition 6.1.6 of [6], there is
an increasing family of residually finite dimensional sub-C∗-algebras {An} with
union dense in A. Let us assume that 1 ∈ A1.

Let us set up the initial stage: Choose a dense sequence {x0,x1, x2, ..., xn, ...} of
elements in the unit ball of A. Let P0 ⊂M∞(A) be a finite subset of projections.
We assume that x0∈ A1 and P0 ⊂ M∞(A1). Choose a finite subset F0 in the
unit ball of A1 ⊂ A with {1, x0} ⊂ F0, and η0 > 0 such that [L′]|P0

is well
defined for any F0-2η0-multiplicative contractive completely positive linear map
L′ from A. Moreover, by choosing even larger F0 and smaller η0, we may assume
that

[L′]|P0
= [L′′]|P0

,(e 20.1)

if ‖L′(x) − L′′(x)‖ < 2η0 for all x ∈ F0 and L′′ is also an F0-2η0-multiplicative
contractive completely positive linear map. Since A1 is a RFD algebra, one can
choose a homomorphism h0 from A1 to a finite-dimensional C∗-algebra F0 which
is non-zero on F0.

Let δ0 < min{η0/2, 1/2}.
Since A is assumed to have the property (SP), by Lemma 2.1 of [90], there is

a non-zero homomorphism h′ : F0 → A with h′(1F0
) = e0 ∈ A such that

(1) ||e0x− xe0|| < δ0/256 and
(2) ||h′ ◦ h0(x)− e0xe0|| < δ0/256 for all x ∈ F0.

Since F0 has finite dimension, it follows from Arveson’s Extension Theorem that
the homomorphism h0 : A1 → F0 can be extended to a contractive completely
positive linear map from A to F0; let us still denote this by h0.

Put H = h′ ◦ h0 : A → A. Note that e0 = H(1). Since the hereditary C∗-
subalgebra (1 − e0)A(1 − e0) is in the class B0 again (see Theorem 9.9), there
is a projection q′1 ≤ 1 − e0 and a C∗-subalgebra S′1 ∈ C0 (of (1 − e0)A(1 − e0))
with 1S′1 = q′1 such that
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(3) ||q′1x− xq′1|| < δ0/256 for any x ∈ (1− e0)F0(1− e0),
(4) dist(q′1xq

′
1, S
′
1) < δ0/256 for any x ∈ (1− e0)F0(1− e0), and

(5) τ(1− e0 − q′1) < 1/16 for any tracial state τ on A.

Put q1 = q′1 + e0 and S1 = S′1 ⊕ h′(F0). One has

(6) ||q1x− xq1|| < δ0/64 for any x ∈ F0,
(7) dist(q1xq1, S1) < δ0/64 for any x ∈ F0, and
(8) τ(1− q1) = τ(1− q′1 − e0) < 1/16 for any tracial state τ on A.

Let F̄0 ⊂ S1 be a finite subset such that dist(q1yq1, F̄0) < δ0/64 for all y ∈ F0.
Let G1 be a finite generating subset of S1 (see 3.1) which is in the unit ball.

Since S1 is amenable, by Theorem 2.3.13 of [63], there is a contractive com-
pletely positive linear map L′0 : q1Aq1 → S1 such that

‖L′0(s)− s‖ < δ0/256 for all s ∈ G1 ∪ F̄0.(e 20.2)

Set L0(a) = L′0(q1aq1) for any a ∈ A. Then L0 is a completely positive contrac-
tion from A to S1 such that

‖L0(s)− s‖ < δ0/128 for all s ∈ G1 ∪ F̄0.(e 20.3)

Consequently, by the definition of F̄0 we have

‖L0(s)− s‖ < δ0
64

+
δ0

128
+
δ0
64

<
δ0
16

(e 20.4)

for all s ∈ G1 ∪ (q1F0q1).

It follows that L0 is F0 ∪ G1-δ0/16-multiplicative. This ends the initial stage of
the proof. Let us now prove the following claim.

Claim: There exist an increasing sequence of finite subsets {Fn}∞n=0 of the
unit ball of A, starting with F0 above, with Fn ⊃ {x1, x2, · · · , xn} (consequently,⋃∞
k=0 Fk is dense in the unit ball of A), two decreasing sequences of positive num-

bers {ηn}∞n=0 and {δn}∞n=0 starting with η0, δ0 above, finite generating subsets
Gn ⊂ Sn (in the unit ball of Sn), starting with G1 (see the end of 3.1), a se-
quence of homomorphisms hn−1 : Sn−1 → Sn (for n ≥ 2), and a sequence
of Fn−1 ∪ Gn-δn−1/2-multiplicative contractive completely positive linear maps
Ln−1 : A→ Sn (for n ≥ 1) such that:

||qnx− xqn|| < δn−1/64 for all x ∈ Fn−1;(e 20.5)

dist(qnxqn, Sn) < δn−1/64, for all x ∈ Fn−1;(e 20.6)

τ(1− qn) < 1/2n+1 for all τ ∈ T (A);(e 20.7)

Gn ⊂ Fn, for n ≥ 1 (recall Gn generates Sn);(e 20.8)

||Ln−1(a)− hn−1(a)|| < δn−2/64 for all n ≥ 2,(e 20.9)

for all a ∈ Ln−2(Fn−2) ∪ Gn−1;
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Ln−1(a) = Ln−1(qnaqn) for all a ∈ A;(e 20.10)

‖Ln−1(a)− a‖ < δn−1/16 for all a ∈ Gn∪qnFn−1qn;(e 20.11)

δn < ηn/2, δn < δn−1/2;(e 20.12)

‖
(
(1− qn)x(1− qn) + Ln−1(x)

)
− x‖ < δn−1/8,(e 20.13)

for all x ∈ Fn−1;

[Ln−1]|(ιn−1)∗0(K0(Sn−1)) is well defined;(e 20.14)

if L̃ : A → A is an Fn−1-2ηn−1 multiplicative contractive completely positive
linear map with ‖L̃(x)− Ln−1(x)‖ < 2ηn−1 for all x ∈ Fn−1, then

[ιn ◦ Ln−1]|(ιn−1)∗0(K0(Sn−1)) = [L̃]|(ιn−1)∗0(K0(Sn−1));(e 20.15)

if L : Sn → B (n ≥ 1, B is any C∗-algebra,) is a Gn-2ηn -multiplicative contrac-
tive completely positive linear map, there exists a homomorphism h : Sn → B
such that

‖L(a)− h(a)‖ < δn−1/64 for all a ∈ Gn∪Ln−1(Fn−1);(e 20.16)

if L′ : A→ B is an Fn-2ηn -multiplicative contractive completely positive linear
map, then

[L′]|(ιn)∗0(K0(Sn)) is well defined;(e 20.17)

and, if L′′ : A → B is another Fn-2ηn multiplicative contractive completely
positive linear map with ‖L′(x)− L′′(x)‖ < 2ηn for all x ∈ Fn, then

[L′]|(ιn)∗0(K0(Sn)) = [L′′]|(ιn)∗0(K0(Sn)).(e 20.18)

We have constructed F0 η0, δ0, q1, S1 (with 1S1
= q1), a finite generating

set G1 ⊂ S1, and L0 : A → S1 in the initial stage. Note that (e 20.5)–(e 20.7),
(e 20.10), (e 20.11), and (e 20.14) for n = 1 follow from our construction (see
(6), (7), (8), and (e 20.4)). To begin the induction, let us first define η1, δ1, and
the subset F1 (L1 and h1 should be defined after we define q2 and S2, so it is
not necessary to define them here). Since S1 is semiprojective (see the end of
3.1), there exists a positive number η1 < η0/2 satisfying the following condition:
for any G1-2η1-multiplicative contractive completely positive linear map L from
S1 to another C∗-algebra B (recall that G1 is a generating subset of S1), there
exists a homomorphism h : S1 → B such that

‖L(a)− h(a)‖ < δ0/64 for all a ∈ G1 ∪ L0(F0).(e 20.19)
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Moreover, since K0(S1) is finitely generated, we may assume that there is a
finite subset F′1 such that [L′]|(ι1)∗0(K0(S1)) is well defined, if L′ is an F′1-2η1-
multiplicative contractive completely positive linear map from A. Furthermore,

[L′]|(ι1)∗0(K0(S1)) = [L′′]|(ι1)∗0(K0(S1))(e 20.20)

if ‖L′(x) − L′′(x)‖ < 2η1 for all x ∈ F′1 and L′′ is also an F′1-2η1-multiplicative
contractive completely positive linear map from A. Let δ1 < min{η1/2, δ0/2},
and F1 = F0 ∪ F′1 ∪ G1 ∪ L0(F0) ∪ {x0, x1}. Then (e 20.8), (e 20.12), (e 20.16),
(e 20.17), and (e 20.18) hold for n = 1. (Note that (e 20.10), (e 20.14), and
(e 20.15) only make sense for n ≥ 2.)

For k ≥ 2, suppose that we have already constructed Fk−1 ⊂ A (and all Fi
with 1 ≤ i < k−1), Sk−1 ∈ C0 (and all Si with 1 ≤ i < k−1), a finite generating
subset Gk−1 of Sk−1 (and all Gi with 1 ≤ i < k − 1), ηk−1, δk−1 (and all ηi, δi
with 1 ≤ i < k− 1), and a homomorphism hk−2 : Sk−2 → Sk−1 if k ≥ 3 (and all
hi with 1 ≤ i < k−2), a completely positive linear contraction Lk−2 : A→ Sk−1

(and all Li with 0 ≤ i < k − 2) as described in (e 20.5)–(e 20.18) with k − 1 in
place of n.

Since A ∈ B0, for the k above, there exist a projection qk ∈ A and a C∗-
subalgebra Sk ∈ C0 with 1Sk = qk such that

‖qkx− xqk‖ < δk−1/64 for all x ∈ Fk−1,(e 20.21)

dist(qkxqk, Sk) < δk−1/64 for all x ∈ Fk−1, and(e 20.22)

τ(1− qk) < 1/2k+1 for all τ ∈ T (A).(e 20.23)

Hence (e 20.5),(e 20.6), and (e 20.7) hold for n = k.
Let Gk ⊂ Sk be a finite generating subset in the unit ball of Gk.
Define Λk : A → qkAqk by Λk(a) = qkaqk for all a ∈ A. Then, by (e 20.21),

Λk is Fk−1-δk−1/64-multiplicative. Let F̄k−1 ⊂ Sk be a finite subset such that
dist(qkxqk, F̄k−1) < δk/64 for all x ∈ Fk−1.

Since Sk is amenable, by Theorem 2.3.12 of [63], there exists a unital com-
pletely positive linear map L′k : qkAqk → Sk such that

‖L′k(a)− a‖ < δk−1/64 for all a ∈ Gk ∪ F̄k−1.(e 20.24)

Let Lk−1 : A→ Sk be defined by Lk−1 = L′k ◦ Λk. Evidently, (e 20.10) holds
for k in place of n. Also,

‖Lk−1(a)− a‖ < δk−1/64 for all a ∈ Gk ∪ F̄k−1.(e 20.25)

Since dist(a, F̄k−1) < δk−1/64 for each a ∈ qkFk−1qk, we have

‖Lk−1(a)− a‖ < δk−1/16 for all a ∈ Gk ∪ qkFk−1qk,(e 20.26)
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which is (e 20.11) for k in place of n. Combining (e 20.21) and (e 20.26), we
conclude that

‖
(
(1− qk)x(1− qk) + Lk−1(x)

)
− x‖ < δk−1/8, for all x ∈ Fk−1,

which is (e 20.14) for n = k, and, further, Lk−1 is Fk−1-δk−1-multiplicative, and
hence Fk−1-ηk−1-multiplicative as δk−1 < ηk−1. By (e 20.17), and (e 20.18) for
n = k − 1, (e 20.14) and (e 20.15) hold for n = k. By (e 20.8) for n = k − 1, we
have Gk−1 ⊂ Fk−1. Then by (e 20.16) for n = k − 1, there is a homomorphism
hk−1 : Sk−1 → Sk such that

||Lk−1(a)− hk−1(a)|| < δk−2/64(e 20.27)

for all a ∈ Lk−2(Fk−2) ∪ Gk−1, which is (e 20.10) for n = k.
Since Sk is semiprojective (see the end of 3.1), there exists a positive number

ηk< ηk−1/2 <η0/2 satisfying the following condition: for any Gk-2ηk-multiplicative
contractive completely positive linear map L from Sk to another C∗-algebra
B (recall that Gk is a generating subset of Sk), there exists a homomorphism
h : Sk → B such that

‖L(a)− h(a)‖ < δk−1/64 for all a ∈ Gk ∪ Lk−1(Fk−1),(e 20.28)

which is (e 20.16) for n = k.
Moreover, since K0(Sk) is finitely generated, we may assume that there is

a finite subset F′k such that [L′]|(ιk)∗0(K0(Sk)) is well defined, if L′ is an F′k-
2ηk-multiplicative contractive completely positive linear map from A. That is,
(e 20.17) holds for k in place of n, provided F′k ⊂ Fk. Furthermore,

[L′]|(ιk)∗0(K0(Sk)) = [L′′]|(ιk)∗0(K0(Sk))(e 20.29)

if ‖L′(x) − L′′(x)‖ < 2ηk for all x ∈ F′k and L′′ is also an F′k-2ηk-multiplicative
contractive completely positive linear map from A. In other words, (e 20.18)
holds for k in place of n, provided F′k ⊂ Fk. Let Fk = Fk−1 ∪ F′k ∪ Gk ∪
Lk−1(Fk−1) ∪ {x0, x1, · · · , xk}. Then (e 20.8), (e 20.17), and (e 20.18) hold for
n = k. Let δk < min{ηk/2, δk−1/2}. Then (e 20.12) holds for n = k. This
completes the proof of the claim.

20.2. Let Ψn : A → (1 − qn+1)A(1 − qn+1) denote the cutting-down map
sending a to (1− qn+1)a(1− qn+1), and let Jn : A→ A denote the map sending
a to Ψn(a)⊕Ln(a). By (e 20.14), the maps Ψn and Jn are Fn-δn/2-multiplicative.
Set Jm,n = Jn−1 ◦ · · · ◦ Jm and hm,n = hn−1 ◦ · · · ◦ hm : Sm → Sn. Again by
(e 20.14), Jm,n is Fm-δm-multiplicative and ‖Jm,n(x)− x‖ < δm for all x ∈ Fm.
We shall also use Ln,Ψn, Jn, Jm,n, hm, and hm,n for the extensions of these maps
to a matrix algebra over A.

By (e 20.12), (e 20.17), and (e 20.18), Jm,n induces a well-defined map
[Jm,n|P0∪(ιk)∗0(K0(Sm))], which agrees with the identity map.
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Using the same argument as that of Lemma 2.7 of [67], one has the following
lemma.

Lemma 20.3 (Lemma 2.7 of [67]). Let P ⊂ Mm(A) be a finite set of projections.
Assume that F0 (in 20.1) is sufficiently large and δ0 (in 20.1) is sufficiently small
that [Ln ◦J1,n]|P and [Ln ◦J1,n]|G0

are well defined, where G0 is the subgroup of
K0(A) generated by P. Then

lim
n→∞

sup
τ∈T (A)

|τ([ιn+1 ◦ Ln ◦ J1,n]([p]))− τ([p])| = 0

for any p ∈ P.
Furthermore, we have

|τ(hk,k+n+1 ◦ [Lk−1]([p]))− τ(hk,k+n ◦ [Lk−1]([p])| < (1/2)n+k and(e 20.30)

τ(hk,k+n ◦ [Lk−1]([p])) ≥ (1−
n∑
i=1

1/2i+k)τ([Lk−1]([p])) > 0(e 20.31)

for all p ∈ P and for all τ ∈ T (A), and

τ(hk,k+n([q])) ≥ (1−
n∑
i=1

1/2i+k)τ([q]) > 0 for all τ ∈ T (A)(e 20.32)

and for all q ∈ K0(Sk)+ \ {0}.

Remark 20.4. Since A is stably finite and assumed to be amenable, and
therefore exact, any state of K0(A) is the restriction of a tracial state of A ([8]
and [51]). Thus, the lemma above still holds if one replaces the trace τ by any
state τ0 on K0(A).

20.5. Fix a finite subset P of projections of Mr(A) (for some r ≥ 1) and an
integer N ≥ 1 such that [LN+i]|P, [JN+i]|P and [ΨN+i]|P are all well defined.
Keep the notation of 20.2. Then, on P,

[LN+1 ◦ JN ] = [LN+1 ◦ LN ]⊕ [LN+1 ◦ΨN ]

= [hN+1 ◦ LN ]⊕ [LN+1 ◦ΨN ], and

[LN+2 ◦ JN,N+2]

= [LN+2 ◦ LN+1 ◦ JN ]⊕ [LN+2 ◦ΨN+1 ◦ JN ]

= [LN+2 ◦ LN+1 ◦ LN ]⊕ [LN+2 ◦ LN+1 ◦ΨN ]

⊕[LN+2 ◦ΨN+1 ◦ JN ]

= [hN+1,N+3] ◦ [LN ]⊕ [LN+2 ◦ LN+1 ◦ΨN ]

⊕[LN+2 ◦ΨN+1 ◦ JN ].
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Moreover, on P,

[LN+n ◦ JN,N+n] = [hN+1,N+n+1] ◦ [LN ]⊕ [LN+n ◦ΨN+n−1 ◦ JN,N+n−1]

⊕[LN+n ◦ LN+n−1 ◦ΨN+n−2 ◦ JN,N+n−2]

⊕[LN+n ◦ LN+n−1 ◦ LN+n−2 ◦ΨN+n−3 ◦ JN,N+n−3]

⊕ · · ·⊕[LN+n ◦ LN+n−1 ◦ · · · ◦ LN+2 ◦ΨN+1 ◦ JN ]

⊕[LN+n ◦ LN+n−1 ◦ · · · ◦ LN+1 ◦ΨN ].

Set ψNN = LN , ψ
N
N+1 = LN+1 ◦ ΨN , ψ

N
N+2 = LN+2 ◦ ΨN+1, ..., andψNN+n =

LN+n ◦ΨN+n−1, n = 1, 2, ....
(Note that ψNN+i = ψN+1

N+i = · · · = ψN+i−1
N+i . We insist on the notation ψNN+i

in order to emphasize that our estimation starts with a fixed index N , and goes
on to N + 1, N + 2, and so on, and we only change the subscripts and keep the
superscript the same to emphasize our beginning index N (see Corollary 20.8
below).)

20.6. (a) For each Sn, since the abelian group K0(Sn) is finitely generated
and torsion free, there is a set of free generators {en1 , en2 , ..., enln} ⊂ K0(Sn).
By Theorem 3.15, the positive cone of the ordered group K0(Sn) is finitely
generated; denote the (semigroup) generators (exactly the the minimal non-zero
positive elements) by {sn1 , sn2 , ..., snrn} ⊂ K0(Sn)+\{0}. Then there is an rn × ln
integer-valued matrix R′n such that

~sn = R′n~en,

where ~sn = (sn1 , s
n
2 , ..., s

n
rn)T and ~en = (en1 , e

n
2 , ..., e

n
ln

)T. In particular, for any
ordered group H, and any elements h1, h2, ..., hln ∈ H, the map eni 7→ hi, i =
1, ..., ln, induces an abelian-group homomorphism ϕ : K0(Sn)→H, and the map
ϕ is positive (or strictly positive) if and only if

R′n
~h ∈ Hrn

+ (or R′n
~h ∈ (H+ \ {0})rn),

where ~h = (h1, h2, ..., hln)T ∈ H ln . Moreover, for each eni , write it as eni =
(eni )+ − (eni )− with (eni )+, (e

n
i )− ∈ K0(Sn)+ and fix this decomposition. Define

a rn × 2ln matrix

Rn = R′n


1 −1 0 0 · · · 0 0
0 0 1 −1 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 1 −1


ln×l2n

.

Then one has
~sn = Rn~en,±,
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where ~en,± = ((en1 )+, (e
n
1 )−, ..., (e

n
ln

)+, (e
n
ln

)−)T. Thus, for any ordered group H,
and any elements h1,+, h1,−, ..., hln,+, hln,− ∈ H, the map eni 7→ (hi,+ − hi,−),
i = 1, ..., ln, induces a positive (or strictly positive) homomorphism if and only
if

Rn~h± ∈ Hrn
+ (or Rn~h± ∈ (H+ \ {0})rn) ,

where ~h± = (h1,+, h1,−, ..., hln,+, hln,−)T ∈ H ln .
(b) Let A be as above. Let B be an inductive limit C∗-algebra as in Theorem

14.10 such that

(K0(A),K0(A)+, [1A],K1(A)) ∼= (K0(B),K0(B)+, [1B ],K1(B)).

Let α ∈ KL(A,B) be an element which implements the isomorphism above.
Let eni , e

n
i,± ∈ K0(Sn) be as above, i = 1, 2, ..., ln. Let s(0) = 0, s(n) =∑n

i=1 2li. Put

α(ın ◦ hj,n(eji,+)) = g
(n)
s(j−1)+2i−1, α(ın ◦ hj,n(eji,−)) = g

(n)
s(j−1)+2i,

and

g
(n)
l = 0 if l > s(n).

Let a
(n)
j = ρB(g

(n)
j ) ∈ Aff(T (B))+ for j = 1, 2, .... Then, by Lemma 20.3,

limn→∞ anj = aj > 0 uniformly on T (B).

For j ∈ {1, 2, ..., n}, let (sj1, s
j
2, ..., s

j
rj ) ∈ K0(Sj)+ \ {0} be the generators of

the positive cone K0(Sj)+, and let Rj be the rj×2lj matrix as in part (a). Then

Rj(g
(n)
s(j−1)+1, g

(n)
s(j−1)+2, ..., g

(n)
s(j))

T

= (α(ın ◦ hj,n(sj1)), α(ın ◦ hj,n(sj2)), ..., α(ın ◦ hj,n(sjrj )))
T

and

Rj(as(j−1)+1, as(j−1)+2, ..., as(j))
T

= lim
n→∞

(ρB(α(ın ◦ hj,n(sj1))), ρB(α(ın ◦ hj,n(sj2))), ..., ρB(α(ın ◦ hj,n(sjrj ))))
T .

Note that for each τ ∈ T (B), τ ◦ ρB ◦ α is a state on K0(A), which (by [8] and
[51]) can be extended to a trace on A. From Lemma 20.3 ((e 20.32)), for all
1 ≤ j ≤ n, and for all τ ∈ T (B),

τ(ρB(α(ın ◦ hj,n(sji )))) > (1−
∞∑
k=1

1/2j+k)τ(ρB(α(ıj(s
j
i )))) > 0,

for all i ∈ {1, 2, ..., rj}.
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Hence each entry of Rj(as(j−1)+1, as(j−1)+2, ..., as(j))
T is a strictly positive ele-

ment of Aff(T (B))++. Let R̄n = diag(R1, R2, ..., Rn). Then

0� R̄n(a1, a2, ..., as(n))
T ∈ (Aff(T (B)))

∑n
i=1 rk ,

i.e., each coordinate is strictly positive on T (B).

Furthermore, R̄n(g
(n)
1 , g

(n)
2 , ..., g

(n)
s(n)) ∈ (K0(B)+ \ {0})

∑n
i=1 rk . In particular,

for each positive integer N0 < n, we also have

diag(RN0+1, RN0+1, ..., Rn)(g
(n)
s(N0)+1, g

(n)
s(N0)+2, ..., g

(n)
s(n)) ∈ (K0(B)+\{0})

∑n
i=N0+1 rk .

(c) Since {en1 , en2 , ..., enln} is a set of Z-linearly independent generators of the
free abelian group K0(Sn), for any projection p in a matrix algebra over Sn, there

is a unique ln-tuple of integersmn
1 ([p]), ...,mn

ln
([p]) such that [p] =

∑ln
j=1m

n
j ([p])enj

and, for any homomorphism τ : K0(Sn)→ R, one has

τ([p]) = 〈~mn([p]), τ(~en)〉 =

ln∑
i=1

mn
i ([p])τ(eni )

=

ln∑
i=1

mn
i ([p])τ((eni )+)−mn

i ([p])τ((eni )−),

where ~mn([p]) = (mn
1 ([p]), ...,mn

ln
([p]))T and ~en = (en1 , e

n
2 , ..., e

n
ln

).

For each p ∈Mm(A), for some integer m ≥ 1, denote by [ψkk+j(p)] the element

of K0(Sk+j+1) associated with ψkk+j(p). Let ın : Sn → A be the embedding.
Consider the map

(ın)∗0 : ~en 7→ (((ın)∗0(en1 ), (ın)∗0(en2 ), ..., (ın)∗0(enln)).

Then, by Lemma 20.3 and Remark 20.4, one has the following lemma.

Lemma 20.7. With notation as above, for any p ∈ P, for each fixed k, one has
that

τ(p) = lim
n→∞

n∑
j=1

(

lk+j∑
i=1

mk+j
i ([ψkk+j−1(p)])τ((ık+n ◦ hk+j,k+n)∗0(ek+j

i )+)

−mk+j
i (ψkk+j−1(p)])τ((ık+n ◦ hk+j,k+n)∗0(ek+j

i )−))

uniformly on S(K0(A)). Moreover, ρA ◦ (ın+k)∗0 ◦hk+j,k+n(ek+j
i,± ) converges uni-

formly to a strictly positive element of Aff(S(K0(A))) as n→∞.
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Proof. We first compute that, if j > 1, then

lk+j∑
i=1

mk+j
i ([ψkk+j−1]([p]))τ((ık+n ◦ hk+j,k+n)∗0(ek+j

i ))

= τ([Lk+n−1 ◦ · · · ◦ Lk+j+1 ◦ Lk+j ◦ Lk+j−1 ◦Ψk+j−2]([p])),

and, if j = 1, then

lk+1∑
i=1

mk+1
i ([ψkk ]([p]))τ((ık+n ◦ hk+1,k+n)∗0(ek+1

i ))

= τ([Lk+n−1 ◦ · · · ◦ Lk+1 ◦ Lk]([p])).

Thus (see 20.5),

n∑
j=1

(

lk+j∑
i=1

mk+j
i ([ψkk+j−1(p)])τ((ın ◦ hk+j,k+n)∗0(ek+j

i )))

= τ([Lk+n−1 ◦ · · · ◦ Lk+1 ◦ Lk]([p]))

+

n∑
j=2

τ([Lk+n−1 ◦ · · · ◦ Lk+j+1 ◦ Lk+j◦Lk+j−1 ◦Ψk+j−1]([p]))

= τ([Lk+n−1 ◦ · · · ◦ Lk+1 ◦ Lk]([p]))

+
n∑
j=2

τ([Lk+n−1 ◦ · · · ◦ Lk+j+1 ◦ Lk+j◦Lk+j−1 ◦Ψk+j−2 ◦ Jk,k+j−2]([p]))

= τ([Lk+n−1 ◦ Jk,n+k−1]([p])).

The first part of the conclusion then follows from Lemma 20.3. The second part
also follows. �

One then has the following

Corollary 20.8. With notation as above, in particular with P be a finite sub-
set of projections in a matrix algebra over A, let G0 be the subgroup of K0(A)
generated by P, and let k ≥ 1 be an integer. Denote by ρ̃ : G0 →

∏
Z the map

defined (see 20.6 (c)) by

[p] 7→

(mk+1
1 (g0),−mk+1

1 (g0),mk+1
2 (g0),−mk+1

2 (g0), · · ·mk+1
lk+1

(g0),−mk+1
lk+1

(g0),

mk+2
1 (g1),−mk+2

1 (g1),mk+2
2 (g1),−mk+2

2 (g1), ...,mk+2
lk+2

(g1),−mk+2
lk+2

(g1),

· · · · · · · · ·

mk+i+1
1 (g2),−mk+i+1

1 (gi),m
k+i+1
2 (gi),−mk+i+1

2 (gi), ...,m
k+i+1
lk+i+1

(gi),−mk+i+1
lk+i+1

(gi), · · · ),
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where gi = [ψkk+i(p)], i = 0, 1, 2, .... If g ∈ G0 and ρ̃(g) = 0, then τ(g) = 0 for
τ ∈ T (A).

By the definition of the maps ρ̃ and H = h′ ◦ h0 : A→ F0 → A, where h0, h
′

are as in 20.1, using the same argument as that of Lemma 2.12 of [67], one has
the following lemma.

Lemma 20.9. Let P be a finite subset of projections in Mk(A1) ⊂Mk(A). Then
there are a finite subset F1 ⊂ A1 and δ0 > 0 such that if the above construction
starts with F1 and δ0, then

ker ρ̃ ⊂ ker[h0] and ker ρ̃ ⊂ ker[H].

The K0-part of the existence theorem will deal with maps which almost factor
through the map ρ̃, and this lemma will help us to handle the elements of K0(A)
which vanish under ρ̃. Moreover, to get such a K0-homomorphism, one also
needs to find a copy of the generating subset of the positive cone of K0(S) inside
the image of ρ̃ as an ordered group for a certain algebra S ∈ C0. In order to do
so, one needs the following technical lemma, which is essentially Lemma 3.4 of
[67].

Lemma 20.10 (Lemma 3.4 of [67]). Part (a): Let S be a compact convex set,
and let Aff(S) be the space of real continuous affine functions on S. Let D be a
dense ordered subgroup of Aff(S) (with the strict pointwise order), and let G be
an ordered group with the strict order determined by a surjective homomorphism
ρ : G→ D (i.e., g ≥ 0, if and only if g = 0, or ρ(g) > 0). Let {xij}1≤i≤r,1≤j<∞
be an r ×∞ matrix having rank r and with xij ∈ Z for each i, j. Let g

(n)
j ∈ G

be such that ρ(g
(n)
j ) = a

(n)
j , where {a(n)

j } is a sequence of positive elements of D
such that a

(n)
j → aj (> 0) uniformly on S as n→∞.

Suppose that there is a sequence of integers s(n) satisfying the following con-
dition:

Let ṽn = (g
(n)
j )s(n)×1 be the initial part of (g

(n)
j )1≤j<∞ and let

ỹn = (xij)r×s(n)ṽn.

Set yn = ρ(r)(ỹn), where ρ(r) = diag(ρ, ρ, · · · , ρ︸ ︷︷ ︸
r

). Suppose that there exists

z = (zj)r×1 such that yn → z on S uniformly.
With the condition above, there exist δ > 0, a positive integer K > 0, and a

positive integer N with the following property:
If n ≥ N, M is a positive integer, and if z̃′ ∈ (K3G)r (i.e., there is z̃′′ ∈ Gr

such that K3z̃′′ = z̃′) satisfies ||z −Mz′|| < δ, where z′ = (z′1, z
′
2, · · · , z′r)T with

z′j = ρ(z̃′j) , then there is a ũ = (c̃j)s(n)×1 ∈ Gs(n) such that

(xij)r×s(n)ũ = z̃′.
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Part (b): With the condition above if we further assume that each s(n) can
be written as s(n) =

∑n
k=1 lk, where the lk are positive integers, and for each k,

there is an rk × lk matrix Rk with entries in Z (for some rk ∈ N) such that the
block diagonal matrix

R̄n = diag(R1, R2, ..., Rn)

satisfies

R̄nḡn∈ (G+ \ {0})
∑n
k=1 rk and R̄nã ∈ (Aff(S)++)

∑n
k=1 rk ,(e 20.33)

where ḡn = (g
(n)
1 , g

(n)
2 , ..., g

(n)
s(n))

T
and ã = (a1, a2, ..., as(n))

T (recall the definition

of Aff(S)++ –see 2.2), n = 1, 2, ..., then there exist δ,K,N as described above
but with ũ satisfying the extra condition that

R̄nũ > 0.(e 20.34)

Proof. The part (a) is essentially Lemma 3.4 of [67]. To prove part (b), we will
repeat the argument of [67] and show that if (e 20.33) holds, then ũ = (c̃j)s(n)×1

can be chosen to make (e 20.34) hold.
Without loss of generality, we may suppose that (xij)r×r has rank r. Choose

N0 such that s(N0) ≥ r. Write

R̄N0(a1, a2, ...,as(N0))
T = (b1, b2, ...,bl)

T ∈ (Aff(S)++)l,

where l =
∑N0

i=1 ri. Let ε0 = 1
4 min1≤j≤l infs∈S{bj(s)} > 0. There is a positive

number δ0 < ε0 such that if

‖(a′1, a′2, ...,a′s(N0))
T − (a1, a2, ...,as(N0))

T ‖ < δ0,

then
‖R̄N0

(a′1, a
′
2, ...,a

′
s(N0))

T − (b1, b2, ...,bl)
T ‖ < ε0.

We further assume that δ0 < 1
4 min1≤j≤s(N0) infs∈S{aj(s)}. Consequently, if

(h1, h2, ...,, hs(N0)) ∈ Gs(N0) satisfies

‖(ρ(h1), ρ(h2), ...,, ρ(hs(N0)))
T − (a1, a2, ...,as(N0))

T ‖ < δ0,

then

(h1, h2, ...,hs(N0)) ∈ (G+ \ {0})s(N0), and(e 20.35)

R̄N0(h1, h2, ...,hs(N0)) ∈ (G+ \ {0})l.

Since A := (xij)r×r has rank r, there is an invertible matrix B ∈Mr(Q) with
BA = Ir. There is an integer K > 0 such that all all entries of KB and K(B)−1
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are integers. Choose a positive number δ < δ0 such that if ‖Mz′− z‖ < δ, then
‖B(Mz′)−B(z)‖ < 1

8δ0. (Note δ does not depend on M .)
Let N ≥ N0 be such that if n ≥ N , then

‖yn − z‖ < δ, and ‖a(n)
j − aj‖ <

1

4
δ0, ∀ j ∈ {1, 2, ...,s(N0)},

where we recall that yn = (xij)r×s(n)(a
(n)
1 , a

(n)
2 , ...,a

(n)
s(n))

T → z as n→∞. Hence

‖B(yn)−B(z)‖ < 1

8
δ0.(e 20.36)

Let us show that K, N , and δ as defined above are as desired.
Suppose that n ≥ N ≥ N0. Set An = (xij)r×s(n). Then BAn = Cn, where

Cn = (Ir, D
′
n) for some r × (s(n) − r) matrix D′n. Since all entries of An and

KB are integers, KD′n is also a matrix with integer entries.

Recall that ρ(g
(n)
j ) = a

(n)
j , and so from the first part of (e 20.33), we have

R̄n(a
(n)
1 , a

(n)
2 , ...,a

(n)
s(n))

T ∈ (Aff(S)++)
∑n
k=1 rk .

For each n ≥ N (by the continuity of the linear maps), there is 0 < δ1 < δ/4
such that if (x1, x2, ..., xs(n)) ∈ Aff(S)s(n) satisfies

‖(x1, x2, ...,xs(n))− (a
(n)
1 , a

(n)
2 , ...,a

(n)
s(n))‖ < δ1,

then

‖(0r×r, D′n)(x1, x2, ...,xs(n))
T(e 20.37)

−(0r×r, D
′
n)(a

(n)
1 , a

(n)
2 , ...,a

(n)
s(n))

T ‖ < δ0
4
,

and R̄n(x1, x2, ...,xs(n))
T ∈ (Aff(S)++)

∑n
k=1 rk . In particular, we have

diag(RN0+1, RN0+2, ...,Rn)(xs(N0)+1, xs(N0)+2, ...,xs(n))
T(e 20.38)

∈ (Aff(S)++)
∑n
k=N0+1 rk .

Since D is dense in Aff(S), there is ξ ∈ Gs(n)
+ such that ξ = (d̃j)s(n)×1 and

(e 20.39) ||MK3ρ(d̃j)− a(n)
j || < δ1, for all j = 1, 2, ...., s(n).

Suppose that z̃′ and z̃′′ are as described in the lemma. That is, z̃′′ ∈ Gr,
z̃′ = K3z̃′′, and ‖Mρr(z̃′) − z‖ < δ. Consequently, ‖MBρr(z̃′) − Byn‖ < 1

4δ0
and ‖Mρr(z̃′)− yn‖ < 2δ.
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Let Dn = (0r×r, D
′
n). Then

Cn −Dn = (Ir, 0r×s(n)−r).(e 20.40)

Since both KB and KDn are matrices over Z, we can define

u′ = (KB)z̃′′ − (KDn)ξ ∈ Gr.(e 20.41)

(Warning: Gr is a Z-module rather than a Q-vector space, so only an integer
matrix can act on it. That is, Bz̃′′ does not make sense, but (KB)z̃′′ makes
sense.)

Let ξ′ = (d̃r+1, d̃r+1, ...,d̃s(n))
T ∈ Gs(n)−r consist of the last s(n) − r coordi-

nates of ξ. Then Dnξ = D′nξ
′. Put u′ = (c̃1, c̃2, ..., c̃r)

T ∈ Gr+, and

u =

(
u′

Kξ′

)
= (c̃1, c̃2, ..., c̃r,Kd̃r+1,Kd̃r+2, ...,Kd̃s(n))

T ∈ Gs(n).

Then

AnK
2u = (KB−1)(KB)Anu

= (KB−1(KIr,KD
′
n)u

= (KB−1)(Ku′ + (K2D′n)ξ′)

= (KB−1)(K((KB)z̃′′ − (KDn)ξ) + (K2Dn)ξ)

= (KB−1)(KB)(Kz̃′′)

= K3z̃′′ = z̃′.

Let a′ = (a
(n)
1 , a

(n)
2 , ..., a

(n)
r )T ∈ Aff(S)r. Then we have (using (e 20.41),

(e 20.37), and (e 20.40)),

||MK2ρr(u′)− a′||

= ||MBρr(z̃′)−MK3Dnρ
s(n)(ξ)− a′||

≤ ||Byn −MK3Dnρ
s(n)(ξ)− a′‖+

δ0
4

≤ ||Byn −Dn(a
(n)
1 , a

(n)
2 , ..., a

(n)
s(n))

T − a′||+ δ0
4

+
δ0
4

= ||BAn(a
(n)
1 , a

(n)
2 , ..., a

(n)
s(n))

T −Dn(a
(n)
1 , a

(n)
2 , ..., a

(n)
s(n))

T − a′||+ δ0
2

= ||(Cn −Dn)(a
(n)
1 , a

(n)
2 , ..., a

(n)
s(n))

T − a′||+ δ0
2

= ||0||+ δ0
2
.
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Let ũ = K2u =

(
ũ1

ũ2

)
with

ũ1 = (K2c̃1,K
2c̃2, ...,K

2c̃r,K
3d̃r+1,K

3d̃r+2, ...,K
3d̃s(N0))

T

and ũ2 = (K3d̃s(N0)+1,K
3d̃s(N0)+2, ...,K

3d̃s(n))
T . Then we have

Anũ = z̃′.

Combining (e 20.38) and (e 20.39), we have

diag(RN0+1, RN0+2, ..., Rn)ũ2 ∈ (G+ \ {0})
∑n
k=N0+1 rk .

Furthermore, combining (e 20.39) with the estimate above, we have

‖Mρs(N0)(ũ1)− (a
(n)
1 , a

(n)
2 , ...,a

(n)
s(N0))

T ‖ < δ0
2
.

Hence,

‖Mρs(N0)(ũ1)− (a1, a2, ...,as(N0))
T ‖ < δ0

2
+
δ0
4
< δ0.

By the choice of δ0 (see (e 20.35)), we have MR̄N0 ũ1 ∈ (G+ \ {0})
∑N0
k=1 rk . In

other words, R̄N0
ũ1 ∈ (G+ \ {0})

∑N0
k=1 rk . Hence R̄nũ ∈ (G+ \ {0})

∑n
k=1 rk . This

ends the proof. �

Definition 20.11. A unital stably finite C∗-algebra A is said to have the prop-
erty of K0-density, if ρA(K0(A)) is dense in Aff(S[1](K0(A)), where S[1](K0(A))
is the convex set of states of K0(A) (i.e., the convex set of all positive homomor-
phisms r : K0(A)→ R satisfying r([1]) = 1).

Remark 20.12. By Corollary 7.9 of [47], the linear space spanned by ρ(K0(A))
is always dense in Aff(S[1](K0(A)). Therefore, the unital stably finite C∗-algebra
of the form of A⊗ U for a UHF-algebra U always has the K0-density property.
Moreover, any unital stably finite C∗-algebra A which is tracially approximately
divisible has the K0-density property.

Remark 20.13. Not all C∗-algebras in B1 with the (SP) property satisfy the
K0-density property. The following example illustrates this: Consider

G = {(a, b) ∈ Q⊕Q : 2a− b ∈ Z} and

G+ \ {0} = (Q+ \ {0} ⊕Q+ \ {0}) ∩G,

and 1 = (1, 1) ∈ G+ as unit. Then (G,G+, 1) is a weakly unperforated rationally
Riesz simple ordered group (but not a Riesz group—see [84]). Evidently G has
the property (SP); but the image of G is not dense in Aff(S[1](G) = R ⊕ R, as
(1/2, 1/2) ∈ R⊕ R is not in the closure of the image of G. We leave the details
to the readers.
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Proposition 20.14. Let A ∈ B0 be an amenable C∗-algebra which has the
K0-density property and satisfies the UCT, and let B1 be an inductive limit C∗-
algebra as in Theorem 14.10 such that

(K0(A),K0(A)+, [1A],K1(A)) ∼= (K0(B),K0(B)+, [1B ],K1(B)),

and such that B satisfies the condition of Corollary 14.14 for B there, where
B = B1 ⊗ U for a UHF-algebra U of infinite type. Let α ∈ KL(A,B) be an
element which implements the isomorphism above. Then, there is a sequence of
completely positive linear maps Ln : A→ B such that

lim
n→∞

||Ln(ab)− Ln(a)Ln(b)|| = 0 for all a, b ∈ A and [{Ln}] = α.

(By [{Ln}] = α, we mean for any finite set P ⊂ K(A), there is a positive integer
N such that if n ≥ N , then [Ln]|P = α|P.)

Proof. By Lemma 9.8, A is the closure of an increasing union of RFD C∗-
subalgebras {An}. Fix a finite subset P ⊂ K(A). Let F1 be a finite subset of A
and let δ0 > 0 be such that for any F1-δ0-multiplicative contractive linear map L
from A, the map [L]|P is well defined. We may assume that F1 ⊂ A1 and there
exists P′ ⊂ K(A1) such that [ι](P′) = P, where ι : A1 → A is the embedding.
Let G = G(P) be the subgroup generated by P and let P0

′ ⊂ P′ be such that
P0:= ι∗0(P′0) generates G ∩ K0(A). We may suppose that P0 = {[p1], ..., [pl]},
where p1, ..., pl are projections in a matrix algebra over A1, where we identify
ι(pi) with pi. Let G0 be the group generated by P0. Moreover, we may assume
that F1 and δ0 satisfy the conclusion of Lemma 20.9. Let k0 be an integer such
that G(P) ∩Ki(A,Z/kZ) = {0} for any k ≥ k0, i = 0, 1.

By (the “Moreover” part of) Theorem 18.2, there are two F1-δ0/2 multiplica-
tive contractive completely positive linear maps Φ0,Φ1 from A to B ⊗K (B is
amenable) such that

[Φ0]|P = α|P + [Φ1]|P
and the image of Φ1 is contained in a finite dimensional C∗-subalgebra. More-
over, we may also assume that Φ1 is a homomorphism when it is restricted to
A1, and the image is a finite dimensional C∗-algebra. With Φ1 in the role of
h0, we can proceed with the construction as described at the beginning of this
section. We will keep the same notation.

Consider the map ρ̃ : G(P) ∩ K0(A) → l∞(Z) defined in Corollary 20.8.
The linear span of the subset {ρ̃(p1), ..., ρ̃(pl)} over Q will have finite rank,
say r. So, we may assume that {ρ̃(p1), ..., ρ̃(pr)} is linearly independent and
its Q-linear span is the whole subspace. Therefore, there is an integer M
such that for any g ∈ ρ̃(G0), the element Mg is in the subgroup generated
by {ρ̃(p1), ..., ρ̃(pr)}. Let xij = (ρ̃(pi))j , and zi = ρB(α([pi]) ∈ D, where
D := ρB(K0(B)) ⊂ Aff(S[1](K0(B)). Since A is assumed to have the K0-
density property, so also is B. Therefore the image D is a dense subgroup of
Aff(S[1](K0(B))).
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Let {Sj} be the sequence of C∗-subalgebras in C0 in the construction at the

beginning of this section. Fix k ≥ 1. Let ek+j
i , ek+j

i,± ∈ K0(Sk+j), i = 1, 2, ..., lk+j ,

and the rk+j×2lk+j matrix Rk+j be as described in 20.6. Let s(j) =
∑j
i=1 2lk+i,

j = 1, 2, .... Put

α([ın ◦ hk+j,n(ek+j
i,+ )]) = g

(n)
s(j−1)+2i−1∈ K0(B)+,(e 20.42)

α([ın ◦ hk+j,n(ek+j
i,− )]) = g

(n)
s(j−1)+2i∈ K0(B)+,(e 20.43)

i = 1, 2, ..., lk+j , and a
(n)
j = ρB(g

(n)
j ), j = 1, 2, ..., s(n) =

∑n
j=1 lk+j , n = 1, 2, ....

Note that a
(n)
j ∈ D+\{0}. It follows from Lemma 20.3 that limn→∞ a

(n)
s(j−1)+2i =

as(j−1)+2i = limn→∞ρB(α(g
(n)
s(j−1)+2i))

> 0 and limn→∞ a
(n)
s(j−1)+2i−1 = as(j−1)+2i−1 = limn→∞ρB(α(g

(n)
s(j−1)+2i−1)) > 0

uniformly. Moreover, by Lemma 20.7,
∑n
j=1 xija

(n)
j → zi uniformly. Further-

more, by 20.6 (b), we know that {xij}, gnj , and Rn satisfy the conditions of
Lemma 20.10, with K0(B) in place of G and T (B) in place of S. So Lemma
20.10 applies. Fix K and δ obtained from Lemma 20.10.

Let Ψ := Φ0 ⊕ (

MK3(k0+1)!−1︷ ︸︸ ︷
Φ1 ⊕ · · · ⊕ Φ1). Since Φ1 factors through a finite dimensional

C∗-algebra, it is zero when restricted to K1(A) ∩ G and K1(A,Z/kZ) ∩ G for

2 ≤ k ≤ k0. Moreover, the map (

MK3(k0+1)!︷ ︸︸ ︷
Φ1 ⊕ · · · ⊕ Φ1) vanishes on K0(A,Z/kZ) for

2 ≤ k ≤ k0. Therefore we have

[Ψ]|K1(A)∩G = α|K1(A)∩G, [Ψ]|K1(A,Z/kZ)∩G = α|K1(A,Z/kZ)∩G

and [Ψ]|K0(A,Z/kZ)∩G = α|K0(A,Z/kZ)∩G. We may assume that Ψ(1A) is a projec-
tion in Mm(B) for some integer m.

We may also assume that there exist projections {p′1, ..., p′l} in B ⊗K which
are sufficiently close to {Ψ(p1), ...,Ψ(pl)}, respectively, that [p′i] = [Ψ(pi)]. Note
that B ∈ B0, and hence the strict order on the projections of B is determined by
traces. Thus there is a projection q′i ≤ p′i such that [q′i] = MK3(k0 + 1)![Φ1(pi)].
Set e′i = p′i−q′i, and let P1 = Ψ(P)∪Φ1(P)∪{p′i, q′i, e′i; i = 1, ..., l}. Denote by G1

the group generated by P1. Recall that G0 = G(P)∩K0(A) and ρA(G0) is a free
abelian group, and decompose it as G00⊕G01, where G00 is the infinitesimal part
of G0. Fix this decomposition and denote by {d1, ..., dt} the positive elements
which generate G01.

Note that B belongs to the class of Corollary 14.14, and so Mr(B) does also.
Applying Corollary 14.14 to Mr(B) with any finite subset G, any ε > 0 and any
0 < r0 < δ < 1, one has a G-ε-multiplicative map L : Mm(B) → Mm(B) with
the following properties:

(1) [L]|P1
and [L]|G1

are well defined;
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(2) [L] induces the identity maps on the infinitesimal part of G1∩K0(B), G1 ∩
K1(B), G1 ∩ K0(B,Z/kZ), and G1 ∩ K1(B,Z/kZ) for the k with G1 ∩
Ki(B,Z/kZ) 6= {0}, i = 0, 1;

(3) τ ◦ [L](g) ≤ r0τ(g) for all g ∈ G1 ∩K0(B) and τ ∈ T (B); and
(4) there exist positive elements {fi} ⊂ K0(B)+ such that for i = 1, ..., t,

α(di)− [L](α(di)) = MK3(k0 + 1)!fi.

Using the compactness of T (B) and strict comparison for positive elements of
B, the positive number r0 can be chosen sufficiently small that τ ◦[L]◦[Ψ]([pi]) <
δ/2 for all τ ∈ T (B), and α([pi])− [L ◦Ψ]([pi]) > 0, i = 1, 2, ..., l.

Let [pi] =
∑t
j=1mjdj + si, where mj ∈ Z and si ∈ G00. Note that, by (2)

above, (α− [L] ◦ α)(si) = 0. Then we have

α([pi])− [L ◦Ψ]([pi])(e 20.44)

= α([pi])− ([L ◦ α]([pi]) +MK3(k0 + 1)![L ◦ Φ1]([pi]))

= (α(
∑

mjdj)− [L ◦ α](
∑

mjdj))

−MK3(k0 + 1)![L ◦ Φ1]([pi])

= MK3(k0 + 1)!(
∑

mjfj − [L] ◦ [Φ1]([pi]))

= MK3(k0 + 1)!f ′i ,

where f ′i =
∑
mjfj− [L]◦ [Φ1]([pi]), for i = 1, 2, ..., l. Set β([pi]) = K3(k0 +1)!f ′i ,

i = 1, 2, ..., l.
Let us now construct a map h′ : A → B. It will be constructed by factoring

through the K0-group of some C∗-algebra in the class C0 in the construction
given at the beginning of this section. Let z̃i

′ = β([pi]), and z′i = ρB(z̃i
′) ∈

Aff(S[1](K0(B))). Then we have

||Mz′ − z||∞ = maxi{||ρB(α([pi])− [L ◦Ψ]([pi]))− ρ(α([pi]))||}
= maxi{supτ∈T (B){τ ◦ [L] ◦ [Ψ]([pi])} ≤ δ/2,

where z = (z1, z2, ..., zr) and z′ = (z′1, z
′
2, ..., z

′
r). By Lemma 20.10, for sufficiently

large n, one obtains ũ = (u1, u2, ..., us(n)) ∈ K0(B)
s(n)

such that

(e 20.45)

s(n)∑
j=1

xijuj = z̃′i.

More importantly,

R̄nũ > 0.(e 20.46)
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It follows from 20.6(a) (recall that k is fixed) that, for each 1 ≤ j ≤ n, the map

ek+j
i 7→ (us(j−1)+2i−1 − us(j−1)+2i), 1 ≤ i ≤ lk+j ,

defines a strictly positive homomorphism κ
(k+j)
0 from K0(Sk+j) to K0(B). Since

B ∈ Bu0, by Corollary 18.9, there is a homomorphism h′ : D → Mm(B) for some

large m such that h′∗0|Sk = κ
(k)
0 , where D = Sk+1⊕· · ·⊕Sk+n. By (e 20.45), one

has, keeping the notation of the construction at the beginning of this section, for

[ψkk+j(pi)] =
∑lk+j
l=1 mk+j

i ([ψkk+j(pi)])e
k+j
l ,

κk+j
0 ([ψkk+j(pi)]) =

lk+j∑
l=1

mk+j
i ([ψkk+j(pi)])κ

k+j
0 (ek+j

l )

=

lk+j∑
l=1

mk+j
i ([ψkk+j(pi)])(us(j−1)+2l−1 − us(j−1)+2l)

=

lk+j∑
l=1

xi,j+lus(j−1)+l.

Hence,

h′∗0([ψkk(pi)],[ψ
k
k+1(pi)], [ψ

k
k+2(pi)], ..., [ψ

k
n+k−1(pi)])= (xi,j)s(n)×1ũ = β([pi]),

i = 1, ..., r. Now, define h′′ : A→ D →Mm(B) by

h′′ = h′ ◦ (ψkk⊕ψkk+1 ⊕ ψkk+2⊕ · · · ⊕ ψkk+n−1).

Then h′′ is F-δ-multiplicative.
For any x ∈ ker ρ̃, by Lemma 20.9, x ∈ ker (ρB ◦ α)∩ker[H] and x ∈ ker[h0] =

ker[Φ1]. Therefore, we have [Φ1](x) = 0 and [Ψ](x) = α(x). Note that α(x) also
vanishes under any state of (K0(B),K0

+(B)), and we have [L] ◦ α(x) = α(x).
So, we get

α(x)− [L ◦Ψ](x) = 0.

Thus, (α− [L ◦Ψ])|kerρ̃ = 0. Hence we may view α− [L ◦Ψ] as a homomorphism
from ρ̃(G0). Recall that

(α− [L ◦Ψ])([pi]) = Mβ([pi]), i = 1, 2, ..., r.(e 20.47)

Set h to be the direct sum of M copies of h′′. The map h is F-δ-multiplicative,
and

[h]([pi]) = α([pi])− [L] ◦ [Ψ]([pi]) i = 1, ..., r.

Note that [h] has multiplicity MK3(k0 + 1)! (see (e 20.44)), and D ∈ C0 (the
algebras in C with trivial K1 group). One concludes that h induces the zero map
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on G∩K1(A), G∩K1(A,Z/mZ), and G∩K1(A,Z/mZ) for m ≤ k0. Therefore,
we have

[h]|P = α|P − [L] ◦ [Ψ]|P.

Set L1 = (L ◦Ψ)⊕ h. L1 is F-δ multiplicative and

[L1]|P = [h]|P + [L] ◦ [Ψ]|P = α|P.

We may assume L1(1A) = 1B by conjugating with a unitary in Mm(B). Then
L1 is an F-δ-multiplicative map from A to B, and [L1]|P = α|P.

Since A is separable, K(A) is countable. It follows that one obtains a sequence
of contractive completely positive linear maps from A to B such that

lim
n→∞

||Ln(ab)− Ln(a)Ln(b)|| = 0 for all a, b ∈ A and [{Ln}] = α.

�

Corollary 20.15. Let A be a separable amenable C∗-algebra in the class B0

satisfying the UCT. Then A is KK-attainable with respect to Bu0 (see 18.1).

Proof. Let C be any C∗-algebra in Bu0, and let α ∈ KL(A,C)++. We may
write C = C1 ⊗ U for some C1 ∈ B0 and for some UHF-algebra of infinite type.

For any C∗-algebra D, let us denote by jD : D → D⊗U the map defined by
jD(d) = d⊗ 1U for all d ∈ D.

Let α ∈ KL(A,C1 ⊗ U)++ = HomΛ(K(A),K(C1 ⊗ U))++. Let us point out
an easy fact that there is ᾱ ∈ KL(A⊗ U,C1 ⊗ U)++ such that α = ᾱ ◦ [jA]. To
see this, recall that, since U is a UHF-algebra of infinite type, [jU ] = [idU ]. Thus
[jC ] ◦ α = α (as we identify C with C ⊗ U).

For each k ≥ 1, since Ki(U) is torsion free, by Künneth formula, for i = 0, 1,

Ki(D ⊗ U) = Ki(D)⊗K0(U) and

Ki(D ⊗ U,Z/kZ) = Ki(D,Z/kZ)⊗K0(U),

where D = A, or D = C, k = 2, 3, .... Define, for each k ≥ 1, if y = x⊗ r, where
x ∈ Ki(A,Z/kZ) and r ∈ K0(U), ᾱ(y) = α(x)⊗ r. One checks that

ᾱ ◦ [jA](x) = α(x⊗ 1) = [jC ] ◦ α(x) = α(x) for all x ∈ K(A).

Therefore

α = ᾱ ◦ [jA].(e 20.48)

By Theorem 14.10, there is a C∗-algebra B which is an inductive limit of C∗-
algebras in the class C0 together with homogeneous C∗-algebras in the class H
(see 14.5) such that

(K0(A1),K0(A1)+, [1A1
]0,K1(A1))(e 20.49)

∼= (K0(B1),K0(B1)+, [1B1
]0,K1(B1)),
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where A1 = A ⊗ U, and such that B1 :=B ⊗ U satisfies the condition of Corol-
lary 14.14 for B there. Since A1 satisfies the UCT, there is an invertible
β ∈ KL(A1, B1)++ such that β carries the isomorphism in (e 20.49). Apply-
ing Corollary 18.8, one obtains a sequence of unital completely positive linear
maps {Ψn : B1 → C}∞n=1 such that

lim
n→∞

‖Ψn(ab)−Ψn(a)Ψn(b)‖ = 0 for all a, b ∈ B1 and [{Ψn}] = ᾱ ◦ β−1.

Note that B ⊗ U can be chosen as in Proposition 20.14. Applying Proposition
20.14 to β ∈ KL(A1, B⊗U), one obtains a sequence of unital completely positive
linear maps {Φn} from A1 to B⊗U such that [{Φn}] = β and limn→∞ ‖Φn(ab)−
Φn(a)Φn(b)‖ = 0 for all a, b ∈ A1. Choosing a subsequence {Ψk(n)} and defining
Ln = Ψk(n) ◦ Φn◦jA, one checks that (see (e 20.48))

[{Ln}] = [{Ψk(n)}] ◦ [{Φn}]◦[jA] = ᾱ ◦ β−1 ◦ β ◦ [jA] = ᾱ ◦ [jA] =α ∈ KL(A,B)

and limn→∞ ‖Ln(ab)− Ln(a)Ln(b)‖ = 0 for all a, b ∈ A, as desired. �

Theorem 20.16. Let A ∈ B0 be a amenable C∗-algebra satisfying the UCT,
and let B ∈ Bu0. Then for any α ∈ KL(A,B)++, and any affine continuous map
γ : T (B) → T (A) which is compatible with α, there is a sequence of completely
positive linear maps Ln : A→ B such that

lim
n→∞

||Ln(ab)− Ln(a)Ln(b)|| = 0 for all a, b ∈ A,

[{Ln}] = α, and lim
n→∞

sup
τ∈T (B)

|τ ◦ Ln(f)− γ(τ)(f)| = 0 for all f ∈ A.

Proof. This follows from Corollary 20.15 and Proposition 18.12 directly. �

21. The Isomorphism Theorem

Definition 21.1. Let n and s be integers. Let Y be a connected finite CW
complex with dimension no more than 3 such that K1(C(Y )) is a finite group
(no restriction on K0(C(Y ))), and let P be a projection in Mn(C(Y )) with
rank r ≥ 6. Note that Y could be a point. Let D′ =

⊕s
i=1Ei, where Ei =

Mri(C(T)) and where ri is an integer, i = 1, 2, ..., s. Hence K1(D′) ∼= Zs. Put
C ′ = D′ ⊕ PMn(C(Y ))P. Then K1(C ′) = Tor(K1(C ′))⊕ Zs.

Let C be a finite direct sum of C∗-algebras of the form C ′ above and C∗-
algebras in the class C0 (with trivial K1-group). Write C = D⊕C0 ⊕C1, where
D is a finite direct sum of C∗-algebras of the form Mri(C(T)), C0 is a direct
sum of C∗-algebras in the class C0, and C1 is a finite direct sum of C∗-algebras
of the form PMn(C(Y ))P, where Y is a connected finite CW complex with
dimension no more than 3 such that K1(C(Y )) is a finite abelian group and
P has rank at least 6. Then, one has (recall that P has rank at least 6 on Y )
U(C)/U0(C) = K1(C) = K1(D)⊕ Tor(K1(C)) and

U(C)/CU(C) ∼= U0(C)/CU(C)⊕K1(D)⊕ Tor(K1(C)).(e 21.1)
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Here we identify K1(D)⊕Tor(K1(C)) with a subgroup of U(C)/CU(C). Denote
by π0, π1, π2 the projection maps from U(C)/CU(C) to each direct summand
according to the decomposition above (so π0(U(C)/CU(C)) = U0(C)/CU(C),
π1(U(C)/CU(C)) = K1(D) and π2(U(C)/CU(C)) = Tor(K1(C))). We note
that πi(U(C)/CU(C)) is a subgroup of U(C)/CU(C), i = 0, 1, 2. We may also
write U(C)/CU(C) = U(D)/CU(D) ⊕ U0(C0)/CU(C0) ⊕ U(C1)/CU(C1). De-
note by Π : C → D the projection map. Viewing D as a C∗-subalgebra of C, one
has Π|D = idD. Since π1(U(C)/CU(C)) is a subgroup of U(C)/CU(C), Π‡◦π1 is
a homomorphism from U(C)/CU(C) into U(D)/CU(D) and Π‡|π1(U(C)/CU(C))

is injective (see 2.17 for the definition of Π‡).

In what follows in this section, if A is a unital C∗-algebra and F ⊂ U(A) is a
subset, then F is the image of F in U(A)/CU(A) (see 2.16). We will frequently
refer to the above notation later in this section.

Definition 21.1 plays a role similar to that which Definition 7.1 of [71] plays
in [71]. The only difference is the appearance of C0 ∈ C0. Since K1(C0) = {0},
as one will see in this section, this will not cause a new problem. However,
since C∗-algebras in C0 have a different form, we will repeat many of the same
arguments for the sake of completeness.

As in [71], we have the following lemmas to control the maps from U(C)/CU(C)
in the approximate intertwining argument in the proof of 21.9. The proofs are
repetitions of the corresponding arguments in [71].

Lemma 21.2 (see Lemma 7.2 of [71]). Let C be the C∗-algebra defined in 21.1,
let D, a finite direct sum of circle algebras, be the direct summand of C specified
in 21.1, let U ⊂ U(C) be a finite subset, and denote by F the subgroup generated
by U. Let G be a subgroup of U(C)/CU(C) which contains F , the image of F
in U(C)/CU(C), and also contains π1(U(C)/CU(C)) and
π2(U(C)/CU(C)). Suppose that the composed map γ : F → U(D)/CU(D) →
U(D)/U0(D) is injective—i.e., if x, y ∈ F and x 6= y, then [x] 6= [y] in U(D)/U0(D).
Let B be a unital C∗-algebra and Λ : G → U(B)/CU(B) be a homomorphism
such that Λ(G∩(U0(C)/CU(C))) ⊂ U0(B)/CU(B). Let θ : π2(U(C)/CU(C))→
U(B)/CU(B) be defined by θ(g) = Λ|π2(U(C)/CU(C))(g

−1) for any g ∈ π2(U(C)/CU(C)).
Then there is a homomorphism β : U(D)/CU(D)→ U(B)/CU(B) with

β(U0(D)/CU(D)) ⊂ U0(B)/CU(B)

such that

β ◦Π‡ ◦ π1(w̄) = Λ(w̄)(θ ◦ π2(w̄)) for all w ∈ F,

where Π : C → D is defined in Definition 21.1. If, furthermore, B ∼= B1 ⊗ V
for a unital C∗-algebra B1 ∈ B0 and a UHF-algebra V of infinite type, and
Λ(G) ⊂ U0(B)/CU(B), then β ◦Π‡ ◦ (π1)|F̄ = Λ|F̄ .
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The statement above is summarized in the following commutative diagram:

F̄

π1

��

inclusion
// G

Λ+θ◦π2

��

π1(F̄ )

Π‡

��

U(B)/CU(B)

U(D)/CU(D) .

β

66

Proof. Note that U(D)/U0(D) ∼= K1(D), and this is a free abelian group, as
D is a finite direct sum of C∗-algebras of the form Mn(C(T)). Therefore γ(F )
as a subgroup of a free abelian group is free abelian. The proof is exactly the
same as that of Lemma 7.2 of [71] (since it has nothing to do with the direct
summands of C0, and, K1(C0) = {0} and U(C0)/CU(C0) = U0(C0)/CU(C0)).
However, we will repeat the proof.

Let κ1 : U(D)/CU(D)→ K1(D) ⊂ U(C)/CU(C) be the quotient map and let
η : π1(U(C)/CU(C))→ K1(D) be the map defined by η = κ1◦Π‡|π1(U(C)/CU(C)).

Note that π1(U(C)/CU(C)) is identified with K1(D) and Π‡|π(U(C)/CU(C) is in-
jective(see 21.1). Therefore η is an isomorphism. Since (the composed map) γ is
injective and γ(F ) is free abelian, we conclude that κ1 ◦Π‡ ◦ π1 is also injective
on F . Since U0(C)/CU(C) is divisible (see, for example, Lemma 11.5), there is
a homomorphism λ : K1(D)→ U0(C)/CU(C) such that

λ|κ1◦Π‡◦π1(F ) = π0 ◦ ((κ1 ◦Π‡ ◦ π1)|F )−1,

where ((κ1 ◦ Π‡ ◦ π1)|F )−1 : η ◦ π1(F )→ F is the inverse of the injective map
(κ1 ◦Π‡ ◦ π1)|F . This could be viewed as the following commutative diagram:

K1(D)

λ

&&

(η ◦ π1)(F̄ )
π0◦(η◦π1)−1

//

99

U0(C)/CU(C).

Define

β = Λ((η−1 ◦ κ1)⊕ (λ ◦ κ1)),

a homomorphism from U(D)/CU(D) to U(B)/CU(B). Then, for any w ∈ F ,

β(Π‡◦π1(w)) = Λ(η−1(κ1◦Π‡(π1(w)))⊕λ◦κ1(Π‡(π1(w)))) = Λ(π1(w)⊕π0(w)).
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Recall that θ : π2(U(C)/CU(C))→ U(B)/CU(B) is defined by

θ(x) = Λ(x−1) for all x ∈ π2(U(C)/CU(C)).

Then

β(Π‡(π1(w))) = Λ(w)θ(π2(w)) for all w ∈ F.(e 21.2)

For the second part of the statement, one assumes that Λ(G) ⊂ U0(B)/CU(B).
Then Λ(π2(U(C)/CU(C))) is a torsion subgroup of U0(B)/CU(B). But
U0(B)/CU(B) is torsion free, as B = B1 ⊗ V, by Lemma 11.5, and hence θ = 0.
Thus, in the first diagram, with five groups, above, (Λ + θ ◦π2)|F = Λ|F , or with
multiplicative notation, θ(π2(w)) = 1̄. The second part of the lemma follows
from (e 21.2).

�

Lemma 21.3 (see Lemma 7.3 of [71]). Let B ∈ B1 be a separable simple C∗-
algebra, and let C be as defined in 21.1. Let U ⊂ U(B) be a finite subset, and
suppose that, with F the subgroup generated by U, κB1 (F̄ ) is free abelian, where
κB1 : U(B)/CU(B) → K1(B) is the quotient map. Suppose that α : K1(C) →
K1(B) is an injective homomorphism and L : F̄ → U(C)/CU(C) is an injective
homomorphism with L(F̄ ∩U0(B)/CU(B)) ⊂ U0(C)/CU(C) such that π1 ◦ L is
injective and

α ◦ κC1 ◦ L(g) = κB1 (g) for all g ∈ F̄ ,

where κC1 : U(C)/CU(C) → K1(C) is the quotient map. Then there exists
a homomorphism β : U(C)/CU(C) → U(B)/CU(B) with β(U0(C)/CU(C)) ⊂
U0(B)/CU(B) such that

β ◦ L(f) = f for all f ∈ F̄ .

Part of the statement can be summarized by the following commutative dia-
gram:

F̄

L

%%inclusionyy

U(B)/CU(B)

κB1
��

U(C)/CU(C)
β

oo

κC1
��

K1(B) K1(C).
α

oo
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Proof. We will repeat the proof of Lemma 7.3 of [71].
Let G be the preimage of the subgroup α◦κC1 (U(C)/CU(C)) of U(B)/CU(B)

under κB1 . So we have the short exact sequence

0→ U0(B)/CU(B)→ G→ α ◦ κC1 (U(C)/CU(C))→ 0.

Since U0(B)/CU(B) is divisible (see 11.5), there is an injective homomorphism

λ : α ◦ κC1 (U(C)/CU(C))→ G

such that κB1 ◦λ(g) = g for any g ∈ α◦κC1 (U(C)/CU(C)). Since α◦κC1 ◦L(f) =
κB1 (f) for any f ∈ F , we have F ⊂ G. Moreover, note that

(λ ◦ α ◦ κC1 ◦ L(f))−1f ∈ U0(B)/CU(B) for all f ∈ F .

Define ψ : L(F )→ U0(B)/CU(B) by

ψ(x) = λ ◦ α ◦ κC1 (x−1)L−1(x)

for x ∈ L(F ). Since U0(B)/CU(B) is divisible, there is a homomorphism ψ̃ :
U(C)/CU(C)→ U0(B)/CU(B) such that ψ̃|L(F ) = ψ. Now define

β(x) = λ ◦ α ◦ κC1 (x)ψ̃(x) for all x ∈ U(C)/CU(C).

Then β(L(f)) = f for f ∈ F . �

Lemma 21.4. Let A be a unital separable C∗-algebra such that the subgroup
generated by {ρA([p]) : p ∈ A aprojection} is dense in its real linear span.
Then, for any finite dimensional C∗-subalgebra B ⊂ A (with 1B = 1A), U(B) ⊂
CU(A).

Proof. Let u ∈ U(B). Since B is finite dimensional, u = exp(i2πh) for some
h ∈ Bs.a.. We may write h =

∑n
i=1 λipi, where λi ∈ (0, 1] and {p1, p2, ..., pn} is

a set of mutually orthogonal projections. Let h(t) =
∑n
j=1 tλipi and u(t) =

exp(ih(t)) (t ∈ [0, 1]). Then ĥ is in the real linear span of {ρA([p]) : p ∈
A a projection}, where ĥ(τ) = τ(h(t)) for all τ ∈ T (A) and t ∈ [0, 1]. By the

assumption, this implies that ∆1(u(t)) = ĥ ∈ ρ1
A(K0(A)) (notation as in 2.8 and

2.10 of [46]). Then, applying Proposition 3.6 (2) of [46] with k = 1, one has
u ∈ CU(A). �

Lemma 21.5 (see Lemma 7.4 of [71]). Let B ∼= A⊗V , where A ∈ B0 and V is an
infinite dimensional UHF-algebra. Let C = D⊕C0⊕C1 be as defined in 21.1. Let
F be a group generated by a finite subset U ⊂ U(C) such that (π1)|F is injective,
where F is the image of F in U(C)/CU(C). Suppose that α : U(C)/CU(C) →
U(B)/CU(B) is a homomorphism such that α(U0(C)/CU(C)) ⊂ U0(B)/CU(B).
Then, for any ε > 0, there are σ > 0, δ > 0, and a finite subset G ⊂ C satisfying
the following condition: if ϕ = ϕ0 ⊕ ϕ1 : C → B (by such a decomposition,
we mean there is a projection e0 such that ϕ0 : C → e0Be0 and ϕ1 : C →
(1B−e0)B(1B−e0)) are unital G-δ-multiplicative completely positive linear maps
such that
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(1) ϕ0 sends the identity of each direct summand of C to a projection and is
non-zero on each (non-zero) direct summand of D,

(2) G is sufficiently large and δ is sufficiently small, depending only on F and

C, that ϕ‡, ϕ‡0, and ϕ‡1 (associated with a finite subset containing U and
ε/4—see 2.17) are well defined on a subgroup of U(C)/CU(C) containing
all of F̄ , π0(F̄ ), π1(U(C)/CU(C)), and π2(U(C)/CU(C)),

(3) [ϕ]|K1(C) = α∗ where α∗ : K1(C) → K1(B) is the map induced by α, and
[ϕ0] = [ϕ00] in KK(C,B) (note that Ki(C) is finitely generated—see the
end of 2.12), where ϕ00 is a homomorphism from C to B which has a finite
dimensional image, and

(4) τ(ϕ0(1C)) < σ for all τ ∈ T (B) (assume e0 = ϕ0(1C)),

then there is a homomorphism Φ : C → e0Be0 such that
(i) [Φ] = [ϕ00] in KK(C,B) and
(ii) α(w̄)−1(Φ ⊕ ϕ1)‡(w̄) = ḡw where gw ∈ U0(B) and cel(gw) < ε for any

w ∈ U (see 2.17).

Proof. The argument is almost exactly the same as that of Lemma 7.4 of
[71] (see also [33] and [89]). Since the source algebra and target algebra in this
lemma are different from the ones in 7.4 of [71], we will repeat most of the
argument here. We would like to point out that, since K1(D) is free abelian, so
also is π1(F ). Also γ(F ) is free abelian, as U(D)/U0(D) is free abelian, where
γ : F → U(D)/CU(D) → U(D)/U0(D) is the composed map. Since π1 is
injective on F , F ∩ (U(C0)/CU(C0)) = {1̄}. We will retain the notation of 21.1.

We rewrite D =
⊕s

i=1Ei, where Ei = Mri(C(T)). Since Ei are semipro-
jective, we may assume ϕ0|D and ϕ1|D are homomorphisms, choosing G suffi-
ciently large and δ sufficiently small. Denote by Πi : D → Ei the quotient map.
Let z′i ∈ Mri(C(T)) be given by z′i(z) = diag(z, 1, · · · , 1) for any z ∈ T, and
zi ∈ D be defined by zi = (1r1 , · · · , 1ri−1

, z′i, 1ri+1
, · · · , 1rs). Let S1 be the sub-

group of π1(U(C)/CU(C)) ∼= K1(D) (recall that we may view π1(U(C)/CU(C))
as a subgroup of U(C)/CU(C); see (e 21.1)) generated by {z′1, z′2, ..., z′s}. Then
S1 = π1(U(C)/CU(C)) and π1(F ) ⊂ S1. Thus one obtains a finitely generated
subgroup F1 of U(C) such that F ⊂ F1 and F1 ⊃ S1. Moreover, π1|F1

is injective

and π1(F1) = S1 ⊃ π1(F ). There is a finite subset U1 ⊂ U(C) which generates
the subgroup F1.

Therefore, to simplify matters, from now on, we may assume that U = U1.
and F = F1. In particular, κC1 (F1) = K1(D), where κC1 : U(C)/CU(C)→ K1(C)
is the quotient map. Let G = F1 ⊕ π2(U(C)/CU(C)) = F1 ⊕ Tor(K1(C)). G is
a finitely generated subgroup of U(C)/CU(C) which contains F and

π1(U(C)/CU(C))⊕ π2(U(C)/CU(C)).

Let w ∈ U(C). We write w = (w1, w2, w3), where w1 ∈ D and w2 ∈ C0 and
w3 ∈ C1 and π1(w̄) = π1(w̄1) = (z1

k(1,w), z2
k(2,w), ..., zs

k(s,w)), where k(i, w)
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is an integer, 1 ≤ i ≤ s. Then Π‡i (π1(w1)) = zi
k(i,w) and Π‡i (w1) = z

k(i,w)
i gi,w,

where gi,w ∈ U0(Ei), i = 1, 2, ..., s. Note that one can choose a function g ∈ C(T)
of the form g(e2πit) = e2πif(t) such that det(gi,w(z)) = det(g(z) · 1Ei). That is,
gi,w = g · 1Ei in U0(Ei)/CU(Ei). Therefore, we can write

Π‡i (w1) = z
k(i,w)
i gi,w · 1Ei .(e 21.3)

Later, in this proof, we will view gi,w as a complex-valued continuous function
on T.

Let l = max{cel(gi,w) : 1 ≤ i ≤ s, w ∈ U}. Choose an integer n0 ≥ 1 such that
(2 + l)/n0 < ε/4π. Choose 0 < σ < 1/(n0 + 1).

Since Ki(C) is finitely generated (i = 0, 1), we may assume, with sufficiently
small δ and large G, that [ψ] gives an element of KK(C,B) (see 2.12) and
homomorphisms ψ‡ can be defined on G (defined above) for any contractive
completely positive linear map ψ : C → A′ (for any unital C∗-algebra A′) which
maps G ∩ (U0(C)/CU(C)) into U0(A′)/CU(A′), and dist(ψ‡(u), 〈ψ(u)〉) < ε/16
for all u ∈ U (see 2.17). Fix such δ and G. Let ϕ, ϕ0, and ϕ1 be as given. Define

ϕ‡0 and ϕ‡1 as in 2.17. Let ϕ‡ be chosen to be ϕ‡0 + ϕ‡1. We note that ϕ‡, ϕ‡0, and

ϕ‡1 are defined on G and map G ∩ (U0(C)/CU(C)) into U0(B)/CU(B). Define

L′ : G→ U(B)/CU(B) by L′(g) = ϕ‡1(g−1) for all g ∈ G. Applying Lemma 21.2
twice (once for the case that α plays the role of L and then again for the case that
L′ plays the role of L), one obtains homomorphisms β1, β2 : U(D)/CU(D) →
U(B)/CU(B) with βi(U0(D)/CU(D)) ⊂ U0(B)/CU(B) (i = 1, 2) such that

β1 ◦Π‡(π1(w̄)) = α(w̄)θ1(π2(w̄)) and β2 ◦Π‡(π1(w̄)) = ϕ‡1(w̄∗)θ2(π2(w̄))

(e 21.4)

for all w̄ ∈ F̄ , where θ1, θ2 : π2(U(C)/CU(C)) → U(B)/CU(B) are defined by
θ1(g) = α(g−1) and θ2(g) = ϕ1

‡(g) = L′(g−1) for all g ∈ π2(U(C)/CU(C)).
Denote by κ1 : U(B)/CU(B) → K1(B) the quotient map. Then, by (3) (as
[ϕ00]|K1(C) = 0) for any g ∈ π2(F ),

(κ1 ◦ θ1)(g) = κ1(α(g−1)) = (κ1 ◦ ϕ‡(g))−1 = (κ1 ◦ θ2(g))−1.(e 21.5)

Thus, by (e 21.5),

θ1(g)θ2(g) ∈ kerκ1 = U0(B)/CU(B) for all g ∈ π2(F̄ ).(e 21.6)

Since π2(U(C)/CU(C)) is torsion and U0(B)/CU(B) is torsion free (see Lemma
11.5), we have

θ1(g)θ2(g) = 1̄ for all g ∈ π2(F̄ ).(e 21.7)

Let e0 = ϕ0(1C). Write e0 = ed0 ⊕ e0
0 ⊕ e1

0, where ed0 = ϕ0(1D), e0
0 = ϕ0(1C0),

and e1
0 = ϕ0(1C1). Let ei,1 be a rank one projection in Ei= Mri(C(T)), i =
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1, 2, ..., s. Let {qi,j,1 : 1 ≤ j ≤ ri} be a set of mutually orthogonal and mutually
equivalent projections in B such that [qi,j,1] = [ϕ0(ej,1)] = [ϕ00(ej,1)], 1 ≤ i ≤ s,
1 ≤ j ≤ ri, and such that

∑ri
j=1 qi,j,1 = ϕ0(1Ei). Let qi,1,1,x, qi,1,1,y be two non-

zero mutually orthogonal projections in B such that qi,1,1,x + qi,1,1,y = qi,1,1.

Choose x′i ∈ U(qi,1,1,xBqi,1,1,x) and y′i ∈ U(qi,1,1,yBqi,1,1,y) such that x′i =

β1(zi) and y′i = β2(zi) and yi
′ = β2(zi), i = 1, 2, ..., s. This is possible because

of Theorem 11.10. Here we use the simplified notation u to denote u⊕ (1− p)
for any unitary u in the cut-down algebra pBp of B. Put xi = x′i ⊕ qi,1,1,y and
yi = y′i ⊕ qi,1,1,x, i = 1, 2, ..., s. Note that xiyi = yixi.

Let ϕ̃i : C(T)→ qi,1,1Bqi,1,1 be defined by ϕ̃i(f) = f(xiyi) for any f ∈ C(T)
(defined as the continuous function f acting on the unitary element xiyi by
functional calculus). Identifying ϕ0(1Ei)Bϕ0(1Ei) with Mri(qi,1,1Bqi,1,1), we
can define Φ1 : D =

⊕s
i=1Ei =

⊕s
i=1Mri(C(T)) →

⊕s
i=1Mri(qi,1,1Bqi,1,1) by

Φ1 =
⊕s

i=1 ϕ̃
i ⊗ idri . It is clear that for any f ∈ (C(T),

(Φ1)‡(f · 1Ei) = f(xiyi)ϕ0(1Ei).

Then (Φ1)∗0 = ((ϕ00)∗0)|K0(D). Define h : C → B by h(c) = Φ1(Π(c))⊕ϕ1(c)
for all c ∈ C (recall that Π : C → D is the quotient map). Note that [h]|K1(C) =

[Φ1 ◦Π]|K1(C) +[ϕ1]|K1(C). Define h‡ = (Φ1 ◦Π)‡+ϕ‡1. Recall that any w ∈ U(C)

can be written as w = (w1, w2, w3) ∈ D⊕C0⊕C1 such that Π‡i (w1) is as described
in (e 21.3). Then

(Φ1)‡(w1) =
s∏
i=1

x
k(i,w)
i

(
gi,w · 1Ei

)
(xiyi)y

k(i,w)
i .

We compute (viewing gi,w as a continuous function on T), for all w ∈ U (also
using (e 21.4) and (e 21.7)),

h‡(w) = (

s∏
i=1

x
k(i,w)
i

(
gi,w · 1Ei

)
y
k(i,w)
i )ϕ‡1(w)(e 21.8)

= β1((Π)‡(π1(w)))Φ‡1(
s⊕
i=1

gi,w·1Ei)β2((Π)‡(π1(w)))ϕ‡1(w)

= α(w)θ1(π2(w))θ2(π2(w))Φ‡1(
s⊕
i=1

gi,w·1Ei)

= α(w)Φ‡1(
s⊕
i=1

gi,w·1Ei).

Put g′w = Φ1(
⊕s

i=1 gi,w·1Ei) ⊕ (1B − ϕ0(1C)). Recalling B = A ⊗ V, choose
mutually orthogonal and mutually equivalent projections {p1, p2, ..., pn0

} in 1A⊗
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V ⊂ B such that τ(pi) ≥ 1/(n0 + 1) > σ and
∑n0

i=1 τ(pi) < 1 − σ for all
τ ∈ T (A). Since τ(ϕ0(1C)) < σ for all τ ∈ T (B), and B has strict comparison (see
9.11), (1−ϕ0(1C))B(1−ϕ0(C)) contains n0 mutually orthogonal and mutually
equivalent projections which are equivalent to ϕ0(1C). By Lemma 6.4 of [71],
there exists gw,− ∈ CU(B) such that cel(g′wgw,−) < (l/n0)π < ε/2.

Since [ϕ0] = [ϕ00] in KK(C,B), by (3), [ϕ1]|K1(C) = α∗. It follows from
(e 21.8) that h∗1 = α∗. Therefore (Φ1)∗1 = 0. Thus [Φ1] = [ϕ00|D] in KK(D,B).
Define Φ2 : C0⊕C1 → (e0

0⊕ e1
0)B(e0

0⊕ e1
0) by Φ2 = (ϕ00)|C0⊕C1

. Define Φ : C →
e0Be0 by Φ((f, g)) = Φ1(f)⊕Φ2(g) for f ∈ D and g ∈ C0 ⊕C1. Thus (i) holds.

For w ∈ U, put w′′ = Φ2(Πc(w))⊕ (1B − ed0), where Πc : C → C0 ⊕ C1 is the
quotient map. Note, since B = A⊗ V, by 2.25, the subgroup generated {ρB(p) :
p ∈ B} is dense in the real linear span of {ρB(p) : p ∈ B}. By 21.4, w′′ ∈ CU(B),
as Φ2 has finite dimensional range. Thus, for w ∈ U, let gw = g′wgw−, Then,
cel(gw) < ε. Moreover, by (e 21.8),

α(w)−1(Φ⊕ ϕ1)‡(w̄) = α(w)−1h(w)w′′ = g′w = g′wgw− = gw.(e 21.9)

Thus (ii) holds. �

Lemma 21.6 (see Lemma 7.5 of [71]). Let B ∼= A ⊗ V , where A ∈ B1 and
V is an infinite dimensional UHF-algebra. Let U ⊂ U(B) be a finite subset
such that κB1 (F̄ ) is free abelian, where F is the subgroup generated by U, and
κB1 : U(B)/CU(B) → K1(B) is the quotient map. Let C = D ⊕ C0 ⊕ C1 be as
defined in 21.1 and let γ : U(C)/CU(C)→ U(B)/CU(B) be a continuous homo-
morphism such that γ∗ := γ|K1(C) is injective (viewing K1(C) ⊂ U(C)/CU(C),

see (e 21.1)). Suppose that j, L : F → U(C)/CU(C) are two injective ho-
momorphisms with j(F ∩ U0(B)), L(F ∩ U0(B)) ⊂ U0(C)/CU(C) such that
κB1 ◦ γ ◦ L = κB1 ◦ γ ◦ j = κB1 |F̄ .

Then, for any ε > 0, there exists δ > 0 satisfying the following condition:
Suppose that there is a homomorphism ϕ : C → B such that ϕ‡ = γ, ϕ∗1 =
γ|K1(C), and ϕ = ϕ0 ⊕ ϕ1 : C → B, where ϕ0 and ϕ1 are homomorphisms such
that

(1) τ(ϕ0(1C)) < δ for all τ ∈ T (B) and
(2) [ϕ0]= [ϕ00], where ϕ00 : C → B is a homomorphism with finite dimensional

image and ϕ00 is not zero on each summand of D,

then there is a homomorphism ψ : C → e0Be0 (e0 = ϕ0(1C)) such that

(3) [ψ] = [ϕ0] in KL(C,B) and
(4) (ϕ‡ ◦ j(w̄))−1(ψ ⊕ ϕ1)‡(L(w̄)) = gw where gw ∈ U0(B) and cel(gw) < ε for

any w ∈ U.

Proof. First, if z ∈ F and π1(L(z)) = 1̄, then L(z) = π0(L(z)) ⊕ π2(L(z)).
Therefore, κB1 ◦ ϕ‡(L(z)) = κB1 ◦ ϕ‡(π2(L(z)) is a torsion element as
π2(U(C1)/CU(C1)) is torsion. Since κB1 (F ) is free abelian and κB1 ◦γ◦L = κB1 |F̄ ,
we have κB1 ◦ϕ‡(L(z)) = 1̄. Since κB1 ◦ϕ‡ ◦L is injective, L(z) = 1̄. This implies
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that π1|(L(F )) is injective. Note also π1(L(F )) is free . Exactly the same reason

implies that π1|j(F ) is injective and π1(j(F )) is free abelian.

Now we repeat the proof of Lemma 7.5 of [71]. Let κC1 : U(C)/CU(C) →
K1(C) be the quotient map and G = (κB1 )−1(γ∗ ◦ κC1 (U(C)/CU(C))). Consider
the short exact sequence

0→ U0(B)/CU(B)→ G
κB1
−→ γ∗ ◦ κC1 (U(C)/CU(C))→ 0.

Since U0(B)/CU(B) is divisible, there exists an injective homomorphism
λ : γ∗ ◦ κC1 (U(C)/CU(C)) → G such that κB1 ◦ λ(g) = g for all g ∈ γ∗ ◦
κC1 (U(C)/CU(C)). Since κB1 ◦γ ◦L(f) = κB1 (f) = κB1 ◦γ ◦ j(f) ⊂ ϕ∗1(K1(C)) =
ϕ∗1(κC1 (C(U(C)/CU(C))) for all f ∈ F , one obtains F ⊂ G. Note that γ∗◦κC1 =
κB1 ◦ γ. Thus, for any f ∈ F ,

κB1 ((λ ◦ γ∗ ◦ κC1 ◦ L(f))−1(γ ◦ j(f)))

= (γ∗ ◦ κC1 ◦ L(f))−1κB1 (γ ◦ j(f))

= (κB1 ◦ γ ◦ L(f))−1(κB1 ◦ γ ◦ j(f)) = [1B ].

It follows that

(λ ◦ γ∗ ◦ κC1 ◦ L(f))−1(ϕ‡ ◦ j(f)) ∈ U0(B)/CU(B) for all f ∈ F .

Define ζ : L(F )→ U0(B)/CU(B) by

ζ(x) =
(
(λ ◦ γ∗ ◦ κC1 (x)

)−1
(γ ◦ j ◦ L−1(x)) for all x ∈ L(F ).

Since U0(B)/CU(B) is divisible, there exists ζ̃ : U(C)/UC(C)→ U0(B)/CU(B)
such that ζ̃|L(F ) = ζ. Define α : U(C)/CU(C) → U(B)/CU(B) by α(x) =

(λ◦γ∗◦κC1 (x))ζ̃(x) for all x ∈ U(C)/CU(C). Note that, for all x ∈ U(C)/CU(C),

α(κC1 (x)) = (λ ◦ γ∗ ◦ κC1 (x))ζ̃(κC1 (x)) = λ ◦ γ∗ ◦ κC1 (x) = γ∗ ◦ κC1 (x).

In other words, α∗ := α|K1(C) = γ∗. Note also that

α(L(f)) = γ ◦ j(f) for all f ∈ F .

Let U′ ⊂ U(C) be a finite subset such that the subgroup F ′ ⊂ U(C) generated
by U′ satisfies F ′ = L(F ). Let ε > 0. Choose δ = σ as in 21.5 associated U′ (in
place of U), F ′ (in place of F ), α as mentioned above, and L(F ) (in place of
F ). Suppose that ϕ = ϕ0 ⊕ ϕ1 as described. Applying 21.5, one obtains a
homomorphism ψ : C → e0Be0 such that [ψ] = [ϕ00] in KK(C,B) and

(α(z))−1(ψ ⊕ ϕ)(z) = fz and cel(fz) < ε,

where fz ∈ U(B), for all z ∈ L(F ). Then, for any w ∈ U, let gw = fL(w), so that

(ϕ‡ ◦ j(w))−1(ψ ⊕ ϕ)(w) = α(L(w)−1(ψ ⊕ ϕ)(L(w) = gw and cel(gw) < ε.

This shows that ψ has the desired properties. �
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Remark 21.7. The roles that Lemma 21.5 and Lemma 21.6 play in the proof
of the isomorphism theorem, Theorem 21.9 below, are the same as those played
by Lemma 7.4 and 7.5 of [71] in the proof of Theorem 10.4 of [71].

The following statement is well known. For the reader’s convenience, we
include a proof.

Lemma 21.8. Let (An, ϕn,n+1) be a unital inductive sequence of separable C∗-
algebras, and consider the inductive limit A = lim−→An. Assume that A is amenable.
Let F ⊂ A be a finite subset, and let ε > 0. Then there is an integer m ≥ 1 and
a unital completely positive linear map Ψ : A→ Am such that

‖ϕm,∞ ◦Ψ(f)− f‖ < ε for all f ∈ F.

Proof. Regard A as the C∗-subalgebra of
∏
An/

⊕
An consisting of the

equivalence classes of the sequences (x1, x2, ..., xn, ...) such that that there is
N with xn+1 = ϕn(xn), n = N,N + 1, ... . Since A is amenable, by the
Choi-Effros lifting theorem, there is a unital completely positive linear map
Φ : A →

∏
An such that π ◦ Φ = idA, where π :

∏
An →

∏
An/

⊕
An is

the quotient map. In particular, this implies that

(e 21.10) lim
k→∞

‖πk ◦ Φ(a)− ak‖ = 0,

if a = π((a1, a2, ..., ak, ...)) ∈ A.
Write F = {f1, f2, ..., fl}, and for each fi, fix a representative

fi = π((fi,1, fi,2, ..., fi,k, ...)).

In particular

(e 21.11) lim
k→∞

ϕk,∞(fi,k) = fi.

Then, for each fi, one has

lim sup
k→∞

‖ϕk,∞ ◦ πk ◦ Φ(fi)− fi‖

= lim sup
k→∞

‖ϕk,∞ ◦ πk ◦ Φ(fi)− ϕk,∞(fi,k)‖ (by (e 21.11))

≤ lim sup
k→∞

‖πk ◦ Φ(fi)− fi,k‖ = 0 (by (e 21.10)).

There then exists m ∈ N such that

‖ϕm,∞ ◦ πm ◦ Φ(fi)− fi‖ < ε, 1 ≤ i ≤ l.

This shows that the unital completely positive linear map Ψ := πm ◦ Φ satisfies
the condition of the lemma. �
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Theorem 21.9. Let A1 ∈ B0 be a unital separable simple amenable C∗-algebra
satisfying the UCT, and let A = A1 ⊗ V for some UHF-algebra U of infinite
type. Let C be a C∗-algebra constructed as in Theorem 14.10 (denoted by A
there) such that Ell(C) ∼= Ell(A). Then there is an isomorphism ϕ : C → A
which carries the identification of Ell(C) ∼= Ell(A).

Proof. Let C = lim
−→

(Cn, ιn,n+1) be as constructed in 14.10 (as

A = lim
−→

(An, ψn,n+1)

with ιn,n+1 in place of ψn,n+1 there), where ιn,n+1 is injective, unital, and has

the decomposition ιn,n+1 = ι
(0)
n,n+1 ⊕ ι

(1)
n,n+1. Put ιn = ιn,∞, n = 1, 2, .... By

14.13, we may assume that C ∈ Bu0. Note also A ∈ Bu0. The proof will use the
fact that both A and C have stable rank 1 (see Theorem 9.7) without further
notice. We will also use κB1 : U(B)/CU(B) → K1(B) for the quotient map for
any unital C∗-algebra B with the property U(B)/U0(B) = K1(B). We will fix
splitting maps: JCc : K1(C) → U(C)/CU(C) and JAc : K1(A) → U(A)/CU(A)
such that κC1 ◦ JCc = idK1(C) and κA1 ◦ JAc = idK1(A) (see 2.16).

Let γ : T (A) → T (C) be as given by the isomorphism Ell(C) ∼= Ell(A), and
choose α ∈ KL(C,A) with α−1 ∈ KL(A,C) lifting the Ki-group isomorphisms
from the isomorphism Ell(C) ∼= Ell(A) (see 2.4).

Let G1 ⊂ G2 ⊂ · · · ⊂ C and F1 ⊂ F2 ⊂ · · · ⊂ A be increasing sequences of
finite subsets with dense union. Let 1/2 >ε1 > ε2 > · · · > 0 be a decreasing
sequence of positive numbers with finite sum. Let Pc,n ⊂ K(C) be finite subsets
such that Pc,n ⊂ Pc,n+1 (n ≥ 1) and

⋃∞
n=1 Pc,n = K(C), let Qc,n ⊂ K(A)

be finite subsets such that Qc,n ⊂ Qc,n+1 (n ≥ 1) and
⋃∞
n=1 Qc,n = K(A),

and let H(c, n) ⊂ Cs.a. and H(a, n) ⊂ As.a. be finite subsets such that H(c, n) ⊂
H(c, n+1) (n ≥ 1) and

⋃∞
n=1 H(c, n) is dense in Cs.a., and H(a, n) ⊂ H(a, n+1)

(n ≥ 1) and
⋃∞
n=1 H(a, n) is dense in As.a.. We may assume that Pc,n is in the

image of K(Cm(n)) under ιm(n)∗ for some m(n) ≥ 1.

We will repeatedly apply the part (a) of Theorem 12.11. Let δ
(1)
c > 0 (in place

of δ), G
(1)
c ⊂ C (G

(1)
c in place of G and C in place of A), σ

(1)
c,1 , σ

(1)
c,2 > 0 (in place

of σ1 and σ2), P
(1)
c ⊂ K(C) (in place of P), U

(1)
c ⊂ U(C)/CU(C)) (in place of

U), and H
(1)
c ⊂ Cs.a (in place of H) be as provided by the part(a) of 12.11 for C

(in place of A), ε1 (in place of ε), and G1 (in place of F). Here, U
(1)
c is a finite

subset of U(C). As in Remark 12.12, we may assume that U
(1)
c ⊂ JCc (K1(C)).

We may also assume that the image of U
(1)
c in K1(C) is contained in P

(1)
c . As

in Remark 12.12, we may also assume that U
(1)
c is in the image of U(Cn) for all

n ≥ n0 for some large n0 ≥ m(1) under the map ιn. We may further assume

that Pc,1 ⊂ P
(1)
c and H(c, 1) ⊂ H

(1)
c .

Denote by F
(1)
c ⊂ U(C) the subgroup generated by U

(1)
c . We may write

Fc
(1)

= (F
(1)
c )0 ⊕ Tor(F

(1)
c ) where (F

(1)
c )0 is torsion free, as F

(1)
c is finitely
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generated. Note Fc
(1)
, (F

(1)
c )0, and Tor(F

(1)
c ) are in Jc(K1(C)). Choosing a

smaller σ
(1)
c,2 , we may assume that

U(1)
c = U

(1)
c,0 t U

(1)
c,1,

where U
(1)
c,0 generates (F

(1)
c )0 and U

(1)
c,1 generates Tor(F

(1)
c ) –namely, we can

choose U
(1)
c,0 and U

(1)
c,1 so that U

(1)
c ⊂ U

(1)
c,0 · U

(1)
c,1; then, choosing smaller σ

(1)
c,2 , one

can replace U
(1)
c by U

(1)
c,0tU

(1)
c,1. Note that for each u ∈ U

(1)
c,1, one has uk ∈ CU(C),

where k is the order of u.
Let a finite subset G

(1)
uc ⊂ C and δ

(1)
uc > 0 satisfy the following condition: for

any G
(1)
uc -δ

(1)
c,u-multiplicative unital completely positive linear map L′ : C → A′

(for any unital C∗-algebra A′ withK1(A′) = U(A′)/U0(A′)), (L′)‡ can be defined

as a homomorphism on F
(1)
c , dist((L′)‡(u), 〈L′(u)〉) < σ

(1)
c,2/8 for all u ∈ U

(1)
c ,

and κA
′

1 ◦ (L′)‡(u) = [L′] ◦ κC1 ([u]) for all u ∈ U
(1)
c (see 2.17). Since F

(1)
c ⊂

Jc(K1(C)), and Jc(K1(C))∩U0(C)/CU(C) only contains the unit 1C , and since

(L′)‡ is a homomorphism on F
(1)
c , we have (L′)‡(F

(1)
c ∩U0(C)/CU(C)) = 1A′ ∈

U0(A′)/CU(A′). Moreover, for any u ∈ U
(1)
c,1 with u of order k, as uk ∈ CU(C),

we may assume (see 2.17) that

dist(〈L′(uk)〉, CU(A′)) < σ
(1)
c,2/8.(e 21.12)

Put G
(1)+
c = G

(1)
c ∪ G

(1)
uc and δ

(1)+
c = 1

2 min{δ(1)
c , δ

(1)
uc }.

Recall that both A and C are in Bu0. By Theorem 20.16, there is a G
(1)+
c -δ

(1)+
c

-multiplicative contractive completely positive linear map L1 : C → A such that

[L1]|
P

(1)
c

= α|
P

(1)
c

and(e 21.13)

|τ ◦ L1(f)− γ(τ)(f)| < σ
(1)
c,1/8 for all f ∈ H(1)

c for all τ ∈ T (A).(e 21.14)

By choosing G
(1)+
c large enough and δ

(1)+
c small enough, one may assume that

L‡1 is a homomorphism defined on (F
(1)
c ) (see 2.17). We may further assume

that, dist(L‡1(u), 〈L1(u)〉) < σ
(1)
c,2/8 for all u ∈ U

(1)
c and κA1 ◦ L

‡
1 = [L1] ◦ κC1 on

(F
(1)
c ). Since α|K1(C) is an isomorphism, we may assume that L‡1|F (1)

c

is injective

as κC1 is injective on Jc(K1(C)). In particular, L‡1|(F (1)
c )0

is injective. Moreover,

if u ∈ U
(1)
c,1 and u is of order k, one may also assume (see (e 21.12)) that

dist(L1(uk), CU(A)) < σ
(1)
c,2/8.

Applying the part (a) of Theorem 12.11 a second time, let δ
(1)
a > 0 (in place

of δ), G
(1)
a ⊂ A (in place of G), σ

(1)
a,1, σ

(1)
a,2 > 0 (in place of σ1 and σ2), P

(1)
a ⊂ K(A)



A classification of finite simple amenable Z-stable C∗-algebras, I 427

(in place of P), U
(1)
a ⊂ U(A)/CU(A) (in place of U), and H

(1)
a ⊂ As.a (in place

of H) be as provided by the part (a) of Theorem 12.11 for A (in place of A),

ε2 (in place of ε), and F1 (in place of F). We may assume that δ
(1)
a < δ

(1)+
c /2,

L1(G
(1)+
c ) ⊂ G

(1)
a ,

JAc ◦ κA1 (L‡1(U
(1)
c )) ⊂ U

(1)
a ,(e 21.15)

and κA1 (U
(1)
a )∪[L1](P

(1)
c ) ⊂ P

(1)
a . Here we also assume that U

(1)
a ⊂ U(A) is a finite

subset. As in Remark 12.12, we may further assume that U
(1)
a ⊂ JAc (K1(A)).

Moreover, we may assume that Pa,1 ⊂ P
(2)
c and H(a, 1) ⊂ H

(1)
a .

Denote by F
(1)
a ⊂ U(A) the subgroup generated by U

(1)
a . Since U

(1)
a is finite,

we can write F
(1)
a = (F

(1)
a )0 ⊕ Tor(F

(1)
a ), where (Fa)0 is torsion free. Fix this

decomposition. Without loss of generality (choosing a smaller σ
(1)
a,2), one may

assume that
U(1)
a = U

(1)
a,0 t U

(1)
a,1,

where U
(1)
a,0 generates (F

(1)
a )0 and U

(1)
a,1 generates Tor(F

(1)
a ) (then the condition

(e 21.15) should be changed to the condition that JAc ◦ κA1 (L‡1(U
(1)
c )) is in the

subgroup generated by U
(1)
a ). Enlarging P

(1)
a , we may assume P

(1)
a ⊃ κA1 ((F

(1)
a )0)

(in K1(A)). Note that for each u ∈ U
(1)
a,1, uk ∈ CU(A), where k is the order of u.

Let U
(1)′

c,a ⊂ U(A) be a finite subset such that U
(1)′
c,a = L‡1(U

(1)
c ) and

U
(1)′

a = U
(1)
a ∪ U

(1)′

c,a ∪ {〈L1(u)〉 : u ∈ U
(1)
c }. Let Fa,1 be the subgroup of U(A)

generated by U
(1)′

a . Since κA1 (L‡1(U
(1)
c )) = {κA1 (〈L1(u)〉) : u ∈ U

(1)
c } and since JAc ◦

κA1 (L‡1(U
(1)
c )) is in the subgroup generated by U

(1)
a , Fa,1 = F

(1)
a +(U0(A)/CU(A))∩

Fa,1.

Let a finite subset G
(1)
ua ⊂ A and δ

(1)
ua > 0 satisfy the following condition: for

any G
(1)
ua -δ

(1)
c,a-multiplicative contractive completely positive linear map L′ : A→

B′ (for any unital C∗-algebra B′ with K1(B′) = U(B′)/U0(B′)), (L′)‡ can be

chosen to be a homomorphism on Fa,1, dist((L′)‡(u), 〈L′(u)〉) < σ
(1)
a,2/8 for all

u ∈ U
(1)′

a , (L′)‡(Fa,1 ∩ U0(A)/CU(A)) ⊂ U0(B′)/CU(B′), and κB
′

1 ◦ (L′)‡(u) =

[L′] ◦ κC1 ([u]) for all u ∈ U
(1)′

a (see 2.17). We assume that, for u ∈ U
(1)
a,1,

dist(〈L′(uk)〉, CU(B′)) < σ
(1)
a,2/8,(e 21.16)

where k is the order of u (see 2.17). Put G
(1)+
a = G

(1)
a ∪ G

(1)
ua and δ

(1)+
a =

min{δ(1)
a , δ

(1)
ua }.

By Theorem 20.16 and the amenability of C, there are a finite subset G′a ⊃
G

(1)+
a , a positive number δ′a < δ

(1)+
a , a sufficiently large integer n ≥ n0, and a G′a-

δ′a-multiplicative map Φ′1 : A→ Cn such that, with σ
(1)
a,c,1 = min{σ(1)

a,1, σ
(1)
c,1}/6,

[ιn ◦ Φ′1]
P

(1)
a ∪[L1](P

(1)
c )

= α−1|
P

(1)
a ∪[L1](P

(1)
c )

(e 21.17)
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and for all f ∈ H
(1)
a ∪ L1(H

(1)
c ) and τ ∈ T (C).

|τ ◦ ιn ◦ Φ′1(f)− γ−1(τ)(f)| < σ
(1)
a,c,1/8.(e 21.18)

Moreover, one may assume that Φ′1 ◦ L1 is G
(1)
c -δ

(1)
c -multiplicative, (Φ′1)‡ is

a homomorphism defined on Fa,1, dist((Φ′1)‡(u), 〈Φ′1(u)〉) < σ
(1)
a,c,1/8, and κCn1 ◦

(Φ′1)‡(u) = [Φ′1](κA1 (u)) for all u ∈ U
(1)′

a . Then, by (e 21.17), since α−1|K1(A) is

injective, (ιn)∗1 ◦ [Φ′1] is injective on κA1 (Fa,1), which implies that [Φ′1] is injective

on κA1 (Fa,1). Since κA1 is injective on JAc (K1(A)), we conclude that κCn1 ◦ (Φ′1)‡

is injective on F
(1)
a , which implies that (Φ′1)‡ is injective on F

(1)
a . Write (Φ′1 ◦

L1)‡:=(Φ′1)‡ ◦ L‡1. Then (Φ′1 ◦ L1)‡ is defined on F
(1)
c , since L‡1(F

(1)
c ) ⊂ Fa,1.

If u ∈ F (1)
c , then u ∈ F (1)

c ⊂ JCc (K1(C)). Suppose that u 6= 0. Then [u] 6= 0,

since κC1 ◦ JCc = idK1(C). Then κA1 (L‡1(u)) = [L1] ◦κC1 (u) = α([u]) 6= 0. It follows

that JAc ◦κA1 (L‡1(u)) 6= 0. Then (Φ′1)‡(JAc ◦κA1 (L‡1(u))) 6= 0 since JAc ◦κA1 (L‡1(u)) ⊂
F

(1)
a and (Φ′1)‡ is injective on F

(1)
a . Moreover, since κC1 (U

(1)
c ) ⊂ P

(1)
c , by (e 21.17),

for any u∈U(1)
c ,

κCn1 ((Φ′1)‡(JAc ◦ κA1 (L‡1(u)))) = [(Φ′1)](κA1 (JAc ◦ κA1 (L‡1(u))))(e 21.19)

= [(Φ′1)](κA1 (L‡1(u))) = [Φ′1]([L1](κC1 (u))) 6= 0.

Put z = L‡1(u) − JAc ◦ κA1 (L‡1(u). Then z ∈ U0(A)/CU(A). It follows that

(Φ′1)‡(z) ∈ U0(Cn)/CU(Cn). If (Φ′1)‡(L‡1(u)) = 0, then

κCn1 ((Φ′1)‡(JAc ◦ κA1 (L‡1(u))))= κCn1 ((Φ′1)‡(L‡1(u)))− κCn1 ((Φ′1)‡(z)) = 0,

which contradicts (e 21.19). This implies that (Φ′1)‡(L‡1(u)) 6= 0. In other words,

(Φ′1 ◦ L1)‡ is injective on F
(1)
c .

Furthermore, one may also assume (see (e 21.16)) that, for u ∈ U
(1)
a,1,

(e 21.20) dist(ιn ◦ Φ′1(uk), CU(C)) < σ
(1)
a,2/8,

where k is the order of u, and (by (e 21.12), as L1(G
(1)+
c ) ⊂ G

(1)
a and δ

(1)+
a <

δ
(1)+
c /2)

(e 21.21) dist((ιn ◦ Φ′1 ◦ L1)(vk
′
), CU(A)) < σ

(1)
c,2/8,

if v ∈ U
(1)
c,1 and k′ is the order of v. It then follows from (e 21.13) and (e 21.17)

that

(e 21.22) [ιn ◦ Φ′1 ◦ L1]|
P

(1)
c

= [id]|
P

(1)
c

;
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and it follows from (e 21.14) and (e 21.18) that

(e 21.23) |τ◦ιn◦Φ′1◦L1(f)−τ(f)| < 2σ
(1)
c,1/3 for all f ∈ H(1)

c for all τ ∈ T (C).

Recall that (F
(1)
c )0 ⊂ U(C)/CU(C) is a free abelian subgroup, generated by

U
(1)
c,0. Since we have assumed that U

(1)
c,0 is in the image of U(Cn)/CU(Cn), there

is an injective homomorphism j : (F
(1)
c )0 → U(Cn)/CU(Cn) such that

(e 21.24) ι‡n ◦ j = id |
(F

(1)
c )0

.

Moreover, by (e 21.22),

κC1 ◦ι‡n◦(Φ′1◦L1)‡|
(F

(1)
c )0

= (ιn)∗1 ◦ [Φ′1 ◦ L1] ◦ κC1 |(F (1)
c )0

= κC1 |(F (1)
c )0

= κC1 ◦ι‡n◦j.

Let δ be the constant of Lemma 21.6 with respect to Cn (in place of C), C

(in place of B), σ
(1)
c,2/2 (in place of ε), ι‡n (in place of γ), j, and (Φ′1 ◦L1)‡|

(F
(1)
c )0

(in place of L). For any n′ > n, we have

ιn = (ιn′,∞ ◦ ι(0)
n′,n′+1 ◦ ιn,n′)⊕ (ιn′,∞ ◦ ι(1)

n′,n′+1 ◦ ιn,n′).(e 21.25)

Denote ιn′,∞◦ι(0)
n′,n′+1◦ιn,n′ by ı

(0)
n and ιn′,∞◦ι(1)

n′,n′+1◦ιn,n′ by ı
(1)
n . By (e 14.13),

if n′ is large enough (in particular, depending on δ above), the decomposition

ιn = ı
(0)
n ⊕ ı(1)

n satisfies

(1) τ(ı
(0)
n (1Cn)) < min{δ, σ(1)

c,1/6, σ
(1)
a,1/6} for all τ ∈ T (C), and

(2) ı
(0)
n has finite dimensional range, and is non-zero on each direct summand

of Cn.

Then, by Lemma 21.6, there is a homomorphism h : Cn → e0Ce0, where e0 =

ı
(0)
n (1Cn), such that

(3) [h] = [ı
(0)
n ] in KL(Cn, C), and

(4) for each u ∈ U
(1)
c,0, one has that

(e 21.26) (ι‡n ◦ j(u))−1(h⊕ ı(1)
n )‡((Φ′1 ◦ L1)‡(u)) = gu

for some gu ∈ U0(C) with cel(gu) < σ
(1)
c,2/2.

Define Φ1 = (h⊕ ı(1)
n ) ◦ Φ′1. By (e 21.17) and (3), and, by (e 21.18) and (1),

[Φ1]
P

(1)
a ∪[L1](P

(1)
c )

= α−1|
P

(1)
a ∪[L1](P

(1)
c )

and(e 21.27)

|τ(Φ1(f))− γ(τ)(f)| < σ
(2)
c,1/3 for all f ∈ H(2)

c .(e 21.28)
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Note that Φ1 is still G
(1)+
a -δ

(1)+
a -multiplicative, and hence (e 21.20) and (e 21.21)

still hold with Φ′1 replaced by Φ1. That is, for u ∈ U
(1)
a,1,

(e 21.29) dist(〈Φ1(u)〉k, CU(C)) < σ
(1)
a,2/2,

where k is the order of u, and

(e 21.30) dist(〈(Φ1 ◦ L1)(v)〉k
′
, CU(A)) < σ

(1)
c,2 ,

if v ∈ U
(1)
c,1 and if k′ is the order of v. By (e 21.22), (3), and, (e 21.23), and (4),

one has

[Φ1 ◦ L1]|
P

(1)
c

= [id]|
P

(1)
c

and(e 21.31)

|τ ◦ Φ1 ◦ L1(f)− τ(f)| < σ
(1)
c,1 for all f ∈ H(1)

c for all τ ∈ T (C).(e 21.32)

Moreover, for any u ∈ U
(1)
c,0, one has (by (e 21.24) and (e 21.26))

(Φ1 ◦ L1)‡(u) = (ι‡n ◦ j(u)) · gu = u · gu ≈σ(1)
c,2
u.(e 21.33)

Let u ∈ U
(1)
c,1, with order k. By (e 21.30), there is a self-adjoint element b ∈ C

with ||b|| < σ
(1)
c,2 such that

(u∗)k(〈(Φ1 ◦ L1)(u)〉)k exp(2πib) ∈ CU(C)

(where we notice that (u∗)k ∈ CU(C)), and hence

((u∗)(〈Φ1 ◦ L1(u)〉) exp(2πib/k))k ∈ CU(C).

Note that
(u∗)(〈Φ1 ◦ L1(u)〉) exp(2πib/k) ∈ U0(C)

and U0(C)/CU(C) is torsion free (Corollary 11.7). One has

(u∗)(〈Φ1 ◦ L1(u)〉) exp(2πib/k) ∈ CU(C).

In particular, this implies that

(e 21.34) dist((Φ1 ◦ L1)‡(ū), ū) < σ
(1)
c,2/k for all ū ∈ U

(1)
c,1.

Combining this with (e 21.33), we have

(e 21.35) dist((Φ1 ◦ L1)‡(ū), ū) < σ
(1)
c,2 for all u ∈ U(1)

c .
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Therefore, by (e 21.31), (e 21.32), and (e 21.35), applying part (a) of Theorem
12.11, we obtain a unitary U1 such that

||U∗1 (Φ1 ◦ L1(f))U1 − f || < ε1 for all f ∈ G1.

Replacing Φ1 by Ad(U1) ◦ Φ1, we may assume that

||Φ1 ◦ L1(f)− f || < ε1 for all f ∈ G1.

In other words, one has the diagram

C
id
//

L1

��

C

A,

Φ1

??

which is approximately commutative on the subset G1 to within ε1.We also notice

that, by (e 21.27), [Φ1] is injective on κA1 (F
(1)
a ), which implies that κC1 ◦ Φ‡1 is

injective on F
(1)
a , since F

(1)
a ⊂ JAc (K1(A)). It follows that Φ‡1 is injective on F

(1)
a .

We will continue to apply the part (a) of Theorem 12.11 Let δ
(2)
c > 0 (in place

of δ), G
(2)
c ⊂ C (in place of G), σ

(2)
c,1 , σ

(2)
c,2 > 0 (in place of σ1 and σ2), P

(2)
c ⊂ K(C)

(in place of P), U
(2)
c ⊂ U(C)/CU(C) (in place of U), and H

(2)
c ⊂ Cs.a (in place of

H) be as provided by the part (a) of Theorem 12.11 for C (in place of A), ε3 (in

place of ε), and G2 (in place of F). We may assume that U
(2)
c ⊂ U(C) is a finite

subset. We may also assume, without loss of generality, that δ
(2)
c < δ

(1)+
a /2,

Φ1(G
(1)+
a ) ⊂ G

(2)
c ,

JCc ◦ κC1 (Φ‡1(U
(1)
a )) ⊂ U

(2)
c .(e 21.36)

By 12.12, we may assume that U
(2)
c ⊂ JCc (K1(C)) and U

(2)
c is in the image

of U(Cm) under ιm for all m ≥ n1 > n0. We may also assume, without loss

of generality, that κC1 (U
(2)
c ) ∪ [Φ1](P

(1)
a ) ⊂ P

(2)
c . We may further assume that

Pc,2 ⊂ P
(2)
c and H(c, 2) ⊂ H

(2)
c .

Denote by F
(2)
c ⊂ U(C) the subgroup generated by U

(2)
c . Since U

(2)
c is finite,

we may write F
(2)
c = (F

(2)
c )0 ⊕ Tor(F

(2)
c ), where (F

(2)
c )0 is torsion free. Fix this

decomposition. Choosing a smaller σ
(2)
c,2 , we may assume that

U(2)
c = U

(2)
c,0 t U

(2)
c,1,

where U
(2)
c,0 generates (F

(2)
c )0 and U

(2)
c,1 generates Tor(F

(2)
c ) (then the condition

(e 21.36) should be changed to the condition that JCc ◦ κC1 (Φ‡1(U
(1)
a )) is in the
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subgroup generated by U
(2)
c ). Note that, for each u ∈ U

(2)
c,1, one has uk ∈ CU(C),

where k is the order of u.

Let U
(2)′

a,c ⊂ U(C) be a finite subset such that U
(2)′
a,c = Φ‡1(U

(2)
a ) and

U
(2)′

c = U
(2)
c ∪ U

(2)′

a,c ∪ {〈Φ1(u)〉 : u ∈ U
(1)
a }. Let Fc,2 be the subgroup of U(C)

generated by U
(2)′

c . Since κA1 (Φ‡1(U
(1)
a )) = {κA1 (〈Φ1(u)〉) : u ∈ U

(1)
a } and since JCc ◦

κC1 (Φ‡1(U
(1)
a )) is in the subgroup generated by U

(2)
c , Fc,2 = F

(2)
c +(U0(C)/CU(C))∩

Fc,2.

Let a finite subset G
(2)
uc ⊂ C and δ

(2)
uc > 0 satisfy the following condition: for

any G
(2)
uc -δ

(2)
c,u-multiplicative unital completely positive linear map L′ : C → A′

(for any unital C∗-algebra A′ withK1(A′) = U(A′)/U0(A′)), (L′)‡ can be defined

as a homomorphism on Fc,2, dist((L′)‡(u), 〈L′(u)〉) < min{σ(1)
a,1, σ

(2)
c,2}/12 for all

u ∈ U
(2)′

c , (L′)‡(Fc,2 ∩ U0(C)/CU(C)) ⊂ U0(A′)/CU(A′), and κA
′

1 ◦ (L′)‡(u) =

[L′] ◦ κC1 ([u]) for all u ∈ U
(2)
c (see 2.17). Moreover, we may also assume that

dist(〈L′(uk)〉, CU(A′)) < σ
(2)
c,2/8,(e 21.37)

if u ∈ U
(2)
c,1 and if k is the order of u (see 2.17).

There are a finite subset G0 ⊂ C and a positive number δ0 > 0 such that, for
any two G0-δ0-multiplicative contractive completely positive linear maps L′′1 , L

′′
2 :

C → A, if

‖L′′1(c)− L′′2(c)‖ < δ0 for all c ∈ G0,

then

[L′′1 ]|
P

(2)
c

= [L′′2 ]|
P

(2)
c

and

|τ ◦ L′′1(h)− τ ◦ L′′2(h)| < min{σ(2)
c,1 , σ

(1)
a,1}/12

for all h ∈ H
(2)
c ∪ Φ1(H

(1)
a ) and for all τ ∈ T (A). Put G

(2)+
c = G

(2)
c ∪ G

(2)
uc ∪ G0

and δ
(2)+
c = min{δ(2)

c , δ
(2)
uc , δ0}/4.

Let Mc = max{‖g‖ : g ∈ G
(2)+
c }. Note that, by Lemma 21.8, there exist a large

m ≥ n1 and a unital contractive completely positive linear map L0,2 : C → Cm
such that

(e 21.38) ‖ιm ◦ L0,2(g)− g‖ < δ(2)+
c /8(Mc + 1) for all g ∈ G(2)+

c .

Then L0,2 is G
(2)+
c -δ

(2)+
c /4-multiplicative. Let us now fix such an m ≥ n1.

Let κCm1 : U(Cm)/CU(Cm)→ K1(Cm) be the quotient map. We may then as-

sume that L‡0,2 is defined on Fc,2 and injective on F
(2)
c (see the discussion regard-

ing injectivity of (Φ′1)‡—with α−1 replaced by [idC ]) and that dist(L‡0,2(u), u) <

min{σ(2)
c,1 , σ

(1)
a,1}/12 for all u ∈ U

(2)
c . It follows that (L0,2 ◦ Φ1)‡:= L‡0,2 ◦ Φ‡1 is
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defined and injective on (F
(1)
a ) (see the discussion of the injectivity of (Φ′1 ◦L

‡
1)).

Moreover,

κCm1 ◦ (L0,2 ◦ Φ1)‡(g) = [L0,2 ◦ Φ1](κA1 (g)), g ∈ (F
(1)
a )0,(e 21.39)

and by (e 21.27), for any g ∈ (F
(1)
a )0 (note that P

(1)
a ⊃ κ1,A((Fa)0)(in K1(A))),

α ◦ [ιm] ◦ [L0,2 ◦ Φ1](κA1 (g)) = α ◦ [ιm ◦ L0,2] ◦ [Φ1](κA1 (g))(e 21.40)

= α ◦ [Φ1](κA1 (g)) = κA1 (g).(e 21.41)

Hence,

α ◦ [ιm] ◦ κCm1 ◦ (L0,2 ◦ Φ1)‡(g) = α ◦ [ιm] ◦ [L0,2 ◦ Φ1](κA1 (g)) = κA1 (g)

for all g ∈ (F
(1)
a )0, which also implies that α ◦ [ιm] is injective on [L0,2 ◦

Φ1](κA1 ((F
(1)
a )0)) and [L0,2 ◦Φ1] is injective on κA1 ((F

(1)
a )0). By (e 21.39), κCm1 ◦

(L0,2 ◦Φ1)‡ is injective on (F
(1)
a )0. Note that κA1 ((F

(1)
a )0) is free abelian. There-

fore π1 ◦ (L0,2 ◦ Φ1)‡ is injective on (F
(1)
a )0 (recall that π1 is defined in 21.1).

It follows from Lemma 21.3 (where B is replaced by A, C is replaced by Cm,

F is replaced by (F
(1)
a )0, α is replaced by α ◦ (ιm)∗0, and L is replaced by

(L0,2◦Φ1)‡) that there is a homomorphism β : U(Cm)/CU(Cm)→ U(A)/CU(A)
with β(U0(Cm)/CU(Cm)) ⊂ U0(A)/CU(A) such that

(e 21.42) β ◦ (L0,2 ◦ Φ1)‡(f) = f for all f ∈ (F
(1)
a )0.

Put F
(1)
a,c,m = (L0,2 ◦Φ1)‡((F

(1)
a )0). Since (F

(1)
a )0 ⊂ JAc (K1(A)), the equations

(e 21.39) and (e 21.41) also imply that κCm1 ◦ (L0,2 ◦Φ1)‡ is injective on (F
(1)
a )0.

In particular, F
(1)
a,c,m is free abelian and κCm1 is injective on F

(1)
a,c,m. It follows that

π1|
F

(1)
a,c,m

is injective (see 21.1 for the definition of π1). Let U
(1)
a,c,m ⊂ U(Cm) be a

finite subset whose image in U(Cm)/CU(Cm) generates F
(1)
a,c,m. We may assume

that,

(L0,2 ◦ Φ1)‡(U
(1)
a,0) ⊂ U

(1)
a,c,m.(e 21.43)

Let σ > 0, δ′ > 0 (in place of δ), and the finite subset Gc ⊂ Cm (in place of G)

be as provided by Lemma 21.5 with respect to σ
(2)
a,2/4 (in place of ε) (and Cm in

place of C, A in place of B, U
(1)
a,c,m in place of U, F

(1)
a,c,m in place of F , and β in

place of α). By Theorem 14.10 and Remark 14.11, just as in the decomposition
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of ιn in (e 21.25), one may write ιm = ı
(0)
m ⊕ ı(1)

m , where ı
(i)
m is a homomorphism

(i = 0, 1), ı
(0)
m has finite dimensional range, and ı

(0)
m is non-zero on each direct

summand of Cm. Moreover,

τ(ı(0)
m (1Cm)) < min{σ, σ(2)

c,1 , σ
(1)
a,1}/12 for all τ ∈ T (C).(e 21.44)

Let E′ be a finite set of generators (in the unit ball) of the finite dimensional

C∗-subalgebra ı
(0)
m (Cm) containing ı

(0)
m (1Cm). Since C is simple,

σ00 = inf{τ(ιm(a∗a) : a ∈ E′, τ ∈ T (C)} > 0.(e 21.45)

Put H
(2)+
c = H

(2)
c ∪ Φ1(H

(1)
a ) ∪ {a∗a : a ∈ E′}.

By Theorem 20.16, there is a G′′-δ′′-multiplicative map L′2 : C → A such that

[L′2]|
P

(2)
c

= α|
P

(2)
c

(e 21.46)

and

|τ ◦ L′2(f)− γ(τ)(f)| < min{σ, σ00, σ
(2)
c,1 , σ

(1)
a,1}/12(e 21.47)

for all f ∈ H
(2)+
c and for all τ ∈ T (A), where G′′ ⊂ C is a finite subset and

δ′′ > 0. We may assume that

G′′ ⊃ G0 ∪ G(2)+
c ∪ ιm(Gc) and δ′′ < min{δ0, δ(2)+

c , δ′}/2.

Fix a finite subset G
(2)
c,m ⊂ Cm and 0 < δ

(2)
0 < min{σ00, δ0}/2. We may assume

that E′ ⊂ ı(0)
m (G

(2)
c,m). Since every finite dimensional C∗-algebra is semiprojective,

since ı
(0)
m (Cm) is finite dimensional, and since L′2 is chosen after Cm is chosen,

with sufficiently large G′′ and small δ′′, we may assume, without loss of generality,
that there exists a homomorphism h0 : Cm → A with finite dimensional range
such that

‖h0(g)− L′2 ◦ ı(0)
m (g)‖ < min{δ(2)

0 , σ/2, σ
(1)
a,1/6, σ

(2)
c,1/6}(e 21.48)

for all g ∈ G
(2)
c,m,

‖(1− h0(1Cm)L′2 ◦ ı(1)
m (g)(1− h0(1Cm))− L′2 ◦ ı(1)

m (g)‖ < δ
(2)
0(e 21.49)

for all g ∈ G
(2)
c,m and

τ(h0(1Cm)) < min{σ/2, σ(1)
a,1/6, σ

(2)
c,1/6} for all τ ∈ T (A).(e 21.50)
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Let lm : Cm → (1− h0(1Cm))A(1− h0(1Cm)) be defined by

lm(c) = (1− h0(1Cm)L′2 ◦ ı(1)
m (g)(1− h0(1Cm)) for all c ∈ Cm.

Since m is now fixed and γ is a homeomorphism, by (e 21.47), (e 21.48) and

(e 21.45), we may assume that L′2 is injective on ı
(0)
m (Cm). Since ı

(0)
m is non-zero on

each summand of Cm, by (e 21.48), (e 21.47), and (e 21.45), we may also assume

that h0 is non-zero on each direct summand of Cm. Note that L′2◦ım = h′0⊕ l
(1)
m ,

where h′0 = L′2 ◦ ı
(0)
m and l

(1)
m = L′2 ◦ ı

(1)
m . (Note that h′0 is close to h0 by (e 21.48).)

Choosing a sufficiently large G′′ and small δ′′, we may assume that (L′2 ◦ ιm)‡

and (l
(1)
m )‡ are defined on a subgroup of U(Cm)/CU(Cm) containing (L0,2 ◦

Φ1)‡((F
(1)
a )0), π0((L0,2 ◦ Φ1)‡((F

(1)
a )0)), π1(U(Cm)/CU(Cm)), and

π2(U(Cm)/CU(Cm)). Moreover, for all u ∈ U
(1)
a,c,m,

dist((L′2 ◦ ιm)‡(u), 〈L′2 ◦ ιm(u)〉) < σ
(1)
a,2/4 and(e 21.51)

dist(l‡m(u〉), 〈lm(u)〉) < σ
(1)
a,2/4.(e 21.52)

Then, by Lemma 21.5 (with h0 ⊕ l(1)
m in place of ϕ, h0 in place of ϕ0, and

l
(1)
m =L′2 ◦ ι

(1)
m in place of ϕ1), there is a homomorphism ψ0 : Cm → e′0Ae

′
0, where

e′0 = h0(1Cm), such that
(i) [ψ0] = [h0] in KK(Cm, A), and

(ii) for any u ∈ U
(1)
a,0, one has

(e 21.53) β((L0,2)‡ ◦ Φ‡1(u))−1(ψ0 ⊕ l(1)
m )‡((L0,2)‡ ◦ Φ‡1(u)) = gu

for some gu ∈ U0(A) with cel(gu) < σ
(1)
a,2.

Define L2 = (ψ0 ⊕ l1m) ◦ L0,2 : Cm → A and L‡2 = (ψ0 ⊕ l(1)
m )‡ ◦ (L0,2)‡. Then

[L2]|
P

(2)
a

= [L′2]|
P

(2)
a

and, by (e 21.47) and (e 21.50),for all f ∈ H
(2)
c ∪ Φ1(H

(1)
a )

|τ(L2(f))− γ(τ)(f)| < min{σ(2)
c,1 , σ

(2)
c,2}/6.(e 21.54)

Also, for any u ∈ U
(1)
a,0, by (e 21.53) and (e 21.42), one then has

(e 21.55) (L2 ◦Φ1)‡(u) = β(L‡2,0 ◦Φ‡1(u)) · gu = u · gu ≈σ(1)
a,2

u for all u ∈ U
(1)
a,0.

Moreover, since [Φ1](P
(1)
a ) ⊂ P

(2)
c , by (e 21.46), (i), (e 21.27), and by (e 21.47),

and by (e 21.50),

(e 21.56) [L2 ◦ Φ1]|
P

(1)
a

= [id]|
P

(1)
a
, and
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(e 21.57) |τ ◦L2◦Φ1(f)−τ(f)| < σ
(1)
a,1 for all f ∈ H(1)

a and for all τ ∈ T (A).

Note that L2 is still G
(2)+
c -δ

(2)+
c -multiplicative and L2 ◦ Φ1 is G

(1)+
a -δ

(1)+
a -

multiplicative. One then has that for any u ∈ U
(1)
a,1 (with k the order of u),

dist(〈(L2 ◦ Φ1)(u)〉
k
, CU(A)) < σ

(1)
a,2

(see (e 21.16)). Therefore, there is a self-adjoint element h ∈ A with ‖h‖ < σ
(1)
a,2

such that
(u∗)k(〈L2 ◦ Φ1(u)〉)k exp(2πih) ∈ CU(A),

and hence
((u∗)(〈L2 ◦ Φ1(u)〉) exp(2πih/k))k ∈ CU(A).

Note that
(u∗)(〈L2 ◦ Φ1(u)〉) exp(2πih/k) ∈ U0(A)

and U0(A)/CU(A) is torsion free (Corollary 11.7). One has that

(u∗)(〈L2 ◦ Φ1(u)〉) exp(2πih/k) ∈ CU(A).

In particular, this implies that

dist((L2 ◦ Φ1)‡(u), u) < σ
(1)
a,2.

Combining this with (e 21.55), one has

(e 21.58) dist((L2 ◦ Φ1)‡(u), u) < σ
(1)
a,2 for all u ∈ U(1)

a .

Then, with (e 21.56), (e 21.57), and (e 21.58), applying Theorem 12.11, one
obtains a unitary W ∈ A such that

||W ∗(L2 ◦ Φ1(f))W − f || < ε2 for all f ∈ F1.

Replacing L2 by Ad(W ) ◦ L2, one then has

||L2 ◦ Φ1(f)− f || < ε2 for all f ∈ F1.

That is, one has the following diagram

C
id
//

L1

��

C

L2

��

A

Φ1

??

id

// A,
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with the upper triangle approximately commuting on G1 to within ε1 and the
lower triangle approximately commuting on F1 to within ε2. Recall that L2 is

G
(2)+
a -δ

(2)+
a -multiplicative,

[L2]|
P

(2)
a

= α|
P

(2)
a
, and(e 21.59)

|τ(L2(f))− γ(τ)(f)| < σ
(2)
a,1/6 for all f ∈ H(2)

a (see (e 21.54)).(e 21.60)

Note, by the choice of G
(2)+
a and δ

(2)+
a and by (e 21.46),

κC1 ◦ L
‡
2|(F (2)

a )0
= [L2] ◦ κA1 |(F (2)

a )0
= α ◦ κA1 |(F (2)

a )0
.(e 21.61)

This implies that L‡2 is injective on (F
(2)
a )0.

Just as δ
(2)+
c , G

(2)+
c , σ

(2)
c,1 , σ

(2)
c,2 , P

(2)
c , and H

(2)
c were chosen during the con-

struction of L2, the construction can continue. By repeating this argument, one
obtains the following approximate intertwining diagram

C
id
//

L1

��

C

L2

��

id
// C

L3

��

id
// C

L4

��

// · · ·

A

Φ1

??

id

// A

Φ2

??

id

// A

Φ3

??

id

// A //

==

· · · ,

where

||Φn ◦ Ln(g)− g|| < ε2n−1 for all g ∈ Gn,

||Ln+1 ◦ Φn(f)− f || < ε2n for all f ∈ Fn, n = 1, 2, ...,

[Ln]|
P

(n)
c

= α|
P

(n)
c
, [Φn]|

P
(n)
a

= α−1|
P

(n)
c
,

|τ(Ln(f))− γ(τ)(f)| < σ
(n)
c,1 /3 for all f ∈ H(n)

c , for all τ ∈ T (A), and

|t(Φn)(g)− γ−1(t)(g)| < σ
(n)
a,1/3 for all g ∈ H(n)

a , for all t ∈ T (C).

By the choices of Gn and Fn and the fact that
∑∞
n=1 εn < ∞, the standard

Elliott approximate intertwining argument (Theorem 2.1 of [30]) applies, and
shows that there is an isomorphism L : A ∼= B with inverse Φ such that [L] = α,
and L induces γ as desired. �

Theorem 21.10. Let A1, B1 ∈ B0 be two unital separable amenable simple C∗-
algebras satisfying the UCT. Let A = A1 ⊗ U1 and B = B1 ⊗ U2, where U1

and U2 are two UHF-algebras of infinite type. Suppose that Ell(A) ∼= Ell(B).
Then there exists an isomorphism ϕ : A → B which carries the isomorphism
Ell(A) ∼= Ell(B).
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Proof. By Theorem 14.10, there is a C∗-algebra C, constructed as in Theo-
rem 14.10, such that Ell(C) ∼= Ell(A) ∼= Ell(B). By Theorem 21.9, one has that
C ∼= A and C ∼= B. In particular, A ∼= B. �

Corollary 21.11. Let A and B be as in 21.10. If there is a homomorphism
Γ : Ell(B) → Ell(A) (see 2.4), in particular, Γ(K0(B)+ \ {0}) ⊂ K0(A)+ \ {0},
and Γ([1B ]) = [1A], then there is a unital homomorphism ϕ : B → A such that
ϕ induces Γ.

Proof. By Theorem 21.10, we may assume that B ∼= C for some C as con-
structed in Theorem 14.10. So, without loss of generality, we may assume that
B = C.

The proof is basically the same as that of Theorem 21.9 but simpler since we
only need to have a one-sided approximate intertwining. In particular, we do not
need to construct Φ1. Thus, once L1 is constructed, we can go on to construct
L2.

Nevertheless, we will repeat the argument here. First we keep the first para-
graph at the beginning of the proof of Theorem 21.9.

Now, since C satisfies the UCT, by hypothesis, there exist an element α ∈
KL(C,A)++ such that α|Ki(C) = Γ|Ki(C), i = 0, 1, and a continuous affine map
γ : T (A)→ T (C) such that

rA(γ(t))(x) = rB(t)(α(x)) for all x ∈ K0(C) and for all t ∈ T (A).

Note that Γ([1C ]) = [1A].
Let G1 ⊂ G2 ⊂ · · · ⊂ C be an increasing sequence of finite subsets with dense

union. Let 1/2 > ε1 > ε2 > · · · > 0 be a decreasing sequence of positive numbers
with finite sum. Let Pc,n ⊂ K(C) be finite subsets such that Pc,n ⊂ Pc,n+1 and⋃∞
n=1 Pc,n = K(C), and H(c, n) ⊂ Cs.a. be finite subsets such that H(c, n) ⊂

H(c, n+ 1) and
⋃∞
n=1 H(c, n) is dense in Cs.a..

We will repeatedly apply the part (a) of Theorem 12.11. Let δ
(1)
c > 0 (in place

of δ), G
(1)
c ⊂ C (in place of G and in place of A), σ

(1)
c,1 , σ

(1)
c,2 > 0 (in place of σ1

and σ2), P
(1)
c ⊂ K(C) (in place of P), U

(1)
c ⊂ U(C)/CU(C)) (in place of U), and

H
(1)
c ⊂ Cs.a (in place of H) be as provided by the part (a) of 12.11 for C (in

place of A), ε1 (in place of ε), and G1 (in place of F). Here U
(1)
c is a finite subset

of U(C). As in Remark 12.12, we may assume that U
(1)
c ⊂ JCc (K1(C)). Without

loss of generality, we may assume that the image of U
(1)
c in K1(C) is contained

in P
(1)
c . As in Remark 12.12, we may also assume that, for all n ≥ n0 for some

large n0 ≥ 1, there is a finite subset V
(1)
n,c ⊂ U(Cn) such that U

(1)
c = ιn(V

(1)
n,c)

under the map ιn. We may further assume that Pc,1 ⊂ P
(1)
c and H(c, 1) ⊂ H

(1)
c .

Let F
(1)
c be the subgroup generated by U

(1)
c . To simplify notation, let us

assume that κC1 (F
(1)
c ) is equal to the subgroup generated by P

(1)
c ∩ K1(C).

Put K
(1)
1,c = κC1 (F

(1)
c ). Write α(K

(1)
1,c ) = K1,c,a,f ⊕ Tor(α(K

(1)
1,c ))⊂ K1(A), where
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K1,c,a,f is free abelian. There is an injective homomorphism jα : K1,c,a,f → K
(1)
1,c

such that α ◦ jα = idK1,c,a,f
. We may write K

(1)
1,c = jα(K1,c,a,f ) ⊕ K(1)

2,c , where

K
(1)
2,c is the preimage of Tor(α(K

(1)
1,c )) under α. Recall that we assumed that

F
(1)
c ⊂ JCc (K1(C)). Therefore, F

(1)
c = JCc (K

(1)
1,c ) = JCc (jα(K1,c,a,f ))⊕ JCc (K

(1)
2,c ).

Put (F
(1)
c )0 = JCc (jα(K1,c,a,f )) (this is one of the differences from the proof of

21.9), which is free abelian. Note that α|
κC1 ((F

(1)
c )0

is injective. Without loss of

generality (choosing a smaller δ
(1)
c ), we may assume that

U(1)
c = U

(1)
c,0 t U

(1)
c,1,(e 21.62)

where U
(1)
c,0 generates (F

(1)
c )0 and U

(1)
c,1 generates JCc (K

(1)
2,c ) (another difference

from the proof of 21.9). Let k0 be an integer such that xk0 = 0 for all x ∈
Tor(α(K

(1)
1,c )). Let V

(1)
c,0 ⊂ U(Cm) be a finite subset such that ιn(V

(1)
c,0) = U

(1)
c,0.

Since (F
(1)
c )0 is free abelian, there exists an injective homomorphism j0 :

(F
(1)
c )0 → JCnc (K1(Cn)) such that JCc ◦ ι‡n ◦ j0 = id

(F
(1)
c )0

. In particular, JCc ◦ ι‡n

is injective on j0((F
(1)
c )0). It follows that π1|

j0((F
(1)
c )0)

is injective.

Let a finite subset G
(1)
uc ⊂ C and δ

(1)
uc > 0 satisfy the following condition:

for any G
(1)
uc -δ

(1)
c,u-multiplicative unital completely positive linear map L′ : C →

A′ (for any unital C∗-algebra A′ with K1(A′) = U(A′)/U0(A′)), (L′)‡ can be

defined as a homomorphism on F
(1)
c , dist((L′)‡(u), 〈L′(u)〉) < σ

(1)
c,2/4 for all

u ∈ U
(1)
c , and κA

′

1 ◦ (L′)‡(u) = [L′] ◦ κC1 ([u]) for all u ∈ U
(1)
c (see 2.17). Since

F
(1)
c ⊂ Jc(K1(C)), and Jc(K1(C))∩U0(C)/CU(C) only contains the unit 1C and

since (L′)‡ is a homomorphism on F
(1)
c , we have (L′)‡(F

(1)
c ∩ U0(C)/CU(C)) =

1A′ ∈ U0(A′)/CU(A′). Moreover, we may also assume that, if [L′]|
κC1 (Fc

(1)
)

=

[α]|
κC1 (Fc

(1)
)
, and if u ∈ U

(1)
c,1, then

dist(〈L′(u)〉k, CU(A)) < σ
(1)
c,2/4,(e 21.63)

where 1 ≤ k ≤ k0 is the order of α([u]) (this is another difference from the the

proof of 21.9). Put G
(1)+
c = G

(1)
c ∪ G

(1)
uc and δ

(1)+
c = min{δ(1)

c , δ
(1)
uc }.

Recall that both A and C are in Bu0. By Theorem 20.16, there is a G
(1)+
c -δ

(1)+
c

-multiplicative contractive completely positive linear map L1 : C → A such that

[L1]|
P

(1)
c

= α|
P

(1)
c

and(e 21.64)

|τ ◦ L1(f)− γ(τ)(f)| < σ
(1)
c,1/4 for all f ∈ H(1)

c for all τ ∈ T (A).(e 21.65)

Choosing G
(1)+
c large enough and δ

(1)+
c small enough one may assume that L‡1

is a homomorphism defined on (F
(1)
c ) (see 2.17). We may further assume that
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dist(L‡1(u), 〈L1(u)〉) < σ
(1)
c,2/8 for all u ∈ U

(1)
c and κA1 ◦ L

‡
1 = [L1] ◦ κC1 on (F

(1)
c ).

Since α|
κC1 ((F

(1)
c )0)

is injective, we may assume that L‡1|(F (1)
c )0

is injective as κC1

is injective on Jc(K1(C)).
Moreover, if 1 ≤ k(≤ k0) is the order of α([u]), we may also assume (see

(e 21.12)) that

dist(〈L1(u)〉k, CU(A)) < σ
(1)
c,2/4 for all such u ∈ U

(1)
c,1.(e 21.66)

Furthermore, we may assume that there exists a finite subset G
(1)
c,c ⊂ Cn such

that ιn(G
(1)
c,c,) = G

(1)+
c .

We now construct L2. We will continue to apply the part (a) of Theorem

12.11. Let δ
(2)
c > 0 (in place of δ), G

(2)
c ⊂ C (in place of G), σ

(2)
c,1 , σ

(2)
c,2 > 0 (in

place of σ1 and σ2), P
(2)
c ⊂ K(C) (in place of P), U

(2)
c ⊂ U(C)/CU(C) (in place

of U), and H
(2)
c ⊂ Cs.a (in place of H) be as provided by the part (a) of Theorem

12.11 for C (in place of A), ε2 (in place of ε), and G2 (in place of F). We may

assume that U
(2)
c ⊂ U(C) is a finite subset. We may also assume, without loss

of generality, that δ
(2)
c < δ

(1)+
c /2, G

(1)+
c ⊂ G

(2)
c and

U
(1)
c ⊂ U

(2)
c .(e 21.67)

By Remark 12.12, we may assume that U
(2)
c ⊂ JCc (K1(C)) and there exists an

integer n1 > n0 such that U
(2)
c ⊂ ιm(U(Cm)) for all m ≥ max{n1, n} ≥ n0. We

may also assume, without loss of generality, that G
(1)
c ⊂ G

(2)
c , P

(1)
c ∪ Pc,2 ⊂ P

(2)
c ,

U
(1)
c ⊂ U

(2)
c , H

(1)
c ∪H(c, 2) ⊂ H

(2)
c , and δ

(2)
c < δ

(1)
c . We may further assume that

P
(2)
c ⊂ ιm(P

(2)
c,c ) for some finite subset P

(2)
c,c of K(Cm), and H

(2)
c ⊂ ιm(H

(2)
c,c ) for

some finite subset H
(2)
c,c of Cm (for all m ≥ max{n1, n}).

Let F
(2)
c be the subgroup generated by U

(2)
c . Without loss of generality,

to simplify notation, we may assume that κC1 (F
(2)
c ) is the same as the sub-

group generated by P
(2)
c ∩ K1(C). Put K

(2)
1,c = κC1 (F

(2)
c ). Write α(K

(2)
1,c ) =

K2,c,a,f ⊕ Tor(α(K
(2)
1,c )), where K2,c,a,f is free abelian. There is an injective

homomorphism j
(2)
α : K2,c,a,f → K

(2)
1,c such that α ◦ j(2)

α = idK2,c,a,f
. We may

write K
(2)
1,c = j

(2)
α (K2,c,a,f ) ⊕K(2)

2,c , where K
(2)
2,c is the preimage of Tor(α(K

(2)
1,c ))

under α. Recall that we assumed that F
(2)
c ⊂ JCc (K1(C)). Therefore F

(2)
c =

JCc (K
(2)
1,c ) = JCc (jα(K2,c,a,f )) ⊕ JCc (K

(2)
2,c ). Put (F

(2)
c )0 = JCc (jα(K2,c,a,f )); this

group is free abelian. Without loss of generality (choosing a smaller δ
(2)
c ), we

may assume that

U(2)
c = U

(2)
c,0 t U

(2)
c,1,(e 21.68)
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where U
(2)
c,0 generates (F

(2)
c )0 and U

(2)
c,1 generates JCc (K

(2)
2,c ) (then the condition

(e 21.67) should be changed to the condition that U
(1)
c be contained in the sub-

group generated by U
(2)
c , which also implies F

(1)
c ⊂ F

(2)
c ). Let k0 be an integer

such that xk0 = 0 for all x ∈ Tor(α(K
(1)
1,c )).

Let a finite subset G
(2)
uc ⊂ C and δ

(2)
uc > 0 satisfy the following condition: for

any G
(2)
uc -δ

(2)
c,u-multiplicative unital completely positive linear map L′ : C → A′

(for any unital C∗-algebra A′ withK1(A′) = U(A′)/U0(A′)), (L′)‡ can be defined

as a homomorphism on F
(2)
c , dist((L′)‡(u), 〈L′(u)〉) < min{σ(1)

a,1, σ
(2)
c,2}/12 for

all u ∈ U
(2)′

c , (L′)‡(F
(2)
c ∩ U0(C)/CU(C))= 1A′ ∈U0(A′)/CU(A′), and κA

′

1 ◦
(L′)‡(u) = [L′] ◦ κC1 ([u]) for all u ∈ U

(2)
c (see 2.17). Moreover, we may also

assume that, if [L′]|
κC1 (Fc

(2)
)

= [α]|
κC1 (Fc

(2)
)
,

dist(〈L′(u)〉k, CU(A′)) < σ
(2)
c,2/4 for all u ∈ U

(2)
c,1,(e 21.69)

where k is the order of α([u]) (see Definition 2.17).
There are a finite subset G0 ⊂ C and a positive number δ0 > 0 such that,

for any two G0-δ0-multiplicative unital completely positive linear maps L′′1 , L
′′
2 :

C → A, if
‖L′′1(c)− L′′2(c)‖ < δ0 for all c ∈ G0,

then

[L′′1 ]|
P

(2)
c

= [L′′2 ]|
P

(2)
c

and

|τ ◦ L′′1(h)− τ ◦ L′′2(h)| < min{σ(2)
c,1 , σ

(1)
a,1}/12 for all h ∈ H(2)

c for all τ ∈ T (A).

Put G
(2)+
c = G

(2)
c ∪ G

(2)
uc ∪ G0 and δ

(2)+
c = min{δ(2)

c , δ
(2)
uc , δ0, σ

(1)
c,1/8π}/8.

Since (F
(2)
c )0 is free abelian, there exists an injective homomorphism j1 :

(F
(2)
c )0 → JCmc (K1(Cm)) such that JCc ◦ ι‡m ◦j1 = id

(F
(2)
c )0

. In particular, JCc ◦ ι‡m

is injective on j1((F
(2)
c )0). It follows that π1|

j1((F
(2)
c )0)

is injective. Let V
(2)
c ⊂

U(Cm) be a finite subset such that ιm(V
(2)
c ) = U

(2)
c,0 and V

(2)
c ⊂ j1((F

(1)
c )0).

To simplify notation, without loss of generality, let us assume that there exists

a finite subset G
(2)
c,c ⊂ Cm for some m ≥ n1 such that ιm(G

(2)
c,c ) = G

(2)+
c ∪H

(2)
c .

Let Mc = max{‖g‖ : g ∈ G
(2)+
c , or g ∈ G

(2)
c,c}. Note, since Cm and C are both

amenable, there exists a unital completely positive linear map L0,2 : C → Cm

such that for all g ∈ G
(2)+
c

‖ιm ◦ L0,2(g)− g‖ < δ(2)+
c /8(Mc + 1)(e 21.70)

and for all c ∈ G
(2)
c,c ∪ V

(2)
c ∪ ιn,m(V

(1)
c )

‖L0,2 ◦ ιm(c)− c‖ < δ(2)+
c /8(Mc + 1.(e 21.71)
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Then L0,2 is G
(2)+
c -δ

(2)+
c /4-multiplicative. Let κCm1 : U(Cm)/CU(Cm)→ K1(Cm)

be the quotient map. We may then assume that L‡0,2 is defined on F
(2)
c and in-

jective on F
(2)
c , and that dist(L‡0,2(u), u) < min{σ(2)

c,1 , σ
(1)
c,1}/12 for all u ∈ U

(2)
c .

Note that JCc ◦ ι‡m ◦ ι‡n,m = JCc ◦ ι‡n is injective on j0((F
(1)
c )0). It follows

that ι‡n,m is injective on j0((F
(1)
c )0). Also, (π1)|

ι‡n,m(j0((F
(1)
c )0))

is injective. Let

β′ := (ι‡n,m)−1 be defined on ι‡n,m(j0((F
(1)
c )0)).

Let σ > 0, δ′c > 0 (in place of δ) and the finite subset G′c ⊂ Cm (in place of G)

be as provided by Lemma 21.5, with respect to σ
(2)
a,2/16π (in place of ε), Cm (in

place of C), A (in place of B), V
(2)
c (in place of U), ι‡n,m(j0((F

(1)
c )0) (in place of

F ), and L‡1 ◦ ι‡n ◦ β′ (in place of α). By Theorem 14.10 and Remark 14.11, as
in the decomposition in (e 21.25) of ιn in the proof of Theorem 21.9, one may

write ιm = ı
(0)
m ⊕ ı(1)

m , where ı
(i)
m is a homomorphism (i = 0, 1), ı

(0)
m has finite

dimensional range, and ı
(0)
m is non-zero on each non-zero direct summand of Cm.

Moreover,

τ(ı(0)
m (1Cm)) < min{σ, σ(2)

c,1 , σ
(1)
c,1}/12 for all τ ∈ T (C).(e 21.72)

Let E′ be a finite set of generators (in the unit ball) of the finite dimensional

C∗-subalgebra ı
(0)
m (Cm). Then

σ00 := inf{τ((e′)∗e′) : e′ ∈ E′, τ ∈ T (C)} > 0.(e 21.73)

Put H
(2)+
c = H

(2)
c ∪ Φ1(H

(1)
a ) ∪ {a∗a : a ∈ E′}.

Recall that both A and C are in class Bu0. By Theorem 20.16, for any finite

subset G′′ ⊃ G
(2)+
c and 0 < δ′′ < δ

(2)+
c , there is a G′′-δ′′ -multiplicative map

L′2 : C → A such that

[L′2]|
P

(1)
c

= α|
P

(2)
c

(e 21.74)

and

|τ ◦ L′2(f)− γ(τ)(f)| < min{σ, σ00, σ
(2)
c,1 , σ

(1)
a,1}/12(e 21.75)

for all f ∈ H(2)+
c

and for all τ ∈ T (A), where G′′ ⊂ C is a finite subset and δ′′ > 0. We may choose
that

G′′ ⊃ G0 ∪ G(2)+
c ∪ ιm(Gc) and δ′′ < min{δ0, δ(2)+

c , δ′}/2.

Fix any finite subset G
(2)
c,m ⊂ Cm and any 0 < δ

(2)
0 < min{σ00, δ0}/2. We

may assume that E′ ⊂ ı
(0)
m (G

(2)
c,m). Since every finite dimensional C∗-algebra
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is semiprojective, ı
(0)
m (Cm) is finite dimensional, and since L′2 is chosen after

Cm is chosen, with sufficiently large G′′ and small δ′′, we may assume, without
loss of generality, that there exists a homomorphism h0 : Cm → A with finite
dimensional range such that

‖h0(g)− L′2 ◦ ı(0)
m (g)‖ < δ

(2)
0 for all g ∈ G(2)

c,m,(e 21.76)

‖(1− h0(1Cm))L′2 ◦ ı(1)
m (g)(1− h0(1Cm))− L′2 ◦ ı(1)

m (g)‖ < δ
(2)
0(e 21.77)

for all g ∈ G
(2)
c,m and

τ(h0(1Cm)) < min{σ/2, σ(1)
a,1/3, σ

(2)
c,1/3} for all τ ∈ T (A).(e 21.78)

Let lm : Cm → (1− h0(1Cm))A(1− h0(1Cm)) be defined by

lm(c) = (1− h0(1Cm)L′2 ◦ ı(1)
m (g)(1− h0(1Cm)) for all c ∈ Cm.

One may assume that (L′2)‡ is a homomorphism defined on (F
(2)
c ) (see 2.17).

We may also assume that dist((L′2)‡(u), 〈(L′2)(u)〉) < σ
(2)
c,2/8 for all u ∈ U

(2)
c ,

and κA1 ◦ (L′2)‡ = [L′2] ◦ κC1 on (F
(2)
c ). Since α|

κC1 ((F
(2)
c )0)

is injective, we may

assume that (L′2)‡|
(F

(2)
c )0

is injective as κC1 is injective on Jc(K1(C)). Moreover,

if 1 ≤ k(≤ k0) is the order of α([u]), we may also assume (see (e 21.12)) that

dist(〈L′2(u)〉k, CU(A)) < σ
(2)
c,2/4 for all u ∈ U

(2)
c,1.(e 21.79)

Since m is now fixed and γ is a homeomorphism, by (e 21.74), (e 21.76), and

(e 21.73), we may assume that L′2 is injective on ı
(0)
m (Cm). Since ı

(0)
m is non-zero

on each direct summand of Cm, by (e 21.76), (e 21.76), and (e 21.73), we may
also assume that h0 is non-zero on each direct summand of Cm.

Choosing sufficiently large G′′ and small δ′′, we may assume that

(L′2 ◦ ιm)‡ and (l
(1)
m )‡ are defined on a subgroup of U(Cm)/CU(Cm) containing

ι‡n,m(j0((F
(2)
c )0)), π0(ι‡n,m(j0((F

(2)
c )0))), π1(U(Cm)/CU(Cm)), and

π2(U(Cm)/CU(Cm)). Moreover, for all u ∈ ιn,m(V
(1)
c,0),

dist((L′2 ◦ ιm)‡(u), 〈L′2 ◦ ιm(u)〉) < σ
(1)
c,2/4 and(e 21.80)

dist(l‡m(u〉), 〈lm(u)〉) < σ
(1)
c,2/4.(e 21.81)

Then, by Lemma 21.5 (with L′2 ◦ ım in place of ϕ, and L′2 ◦ ι
(1)
m in place of ϕ1),

there is a homomorphism ψ0 : Cm → e′0Ae
′
0, where e′0 = h0(1Cm), such that

(i) [ψ0] = [ϕ0] in KK(Cm, A), and
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(ii) for any u ∈ ι‡n,m(V
(1)
c,0), one has

(e 21.82) (L‡1 ◦ ι‡n ◦ β′(u))−1(ψ0 ⊕ l(1)
m )‡(u)) = gu

for some gu ∈ U0(C) with cel(gu) < σ
(1)
a,2/64π.

Define L′′2 = (ψ0 ⊕ l1m) ◦ L2,0 : C → A and (L′′2)‡ = (ψ0 ⊕ l(1)
m )‡ ◦ L‡2,0. Then

[L′′2 ]|
P

(2)
a

= [L′2]|
P

(2)
a
. Therefore

[L′′2 ]|
P

(2)
c

= α|
P

(2)
c
.(e 21.83)

We also have from (e 21.74) and (e 21.77)

|τ(L′′2(f))− γ(τ)(f)| < min{σ(1)
c,1 , σ

(2)
c,1}/3 for all f ∈ H(2)

c .(e 21.84)

For u ∈ U
(1)
c,0, write u = ιn(v) for some v ∈ V

(1)
c , Then, by (e 21.71),

L‡1(u) = L‡1(ιn(v)) = L‡1(ι‡n ◦ β′(ιn,m(v)) and(e 21.85)

L′′2(u) = (ψ0 ⊕ l(1)
m )(L2,0(u)) = (ψ0 ⊕ l(1)

m )(L2,0(ιm ◦ ιn,m(v)))(e 21.86)

≈
σ
(1)
c,2/16π

(ψ0 ⊕ l1m)(ιn,m(v)).

It follows from (e 21.82) that, on the one hand, for u ∈ U
(1)
c,0,

dist(L‡1(u), (L′′2)‡(u)) < σ
(1)
c,2 .(e 21.87)

On the other hand, for u ∈ U
(1)
c,1, by (e 21.66) and (e 21.69), there exists h ∈

As.a. with ‖h‖ ≤ σ(1)
c,2/2 such that

(〈L1(u)〉k)∗〈L′′2(u)〉k(exp(2πh/k))k ∈ CU(A).

Note that [L1(u)] = [L′′2(u)] for u ∈ U
(1)
c . Then, since U0(A)/CU(A) is torsion

free (see Corollary 11.7),

(〈L1(u)〉)∗〈L′′2(u)〉(exp(2πh/k)) ∈ CU(A).

Then, for u ∈ U
(1)
c,1,

dist(L‡1(u), (L′′2)‡(u)) < σ
(1)
c,2 .(e 21.88)

Now, combining (e 21.64), (e 21.65), (e 21.83), (e 21.84), (e 21.87), and (e 21.88),
applying Theorem 12.11, we have a unitary u ∈ A such that

‖Adu ◦ L′′2(c)− L1(c)‖ < ε1 for all c ∈ F1.(e 21.89)
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Put L2 = Adu ◦ L′′2 . We obtain the diagram

C
id
//

L1

��

C

L2

��

A
id

// A,

which is approximately commutative on G1 to within ε1. Note that, by (e 21.83),
we have

[L2]|
P

(2)
c

= α|
P

(2)
c
,(e 21.90)

|τ(L2(f))− γ(τ)(f)| < σ
(2)
c,1/3 for all f ∈ H(2)

c .(e 21.91)

We also have that the restriction π1|
j1((F

(2)
c )0)

is injective. By the choice of G
(2)+
c ,

δ
(2)+
c , U

(2)
c,0, and U

(2)
c,1, this process can continue.

Repeating this argument, one obtains the following approximate intertwining
diagram:

C
id
//

L1

��

C

L2

��

id
// C

L3

��

id
// C

L4

��

// · · ·

A
id

// A
id

// A
id

// A // · · · ,

where

||idA ◦ Ln(g)− Ln+1 ◦ idC(g)|| < ε2n−1 for all g ∈ Gn, n = 1, 2, ....

Moreover, [Ln]|
P

(n)
c

= α|
P

(n)
c

and |τ(Ln(f)) − γ(τ)(f)| < σ
(n)
c,1 /3 for all f ∈

H
(n)
c . By the choices of Gn and Fn and the fact that

∑∞
n=1 εn <∞, the standard

Elliott approximate intertwining argument (Theorem 2.1 of [30]) applies, and
shows that there is a homomorphism ϕ : C → A such that [ϕ] = α and τ(ϕ(f)) =
γ(τ)(f) for all f ∈ As.a. and τ ∈ T (C). �
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