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Abstract

There has been a recent surge of interest
in understanding the convergence of gradi-
ent descent (GD) and stochastic gradient de-
scent (SGD) in overparameterized neural net-
works. Most previous work assumes that the
training data is provided a priori in a batch,
while less attention has been paid to the im-
portant setting where the training data ar-
rives in a stream. In this paper, we study
the streaming data setup and show that with
overparamterization and random initializa-
tion, the prediction error of two-layer neural
networks under one-pass SGD converges in
expectation. The convergence rate depends
on the eigen-decomposition of the integral
operator associated with the so-called neu-
ral tangent kernel (NTK). A key step of our
analysis is to show a random kernel function
converges to the NTK with high probability
using the VC dimension and McDiarmid in-
equality.

1 Introduction

Deep Learning is proven to be successful in many real-
life applications, while the underpinning of its suc-
cess remains elusive. Recently, researchers are inter-
ested in understanding the success of neural networks
from the optimization perspective. A neural network
with the ReLU activation leads to a non-convex and
non-smooth objective function, which is usually hard
to optimize by gradient descent methods. However,
surprisingly, in many cases, gradient descent (GD)
or stochastic gradient descent (SGD) on neural net-
works with the ReLU activation is observed to per-
form well not only in training but also in generaliza-
tion [Krizhevsky et al., 2012]. To demystify this sur-
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prising phenomenon, an extensive amount of research
has been done recently. For instance, the mean-field
theory is used in [Chen et al., 2020,Mei et al., 2018,Mei
et al., 2019] to analyze the SGD of infinite-width two-
layer neural networks. Optimal transport theory is
employed in [Chizat and Bach, 2018] to study the gra-
dient flow of neural networks and show that the train-
ing error converges to the global optimum under some
mild conditions. In addition, [Hu et al., 2019] connects
the SGD of neural networks in training to the diffusion
process.

A different line of work focuses on understanding the
gradient descent of neural networks through kernels, in
particular the neural tangent kernel (NTK). It is first
introduced by [Jacot et al., 2018], which shows that
gradient descent on infinite width neural networks can
be viewed as learning through the NTK. Subsequent
work [Allen-Zhu et al., 2019a,Du et al., 2019b, Su and
Yang, 2019, Arora et al., 2019, Du et al., 2019a, Zou
et al., 2020] connects GD and SGD with the NTK,
and show that with overparameterization and random
initialization, the training error converges to 0. Sim-
ilar convergence results are also established in other
types of neural networks beyond the feed-forward neu-
ral networks [Allen-Zhu and Li, 2020, Allen-Zhu and
Li, 2019b, Allen-Zhu and Li, 2019a, Allen-Zhu et al.,
2019b, Du et al., 2018, Li et al., 2019], such as con-
volutional neural network (CNN) and residual neural
network (ResNet).

Despite the remarkable progress, most previous work
focuses on the batch setting where the training data is
provided a priori in a batch. Less attention has been
paid to the important streaming setting, where the
data arrives continuously in a stream. The streaming
data arises in a variety of fields such as finance, news
organization, and information technology [O’callaghan
et al., 2002, Allen-Zhu and Li, 2019b, Ikonomovska
et al., 2007]. Such streaming data is usually inspected
once and archived afterwards immediately without be-
ing examined again. Apart from vast sources of nat-
urally generated streaming data, there are ubiquitous
situations where the streaming data is preferred even
though batches of samples can be obtained. For in-
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stance, [O’callaghan et al., 2002] points out that in
medical or marketing data mining, the volume of data
is so large that only one pass over data is allowed
due to computation constraints. Moreover, [Feigen-
baum et al., 2001, Muthukrishnan, 2005] argues that
the streaming data is useful in privacy-preserving data
mining, where the data is kept confidentially by users
and analyzed via a single pass.

In this paper, we study the streaming data setup where
i.i.d. data points (X;,y;,) (X; € R? is feature, and
y: € R is the corresponding label) arrive in a stream.
We consider the two-layer neural network with RelLU
activation and run the stochastic gradient descent on
the streaming data in a single pass to train the neural
network under the quadratic loss. Our goal is to study
the convergence of the average prediction error. We do
not consider the use of sliding window [Tashman, 2000)
which views a trunk of consecutive data points as a
single input to the neural network . The contributions
of this paper are summarized as follows:

e We show that with random initialization and an
appropriate step size n; < Hil for 0 < i, if the
number of neurons m > poly(T, d, 1/§), then with
probability at least 1 — § — 2exp(—2m'/3), the
average prediction error at iteration T is upper
bounded by [T1—; (1 — n:Ae) [|A0ll, + R(Ao, €) +
O(foy) for every ¢ > 1, where A, is the ¢-th
eigenvalue of the integral operator ® associated
with the NTK &, A is the prediction error at
the initialization, R(Ao, £) is the Ly norm of the
projection of Ay onto the space spanned by the
eigenfunctions corresponding to the eigenvalues
{A\i}39,, and o7 is the average squared prediction
error at initialization. In particular, for an arbi-
trarily small but fixed constant € > 0, by choosing
f and ¢ to be sufficiently small, while T" and m to
be sufficiently large, the average prediction error
is at most .

e On a technical front, our analysis departs signif-
icantly from the existing literature. Specifically,
in the batch setting, the existing literature such
as [Du et al., 2019b] and [Su and Yang, 2019] only
need to deal with the kernel matrices and thus
simple point-wise concentration plus union bound
is enough to obtain the convergence of random
kernel matrices with high probability. However,
in the streaming data setup, such techniques are
not directly applicable to prove the convergence

n the streaming data setting where the data is not
allowed to be stored, the sliding window is not applicable.
Even when it is allowed, due to the i.i.d. data assumption,
it can be equivalently viewed as one-pass SGD with mini-
batches to which our analysis still applies [Dehghani et al.,
2019].

of kernel functions. As such, we employ the VC
dimension technique and McDiarmid’s inequality
to show that a random kernel function converges
to the NTK with high probability.

Notation Let (X,u) denote a measurable space
with measure u. Let L?(X,u) denote the space of
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functions f : X — R that are integrable, i.e., || f|l; =

[ f2(z)du(z) < co. When X is the unit sphere S4-1
in R%, we abbreviate L2(S9~1, 1) as L?(u) for simplic-
ity. Define the L-infinite norm || f||oc £ sup,c |f(2)].
Given f,g € L?(X, ), define their inner products as
(f,9) £ [ [(@)g(x)du(z) with (f, f) = ] Given a
kernel function K € L?(X x X, ® p), define the as-
sociated integral operator K : L2(X, u) — L?*(X, ) as
Kf(z) = [ K(z,y)f(y)du(y). The operator norm of
K is defined as [[K||, £ supj s <1 [[Kf[l,- Denote the
composition of operators Ki,Ka, -+, Ky, as [[/~, K;
with [T;_, ., K; treated as the identity operator.

2 Related Work

To facilitate the discussion and better differentiate the
algorithms, we use batch-SGD to denote the gradient
descent algorithm where a sub-sample is drawn with-
out replacement from the given batch to compute the
gradient at each iteration, i.e., for the given batch
{(zs,v:)}—; and a loss function I(-,-), W(t + 1) =
W (t) = 17 2ien, Vwi(f(zi; W (1)), yi) where W (t) is
the weight matrix at iteration ¢, f(x; W (t)) is the neu-
ral network with parameter W (t) and B; is a random
subset of the batch {(z;,v;)};—,. The data in B, may
be reused in the later iterations. In the special case
where the entire batch is used to compute the gradient
at each iteration, i.e., By = {(z;,y;)};_, for any t, we
refer the batch-SGD to GD. In contrast, our study fo-
cuses on the one-pass SGD, abbreviated as SGD, which
draws a single fresh sample from the true data distri-
bution to compute the gradient at each iteration. In
particular, W(t + 1) = W (t) — n:Vwl(f(ze; W(t)), yt)
where (¢, ;) is a freshly drawn sample at the ¢-th it-
eration from some unknown distribution . The drawn
sample (x4, y¢) is then archived and not used any more.
Most existing literature focuses on the batch setting
and uses GD /batch-SGD to train the neural networks.

Training error with batch learning. In [Du
et al., 2019b], the training error of overparametrized
neural networks is shown to converge at linear rate
[1 - g/\min(H)]t, where t is the number of iterations,
1 is the step size, and H € R"*" is the gram ma-
trix of the neural network with H;; = ®(x;,z;) =
af;-rl‘jEwNN(o’]) [1{<w,wi>20}1{(w,wj>20}]' Furthermore,
[Du et al., 2019a] extends the result to multi-layer neu-
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ral networks with analytic activation functions, by uti-
lizing the gram matrix H of the last hidden layer.
Despite these positive results, [Su and Yang, 2019]
proves that as the sample size n grows, Amin(H) de-
creases to 0 and hence the convergence rate can be
very close to 0. Furthermore, [Su and Yang, 2019]
proves that the training error is upper bounded by
[1- %”)\T}t + 2V2R(f*,r) + @(ﬁ) where A, is the
r-th largest eigenvalue of the integral operator ® as-
sociated with the NTK &, R(f*,r) is the Ly norm
of the projection of f* onto the eigenspaces of kernel
® associated with {A;}2,,,. Despite that the result
in [Su and Yang, 2019] and our result share some simi-
larity in terms of the eigen-decomposition of the NTK,
our study differs from [Su and Yang, 2019] in two im-
portant aspects. First, the algorithm used in [Su and
Yang, 2019] is GD while ours is one-pass SGD. A sig-
nificant challenge for us is to control the accumulation
of the noise due to the stochasticity of the gradients.
Moreover, the focus of [Su and Yang, 2019] is on train-
ing error, while we focus on the average prediction er-
ror and has to deal with the convergence of random
kernel functions. As for the batch-SGD, both [Allen-
Zhu et al., 2019a] and [Zou and Gu, 2019] show the
training error of over-parametrized deep neural net-
works converges to 0. However, in both works, af-
ter proper scaling of the number of neurons m, the
step size needed is still of order @(ﬁ). For over-
parametrized neural networks, this leads to an ex-
tremely small step size that is not commonly used in
practise [Bengio, 2012]. In contrast, in our study, the
step size does not decay with the number of neurons
m.

Generalization error with batch learning. Fol-
lowing [Du et al., 2019b], [Arora et al., 2019] derives
an upper bound of the generalization error of over-
parametrized two-layer neural networks under GD as

\/LTH_ly + O(\/ilog("/)‘;i“(m)), where y € R" is the

n
label of the sample. As mentioned above, Apin(H) de-
creases to 0 and hence the generalization error blows
up to infinity as n grows. In [Ma et al., 2019], the au-
thors consider the minimum-norm estimator (a, /W) =
argmin { L 3" |a;|||w;|[1 : Rn(a, W) =0} for two-
layer ReLU activated neural networks f(x;a, W) =
LaTo(Wa), where R, = = S0 | (f(zi;a, W) — ;)

is the empirical loss over the batch {(z;,v;)},—,. They

show that a generalization error of order O ( %

can be achieved, provided that the number of neurons
2n? log(4n?)
Ain (H)
such minimum-norm estimator is unknown, while the
estimator from one-pass SGD is easy-to-compute and

also widely used in practice.

m > . However, how to efficiently compute

Generalization error with streaming data Sim-
ilar to our work, [Cao and Gu, 2019] also considers
the one-pass SGD in the streaming setting. The au-
thors apply the online-to-batch conversion proposed
in [Cesa-Bianchi et al., 2004] to bound the generaliza-
tion error % ZZ:I ]E(X,y) [1{yf(X;W(s))<O}} from above
by the empirical loss 7 Zil L(ysf(xs;W(s)) with
the hinge loss function £(z) = log(1 4+ exp(—=z)). Note
the online-to-batch conversion follows from an appli-
cation of martingale concentration equalities. It does
not resolve the problem of bounding the generaliza-
tion error as one still needs to bound the cumula-
tive loss. Indeed the authors bound the cumulative
loss following a similar analysis of [Du et al., 2019D)
and obtain an upper bound of the generalization er-

ror as O (\/yTHle) +0 (w/l/T). However, as T

increases, Amin(H) decreases to 0 and hence the up-
per bound which depends on H~! may blow up. On
the contrary, our study proves that the average predic-
tion error can indeed be very small. In addition, after
proper scaling of the number of neurons m, the step

size considered in [Cao and Gu, 2019] is O( L ),

vmT
which is extremely small in the overparameterized neu-

ral networks.

3 Main Result

3.1 Problem Setup

Given f* € L?(u), we assume the data (X,y) is given
by y = f*(X)+e, where X € R? is generated according
to distribution g on the unit sphere S?~!, and e is the
noise independent of X with mean 0 and variance 72.

We consider the following two-layer neural network:
1 m
fla; W) = —=> " aioc((Wi,z))
vm i=1

where a; € {£1}, o(x) = max{0, z} is the ReLU acti-
vation function, and W € R™*? is the weight matrix
with the i-th row denoted as W;.

The neural network is trained by running the stochas-
tic gradient descent (SGD) on the streaming data in
one pass. In particular, we assume the outer weights
a;’s are i.i.d. Rademacher random variables and fixed
throughout the training process. The weight matrix
W(0) € R™*4 is initialized as the Gaussian random
matrix with i.i.d. standard normal entries. Then we
update the weight matrix at the ¢-th iteration as

W(t+1)=W(t) =1 Vwl(W(t), Xe,ye), (1)

IW,z,y) =
%(y—f(a:;VV))2 is the quadratic loss function,

where 141 is the step size,
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and (X, y¢) is the fresh data independently and
identically distributed as (X, ).

3.2 Main Theorem

Denote the prediction error Ai(z) = f*(x) —
f(z;W(t)). Let 0? = E [||At||§} +72. Our main result
characterizes the convergence of the average prediction

error in terms of the spectrum of certain integrator op-
erator. Define the (neural tangent) kernel function

@(m,x/) = (ET.’EIEWNN(OJCL) I:]'{UJT‘TZO}]'{U)T‘T/ZO}}

and the integral operator ¢ associated with ® as

Pg(x) = / Bz, ") g(eu(dz'), Vg € L2(u).

Denote the eigenvalues of ¢ as {\;}2, with Ay >
Ao -+ and the corresponding eigenfunctions ¢;. For
any function g € L?(p), denote R(g, £) as the Ly norm
of the projection of function g onto the space spanned
by the eigenfunctions {¢;}{<, ;, i.e.,

[ee]
i=0+1
Theorem 1. Suppose the step size n; < t_%l with 6 <

i. For any T < oo, if

m>c (d? +max{<(T'zl)20>g, <Glo§(T)>9}>

for some universal constant ¢ > 0 and some § > 0,
then with probability at least 1 — 2exp(—2m!/3)) — 4,
VO<t<T,

E (A, W (0)]

t—1
< inf { H(l — MeAe) [|Aolly + ,R’(A()vg)} +2c1, (2)

k=0

4002 (92—
where ¢1 = 00\/%19&0).

Remark 3.1. Under a symmetric initialization moti-
vated by [Su and Yang, 2019] and also used in [Chizat
et al., 2019], Ay = f* and hence |Aolly = [|f*|l5-
Specifically, first let W(0) = (%) , where W € R% x4
is random matriz with i.i.d. standard normal N(0,1)
entries. Then let the outer weights a = (b, —b)T € R™,
where b € {+1}™/? has i.i.d. Rademacher entries.

Furthermore, under this initialization, following [Su
and Yang, 2019], if f* is a degree £* polynomial, £* > 0
and p is the uniform distribution on S, we know
R(f*,0*) =0. Thus, with high probability,
t—1
El1Ad,) < T (1= mede) [Aolly + 261, YO < £ < T
k=0

Assume ||f*|l, = 1 and 7 = 0, then for any
, . RNV OV
£ € (0705), Zf e == 1’ T (W) )

9
m > c<d2+max{((T+19)261> ’9910(5%9@)}) for

¢ > 14520, +Cs)® and a small 6, we have
E[|Ar|l,] < e with high probability.

For more general f*, there is no guarantee that
R(Ag,€) = 0 for some £ < co. We provide a way to
compute the eigenvalues Ag and the projection R(f*, ()
in the Supplementary Material.

Remark 3.2. Note that the lower bound of m grows in
T. In order to control m, we adopt the early stopping
assumption T’ < co which is commonly used in practice
as shown in [Su and Yang, 2019).

Remark 3.3. In terms of generalization error, follow-
ing a similar analysis of [Arora et al., 2019, Section
D.3], we know that if the loss functionl : RxR — [0, 1]
is 1-Lipschitz in the first argument with 1(z,z) = 0
and T =0, then E[L (W (1)) [W(0)] < E[[|A]l, [W(0)]
where LW (t)) = Ex [ (f(X;W(t)),y)]. In other
words, our result in averaged prediction error can be
viewed as an upper bound of the expectation of gener-
alization error.

Our result sheds light on the trade-off between the
convergence rate and the accumulation of approxima-
tion errors. The trade-off is two-fold. One is be-
tween H};:O(l - %) and R(f*, ) through ¢. Denote
the principle space P, as the space spanned by the
first ¢ eigen-functions of ¢ and the space spanned by
{+ 1,042, eigen-functions of ® as the remainder
space ’Pj. Intuitively, on one hand, larger ¢ implies
larger principle spaces which yields smaller R(f*, ).
On the other hand, larger ¢ also implies smaller A,.
Thus the contraction factor HZ:O( - %) is smaller,
indicating slower convergence. The other trade-off
is between the contraction factor HZ:O( - 9%) and
the accumulation of approximation error and noise ¢y
through 6. To make sure c¢; is small, we need small 6,
thus yielding a small contraction factor. In return, we
need more iterations to converge.

4 Proof Sketch of Theorem 1

Throughout this section, we condition on the initializa-
tion W(0) and outer weights a. The expectation E [-]
is taken over the randomness of the samples drawn at
iterations, unless specified otherwise. The complete
proof of Theorem 1 is deferred to the supplementary
material.
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4.1 Proof Overview

We prove (2) via induction over iteration ¢. The base
case t = 0 trivially holds as [|Agly, < [|Aofly + 2¢1.
Assume (2) holds for any s < ¢t < T, we first show
E[|W(s+ 1) — W(0)||r] is small for any s < ¢.
Lemma 4.1. For anyt > 0,

t

E[|W(t+1) = W(O)llr] <D ns B[ A],] +7).

The proof of Lemma 4.1 is based on bounding the SGD
update given in (1). Plugging the induction hypothesis
into Lemma 4.1 and noting E [||A;|l,] < [[Aolly + 2¢1,
we get
Ef[[W(s+1) = W(0)|¥]
< (J|Aollyg + 7+ 2¢1) 6 (log(s) + 1) . (3)

The induction is then completed by the following
proposition.

Proposition 4.2. Suppose the conditions in Theo-
rem 1 hold. If (3) holds for any s < t < T — 1,
then (2) holds for t + 1 with probability at least 1 —
2exp(—m!/3) = § over initialization.

4.2 Proof Sketch of Proposition 4.2

Firstly, we adopt a similar analysis in [Su and Yang,
2019] to obtain the following recursive form of A;:

A1 = Qo Ay — v + ¢, (4)

where Q; = | — n:H; and H; is the integral operator
associated with kernel function Hy,

m

~ 1 ~
Hy(x,7) £ —{2,7) D Lwiw,m20) Liwi ), 5>0)-
i=1

The term v; measures the noise brought by SGD and
is given by

ve(w, Xy) £ neHy(z, Xe) [A(Xy) + €4

—mEx, [Hi(w, X¢)Ag(Xy)] -

The term ¢; captures the perturbation caused by the
non-linearity of the ReLU activation function and can
be bounded as

e (z, X))

< memax {[|Mill o, 1 Lell o } 1A (Xe) + el (5)

where
1
Lt(x,x') = E<x’xl> Z 1{(W,;(t),gc’)20}5t(x)»
:a;=1
1
My(z,a') = —(z,2') Y L{wiw,e>000(2),

m X
ia;=—

0¢(2) = Ly wi(t41),2) >0} — L{(Wi(t),2)>0}-

Both L; and M; measure the number of sign changes
of neurons between ¢ and ¢t + 1. Define the number of
sign changes of neurons between ¢ and 0 as

Si(x) = [{i € [m] : sen((Wi(t), x)) # sgn((Wi(0),2))} |-

In view of the definition of Hy, if Si(x) is small for any
x and t, then we expect H; to be close to Hy. Further-
more, at the initialization, note that Eyy)[Ho] =
and thus we expect Hy concentrates on the NTK func-
tion ®. By the triangle inequality, we get that H; is
close to ® and hence Q; is close to K; £ 1 — n:P. To
capture this idea, we unroll the recursion (4) and de-
compose Q; into K; + D; to obtain

= i=r+1

+Z<H QSO(ET—’UT)>, (6)

r=0 \s=r+1

t t t r—1
At+1:HKsOA()+Z H QiDrHKjOAO
5=0 r=0 §=0

where Dt = Qt - Kt.

Taking the Lo norm and conditional expectation on
both hand sides of (6), and using the triangle inequal-
ity and the fact that |Q¢|l, < 1 and ||K¢l, < 1, we
get

t t
E|Aully) < || TTKs 0 Ao|| + > ENIDL] 140l
s=0 2 r=0
t t t
+E|[S T Quowl| [+ Ellel,l. ()
r=0s=r+1 2 r=0

Next we analyze each term in (7).

The next result provides an upper bound of the first
term of (7) in terms of the eigen-decomposition of ¢.

Lemma 4.3. Suppose nsA\1 < 1 for any s <t, then,

t
H Ks 9} AO
s=0

t
< int{ TT (=m0l + R(80. 0}
2

s=0

To bound the second term of (7), note that ||Ds||, =
Qs — Kslly < s ||Hs — @ ,. Lemma 4.4 provides an
upper bound of || Hy — ®||__ under event ;N where

1 m
0, = {il,lg ’m ; L (wi(0),) <R

1 d
—E [1{|<w,w>|<R}]‘ < — g+ 02\/;}’
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and

Qp = {bup Zl{ W;(0),z

1 d
-E [1{<w,x>>o}1{<w,i>>o})]‘ < i T Oy m}

for some universal constant Cs, C5 and w ~ N (0, I).

y>03 L{(w;(0),8)>0}

Both events are defined with respect to the initial ran-
domness W(0), and require the sample mean of some
function of W;(0) to be close to the expectation. Since
W;(0)’s are i.i.d. Gaussian, using uniform concentra-
tion inequalities, we will show in Section 4.3 that both
Q7 and €, occur with high probability when m is large.

Lemma 4.4. Under s, for any t > 0,

2 d 1
1He = @lloo < — MIStlloe + Cay/ — + 575

Lemma 4.4 provides an upper bound to ||Hy — @
in terms of the number of sign changes |[|S||,
Lemma 4.4 directly follows from the triangle inequal-
ity |[H, — @ < | H, — Holl, + [ Ho— @], and the
definition of .

The following result further shows that when ||[W(¢) —
W(0)||r is small and m is large, under Qq, ||St||co is
small.

Lemma 4.5. Under Qq,

24 m3 W (t) — W)
173 ’

18|, < m3 + CyVmd +

For the third term of (7), we utilize ||Q¢|l, < 1 and
the fact that v; is a martingale difference sequence to
bound the accumulation of the noise, that is

e| jg

Then we show E [||vt\|§} < n?0? to obtain Lemma 4.6.

t
2
> loells.

r=0

t t
> 11 Qeown

r=0s=r+1

Lemma 4.6. Suppose 0 < ns < 2 for any s > 0, then,

t t
ST Qo ]g
2

s=01=s+1
We see the third term depends on o;. The next lemma
shows o, does not grow fast in ¢.

t

252
E Ns0s-
s=0

Lemma 4.7. For anyt > 0,

t

Ut2+1 < H( +2775) UO'
s=0

Plugging Lemma 4.7 into Lemma 4.6, we obtain
t ot
|3 11 een

s=01i=s+1
For the fourth term of (7), taking the Ly norm and
conditional expectation of (5), we have

‘| S Cy. (8)

B llela) < ey B 1L + 1042 o O

It remains to bound E [HLT||§O} Note

E[IL 2]

where

—E [HLrHiO 1{A}} +E [IILrHio 1{AC}] ’
(10)

A { i <|w<r 1) WO e W) W(O)HF)

Sm1/3}'

Through the following Lemma 4.8 and Lemma 4.5, we
can upper bound the first component of (10) as

2
) 2 d 210/3
E[IL 2% 1] < lml/g + 202\ -+ T
(11)
Lemma 4.8.
1 1
L LM, < =S —||S
max {[| Lo [1Mell oo} < — 1Stlloo + — 1S4l

Intuitively, if the weight matrix is close to the initial-
ization at iteration ¢ and ¢ + 1, we expect the number
of sign changes S; and S;;;1 to be small for any .
Small ||.S¢]|, and ||S¢11]|, then lead to small ||L|
and [[Mi]|

For the second component of (10), note

E (1L Loar] € B [Lae)]
<P[IW(r+1) = W(O)e > m'?]
+P W (r) = WO)lle >m*?],
(12)
where (a) holds by the fact ||L,|| <1

By (3) and Markov’s inequality, we get for s €
{r,r +1},

P [||W(s —W(O)||p > m'/3

(IIAon + 7 +2¢1) 0 (log(T) +1)
mi/3 :

(13)
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Plugging (13) into (12) and combining with (11), we

have
2
5 ) d 210/3
B I 1] < | o 20 5+ s
2([| Aolly + 7 + 2¢1) 0 (log(T) + 1)
+ . —7 : (14)
Denote Q3 = 4[| Qg5 < ”lfélﬁl} for 0 < 4§ < 1.

Under Q3, we can further bound RHS of (14) in terms
of 6.

Therefore, with m sufficiently large, E |:||Lr||io] is
small. The result for E {HMt ||io} can be obtained anal-
ogously.

Applying Lemma 4.7 again with (14) and (9), we ob-
tain

t 620 20 o0
ZEnmng]sm {(tn;/zg) J

r=0

(15)

for a sufficiently large m.

Combining Lemma 4.3, Lemma 4.4, (8) and
(15), we get under 7 N Q9 N Qg, provided that

9
m > C(dQ—l—max{((Tnge_l) 79910599@)}) for

some universal constant ¢, we have

EllAsll,]

< H},f {H (1 - 778)\7‘) ||A0||2 + R(AO’T)}

s=0

+ 261 .
It remains to show N3_;€); occurs with probability at

least 1 — & — 2exp(—m!/3).
Lemma 4.9. For any 0 <4 <1,

P[Q3] >1— 6.

The proof of Lemma 4.9 follows by E, w (o) [||A0||§} <
/%] + 1 and Markov inequality.

We complete the proof by showing both €7 and Qo
occur with probability at least 1 — exp(—m!/?).

Lemma 4.10.
P[] >1- exp(—2m1/3),
P[] > 1 — exp(—2m/?).

Remark 4.1. In Lemma 4.10, we use the VC-
dimension and McDiarmid’s inequality to obtain the

uniform control of ||Hy — ®||,. This significantly de-
viates from the existing literature such as [Du et al.,
2019b, Du et al., 2019a, Su and Yang, 2019, Allen-
Zhu et al., 2019a, Zou et al., 2020, Arora et al., 2019]
that studies the batch setting and obtains the uni-
form control via pointwise control and union bound.
More specifically, in the batch setting with n data
points {(z;,vi)}iy, similar to Qs we can define event
Q/Q = Ui,jQi,j; where

1 m
g = {W(O) : ’m (Z LW (0).20) 20} L{ (Wi (0).,) 20}
k=1

Cy
—Ey [1{<w,xi>zo}1{<w,xj>20}]>’ < i }

for some constant Cy.

Then we can show Qf occurs with high probability by
bounding the probability of each individual €; ; and ap-
plying a union bound. However, such techniques are
not directly applicable in the streaming data setting to
obtain the desired uniform control on the kernel func-
tions.

4.3 Proof of Lemma 4.10

Here, we provide the proof of Lemma 4.10 to high-
light our new proof strategy. In particular, we show
the conclusion for €s; the conclusion for €y follows
analogously. Denote

$(w) = sup

T, T

1 m
— > V(w203 L{(w,. 520}
=1

—Eyun(0,12) [1{(w,2)20) L{(w7)>0}] |-

where w = (w1, wa, -+, Wp).
By triangle inequality, we have
1

/
Wi 1, Wi, Wit 1, W) < —.
) y Wi 9 ) m

Let Wy,...,W,, denote m i.i.d. N(0,1;). Thus, by
McDiarmid’s inequality, we get

[p(w) — ¢(wy, -

B6(Wi, o W) = m L E[o(Wa, o, W)

< exp (—2m1/3) .

The proof is then completed by invoking the following

claim
E[p(Wy, -, Wp)] < Cg\/z.

To prove the claim, by [Vershynin, 2019, Theorem
8.3.23], it suffices to show that the VC dimension of F;
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is upper bounded by C’d for some universal constant
C’, where

Fi= {fa:,a;’ : fw,a;’ (’U)) = 1{<w,w)20}1{(w,w’)20}} .

To see this, first we can show that VC(G) = d, where
G = {921 9:(0) = L{(w,a)>01 }-

For any boolean function g, define D, =
{w:weR g(w)=1} and Cr £ {D, g€ F}.
We are now going to show Cr, = Cg M Cg where
Ci M Cqy £ {ClﬂCQZCjECj,j:LQ}. To see
this, note for any f € JF;, we can find g; and
g2 in G such that Dy = Dy N Dy,. In particu-
lar, if f(w) = 1{we,)>0}1{(was)>0}, We can take
g1(w) = Ly ey>0y and ga(w) = Ly e,)>0y- Sim-
ilarly, for any g1,92 € G, Dg, N Dy, = Dy for some
f € Fi. Then we get VC(Fy) < C'VC(G) = C'd
for some universal constant C’ by invoking [Van
Der Vaart and Wellner, 2009, Theorem 1.1]. Detailed
proof of the claim is deferred to the supplementary
material.

5 Numerical Study

In this section, we present two numerical studies to
support our theoretical analysis. More numerical ex-
periments can be found in the supplementary material.

We consider the following different choices of f*:

e Linear: f*(x) = (b, z) with b ~ N(0, I).

e Quadratic: f*(z) = z' Az + (b,z), where both
A € R™4 and b € R? have i.i.d. N(0,1) entries.

e Teacher neural network: f(x) =
2?21 biy((vi, ), where ¥(z) = H% is
the sigmoid function, b;’s are i.i.d. Rademacher
random variables, and v; ~ N (0, I).

e Random Label: f*(x) are i.i.d. Bernoulli random
variables with parameter % across all x.

We run the stochastic gradient descent algorithm (1)
on the streaming data with constant step size n = 0.2.
We assume the symmetric initialization introduced
in Remark 3.1 to ensure the initial prediction error
Ag = f*. At each iteration, we randomly draw data
X uniformly from S?! and e from N(0,72) to obtain
(X,y) where y = f*(X) + e. The average prediction
error is estimated using freshly drawn 400 data points,
and the resulting error is further averaged over 20 in-
dependent runs.

Figure 1 shows the dynamic (solid lines) of the av-
erage prediction error normalized by the error at ini-

tialization 4/ Hf*||§ + 72 for different f* with d = 5,

1.04 Linear

—— Quadratic
—— Teacher neural network
0.8 —— Random Label
__________________ === Linear Optimal
=== Quadratic Optimal

0.6 === Teacher neural network Optimal
Random Label Optimal

Generalization error
1
1
1

0.4 4

N

T T T T T T T T T
0 250 500 750 1000 1250 1500 1750 2000
iteration

Figure 1: Averaged prediction error under SGD
for different target function f*

m = 1000, and 7 = 0.1. The dashed lines represent the

optimal (normalized) average prediction error, which

is —ZL—— for linear, quadratic and teacher neural
VIR b

/ 2
network and is #
VIl +r2

Figure 1 shows that SGD is able to learn all the four
f* cases efficiently: the normalized average prediction
error converges to the best achievable value. Besides,
we see a difference in the convergence rate among dif-
ferent f*: The convergence is the fastest in the linear
case and the slowest in the random label case. This is
consistent with our theory as a larger principle space
(larger r) is needed for the random label function to
have relatively small R (f*,r), resulting in a smaller
eigenvalue A, for the convergence rate.

for the random label case.

Figure 2 considers the setting with a varying num-
ber of hidden neurons m, when f* is teacher neural
network and d = 5. Figure 2a shows the dynamic
of averaged generalization error. The convergence be-
comes faster when m increases from 100 to 1000, but
there is not much difference when m is increased fur-
ther. This is consistent with our theory, because when
m is large enough, the random kernel H; is already
well approximated by the Neural Tangent Kernel ®.
Indeed we observe a small proportion of sign changes
from figure 2b when m is above 1000, which leads to a
small approximation error €; in view of Lemma 4.8 and
Lemma 4.5. Figure 2c shows the relative deviation of
the weight matrix at iteration from the initialization.
Following Lemma 4.1, we see |[W(t) — W(0)|lr = O(2)
while [|[W(0)|r = O(Vmd). As a result, we see
W decreases as m increases for fixed ¢ and

W () =W (0)|r

AOIE increases as t grows for fixed m.
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0.7
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m=1000
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——m=10000
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Figure 2: Comparison of different number of
neurons with teacher neural network f*

6 Conclusion

In this paper, we provide an upper bound to the aver-
age prediction error of two-layer neural networks under
the one-pass SGD in the streaming data setup, uti-
lizing the eigen-decomposition of the neural tangent
kernel ®. Our analysis relies on proving the uniform
convergence of the kernel functions via the VC dimen-
sion and McDiarmid inequality. This technique may

be also useful for analyzing multi-layer feed-forward
neural networks and other types of neural networks.
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