
 

Unraveling the Orbital Physics in a Canonical Orbital System KCuF3
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We explore the existence of the collective orbital excitations, orbitons, in the canonical orbital system
KCuF3 using the Cu L3-edge resonant inelastic x-ray scattering. We show that the nondispersive high-
energy peaks result from the Cu2þ dd orbital excitations. These high-energy modes display good
agreement with the ab initio quantum chemistry calculation, indicating that the dd excitations are highly
localized. At the same time, the low-energy excitations present clear dispersion. They match extremely well
with the two-spinon continuum following the comparison with Müller ansatz calculations. The localized dd
excitations and the observation of the strongly dispersive magnetic excitations suggest that the orbiton
dispersion is below the resolution detection limit. Our results can reconcile with the strong local Jahn-Teller
effect in KCuF3, which predominantly drives orbital ordering.
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Introduction.—Similar to the spin or charge ordering, the
electron orbital can form long-range ordering in strongly
correlated materials [1]. For example, the colossal magne-
toresistive manganite presents unusual transport properties
that appear to be connected to its spin and orbital order
coupling [2]. In vanadates, orbital order (OO) is known to
be related to the multiple temperature-induced magnetiza-
tion [3]. As one of few pseudocubic perovskite systems,
KCuF3 has been reported to form a long-range OO at a
temperature of about 800 K and undergo a three-dimen-
sional (3D) antiferromagnetic (AFM) ordering below TN of
38 K [4–8]. Along with manganites, KCuF3 is generally
considered to be the most prototypical orbital ordered
system.
The signature of the long-range spin order is the

collective spin wave due to the superexchange interaction.
Similarly, Kugel and Khomskii proposed the spin-orbital
superexchange coupling from which a collective orbital
excitation orbiton should in principle be concomitant with
the presence of the OO in a correlated system [9]. One of

the best studied 3D OO systems is LaMnO3 in which the
dispersive orbiton has been theoretically predicted [10].
Raman scattering reported the orbitons in LaMnO3, how-
ever, its existence has not been verified by other experi-
ments, possibly due to the complex multiplet structure of
the manganese ions [11,12]. Thus, it is instructive to look at
the other prototypical orbital system, KCuF3, which is
actually far simpler. Here the OO is generally accepted to
be largely driven by the Jahn-Teller (JT) effect [13]. The
search for orbitons by nonresonant inelastic x-ray scattering
did not reveal any evidence of the orbitons mode in the
energy range up to 120 meV. It has been argued, though,
that the orbitons may exist at a much higher energy range
[14]. High-energy excitations have been studied by Cu
K-edge resonant inelastic x-ray scattering (RIXS), but
these studies contained no discussions of the existence
of orbitons [15]. Interestingly, a large orbiton dispersion
has been observed in various spin-orbital entangled
cuprates and titanates by resonant inelastic soft x-ray
scattering at the L edges of transition metals owing to x-
ray’s sensitivity to spin and orbital excitations [16–21].
In this Letter, we employ high-energy-resolution RIXS

to explore the existence of orbitons in KCuF3 at the Cu L3

edge. L-edge RIXS is a well-established method for
directly probing the dd orbital excitations and the collective
orbital and magnetic excitations in transition metal oxides
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[16–19,22–24]. It is therefore ideal to apply L-edge RIXS
to shed light on the orbital physics in KCuF3 in both the
low- and high-energy regimes. At high energy, dd excita-
tions from nondegenerated Cu2þ 3d orbitals are resolved.
They are nondispersive in the reciprocal space but dem-
onstrate remarkable evolution in intensity. Using an ab ini-
tio quantum chemistry calculation based on a single CuF6
cluster, we reproduced dd excitations successfully, indicat-
ing that the local crystal-field splitting induced by a JT
distortion dominates the high-energy dd excitations
rather than the collective orbitons. At the low-energy range,
dispersive excitations are clearly resolved. Through Müller
ansatz calculations, we conclude the dispersive excitations
in the low-energy range are dominated by the two-spinon
continuum. Our results suggest that orbitons, if they exist,
may appear at a much lower energy scale than theoretically
expected.
Experimental details.—Single-crystal KCuF3 com-

pounds were prepared by the method described in
Ref. [25]. A pristine sample with the surface normal (0
0 1) was selected and characterized by a lab-based Laue
diffractrometer prior to the RIXS measurements. We
confirm the sample has the type-a orbital order structure
(Fig. S1 in the Supplemental Material [26]). The RIXS
experiments were conducted at the I21-RIXS beam line at
Diamond Light Source, United Kingdom [38]. The sample
was mounted with the (1 1 0) plane lying in the scattering
plane, as shown in Fig. 1(b). The 2θ scattering angle was
fixed at 146° throughout the experiment. RIXS measure-
ments were also performed with the (1 0 0) plane lying in
the scattering plane. The measuring temperature was kept at
16 K unless stated otherwise. We tuned the incident photon
energy to the resonance of the Cu L3 absorption peak [see
Fig. 1(a)] with either linear-horizontal (σ) or linear-vertical
(π) polarizations for RIXS measurements. The total energy
resolution is about 37 meV FWHM. RIXS signals were
collected without polarization analysis. For all RIXS
spectra, the elastic (zero-energy loss) peak positions were
determined by the elastic scattering spectrum from carbon
tape near the sample surface and then fine adjusted by the
Gaussian fitted elastic peak position. All RIXS spectra are
normalized by the integrated intensities from the high-
energy region (0.5 eV–2 eV). The Miller indices in
this study are defined by a pseudotetragonal unit cell with
a ¼ b ≃ 4.146 Å and c ≃ 3.92 Å. The momentum transfer
q is defined in reciprocal lattice units (r.l.u.) as q ¼ ha� þ
kb� þ lc� where a� ¼ 2π=a, etc.

Results and discussion.—Figure 1(a) shows the Cu
L3-edge x-ray absorption spectra (XAS) of KCuF3 excited
by two linear polarizations. The main peak at 932.5 eV
corresponds to the 2p53d10 final state, and the shoulder
peak at about 935 eV stems from the 2p53d10L state (L
represents a hole at ligand-F site) [39]. The comparable Cu
L3-edge XAS intensity demonstrates the 3D character of
the orbital ground state. A representative RIXS spectrum

excited by π polarized x-rays is shown in Fig. 1(c), which
comprises two regions: a high-energy dd excitation that
splits to four peaks, and a low-energy excitation region.
We first address the high-energy excitations. The dd

orbital excitations in KCuF3, though having a comparable
energy scale with respect to that of two-dimensional
cuprates [22], possess different energy splitting owing to
the low D2h crystal-field symmetry. We show the 3d
orbitals splitting in the inset of Fig. 1(c), where the ground
state holds a dx2−z2 hole orbital given the definition of the
xyz axes with respect to the crystal orientation [26]. The
rotation of local distortion along each of three axes then
induces the dy2−z2 hole orbital at the next site, thus
introducing a 3D long-range OO [40]. As demonstrated
in Fig. 1(c), orbital excitations are resolved to four peaks
labeled with orbital characters as sketched in the inset of
Fig. 1(c). We fitted the orbital excitations with a model
comprising four Lorentzian functions convoluted by
Gaussian energy resolution. Together we plot the fitted
dd peaks. The fitted energy positions are found to be
comparable to optical and the CuK-edge RIXS studies (see
Table I in Ref. [26]) [15,41].
To further study the high-energy orbital excitations, we

performed RIXS measurements by varying the incident θ
angle from 15° to 140°. The results are shown in Fig. 2(a)
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FIG. 1. Scattering geometry and overview of RIXS spectra.
(a) Cu L3-XAS spectra of KCuF3 collected with the partial
fluorescence yield. (b) A sketch of the experimental geometry.
Light blue arrows represent the incident (ki) and scattered (kf) x-
rays, while the double arrows (green: π, purple: σ) are for the
polarizations of incident x-rays. Red arrows indicate the mo-
mentum transfer and the corresponding projection parallel and
perpendicular to the sample surface. Crystal axes are represented
by black arrows. (c) A fitting example of the dd excitations. The
purple dotted line is an experimental spectrum, and the gray solid
line represents the total fit. The inset depicts the energy splitting
of 3d orbitals.
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with the top and the bottom figures from the σ and π
polarizations, respectively. Assisted by the fitting analysis,
we reach the conclusion that all dd excitations are non-
dispersive but exhibit a rich intensity variation as a function
of θ (Fig. S2 in the Supplemental Material [26]). Similar to
other cuprate compounds, the behavior in dd excitations is
known to be induced by the local ligand-field splitting [22].
To understand better the dd excitations, we carried out

the ab initio quantum chemistry calculations using the
complete active space self-consistent field and multirefer-
ence configuration interaction (MRCI) as implemented in
the MOLPRO package [32]. An embedded cluster consisting
of a single CuF6 octahedron (one Cu atom and six F atoms,
with short and long bonding lengths in the ab plane) was
considered in the calculations, using the crystallographic
data as reported in Ref. [6]. In the MRCI treatment, the F
2p and Cu 2s, 2p, 3s, 3p, 3d electrons within the single
CuF6 unit were correlated. Details about the computed
orbital excitation energies and the comparison with the
experimental values are given in Ref. [26]. To account for
the orbital ordering effect, the calculations were performed
for both dx2−z2 and dy2−z2 hole orbitals. The latter was
achieved by rotating the CuF6 octahedron around the c=z
axis by 90°.
Figure 2(b) shows the averaged theoretical spectra as a

function of θ based on the MRCI plus spin-orbit coupling
(SOC) approach. The results for both polarizations agree
well with the experimental spectra. To make a more
detailed comparison, we fitted all spectra and extracted
the area of each orbital excitation. The intensities of each
orbital excitation from the experimental and theoretical

results are displayed in Fig. 3(a), (b), respectively. The
comparison shows fairly good agreement in terms of the
trend of the angular-dependent intensity except for the dyz
(dxy) orbital in the σ (π) polarization. The difference in the
dyz orbital may be due to the uncertainty of determining the
intensity because of the dominant dxy orbital. For the dxy
orbital in the π polarization, a repeated RIXS measurement
shows consistent angular dependence. To cross check the
theoretical results, we performed independent calculations
using the single-ion model [22]. Interestingly, the results
are consistent with the quantum chemistry calculations
except for the dxy orbital in the π polarization, which shows
a maximal intensity around θ of 70° (Fig. S6 in the
Supplemental Material [26]). Therefore, the discrepancy
likely stems from the simplification of the single cluster
model. We note that the averaged results are similar to those
derived from the single dx2−z2 or dy2−z2 hole orbital state
(Fig. S3 in the Supplemental Material [26]). Remarkably,
the experimental results acquired under the (1 0 0) geom-
etry could only be supported by the averaged theoretical
spectra than the spectra from either dx2−z2 or dy2−z2 single
state (Figs. S4 and S5 in the Supplemental Material [26]).
We therefore conclude that the high-energy dd excitations
are consistent with the local JT effect and the orbital
ordering of the system. Altogether, the strongly localized
nondispersive dd excitations do not seem to support the
existence of collective orbitons at such high-energy
ranges [14].
We now turn to the discussion of the low-energy

excitations to further explore the potential existence of
the collective orbiton. In Figs. 4(a) and 4(b), we display the
maps of the angular-dependent low-energy excitations
probed by the linear σ and π polarizations, respectively.
Both maps show excitations from zero loss energy up to
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FIG. 2. Angular dependence of dd excitations. (a) Experimental
results σ- (purple) and π polarized (green) incident x-rays. The
vertical dashed lines depict the averaged peak values of fitted dd
excitations. (b) Calculated angular-dependent spectra from the
MRCIþ SOC. The vertical dashed lines show the calculated
values of dd excitations.
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FIG. 3. Relative intensity variations as a function of θ angle for
different dd excitations. (a) is the experimental results; (b) is the
calculated results. The first data point of the dy2 orbital is
normalized to a fixed intensity.
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about 100 meV, where a mode emanates from θ ≃ 100° and
disperses to higher energy by approaching to either side of
the θ range. Specifically, near a θ of 80°, two maximal
intensity points are present at the zero loss energy positions.
In KCuF3, the well-known dispersive modes are the two-
spinon continuum reported by the inelastic neutron scatter-
ing (INS) because of the quasi-one-dimensional magnetic
properties [4,6,8]. Given the sensitivity of RIXS to
magnetic excitations, we corroborate that the observed
dispersive modes in RIXS are dominated by the two-spinon
continuum.
To verify the assignment, we analyze more quantitatively

the spin dynamics in KCuF3 using the Müller ansatz
[43–46]. As established in Ref. [47], the lower and upper
boundaries of the two-spinon continuum can be expressed
by the following sinusoidal functions:

ElðqcÞ ¼
π

2
Jcj sin qcj and EuðqcÞ ¼ πJc

�
�
�
�
sin

qc
2

�
�
�
�
;

where qc is the projected wave vector along the c axis in the
unit of r.l.u., and Jc is the AFM superexchange interaction.
As a good approximation, the magnetic dynamic structure
factor at T ¼ 0 K can be expressed as [46]

SðE; qÞ ¼ 289.6
π

H½E − ElðqÞ� ×H½EuðqÞ − E�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

E2 − ElðqÞ2
p :

Here,H½x� is the Heaviside step function. We evaluated this
expression using Jc ¼ 34 meV, which is based on the INS
results [47]. Before we plot the calculated spectra, we note
that the photon momentum transfer along the sample c axis
passes through the AFM wave vector qc ¼ 0.5 r:l:u: twice
under the fixed RIXS scattering configuration [26].
Correspondingly, we show theoretical results as a function
of qc in Fig. 4(c) [26]. In Figs. 4(a) and 4(b), we plot the
momentum transfer qc at the bottom axes and superimpose

the two-spinon continuum lower and upper boundaries
(white dashed lines) on top of the experimental results.
Remarkably, the center of mass of the RIXS low-energy
excitations matches the lower limit of two-spinon disper-
sions extremely well. In particular, two maximal intensity
spots near the zero loss energy position agree precisely with
the theoretical results.
Comparing the RIXS results to the INS data [47],

some extra spectral weight seems to exist specifically near
qc ¼ 0.5 r:l:u: We plot the corresponding line spectra in
Fig. 4(d) together with the theoretical result. The peak
position of the mode appears at ∼40 (47) meV for the σ (π)
polarizations, which is absent in the theory. The longi-
tudinal magnetic mode, i.e., the signature of the 3D
magnetic ordering, should in principle exist in RIXS
spectra as the experiments were conducted below TN of
38 K [42]. However, its center energy of ∼18.5 meV is
below the RIXS energy resolution. On the other hand, the
mode seems to be comparable to the optical phonon
observed by Raman [48] and IXS [14]. To further explore
the origin of the mode, we performed temperature-depen-
dent measurements at qc ¼ 0.5 r:l:u: The data are shown in
Fig. 4(e). The persistence of the peak up to room temper-
ature in both polarizations confirms the phonon-like origin
of this low-energy mode at qc ¼ 0.5 r:l:u:
We now address the relevance of the observed low-

energy excitations to the expected dispersive orbiton in
KCuF3. It is understood that the spin-orbital exchange of
purely electronic origin should not be considered the mere
mechanism that is responsible for the orbiton dispersion.
As the OO is mostly driven by the JT mechanism whose
Hamiltonian has an identical form to the orbital part
of the superexchange interaction [9,49–51], the orbiton
dispersion should mainly result from the JT effect. This is
consistent with what was suggested in Ref. [48], which is
that the orbital-only interaction, which comprises the JT
and the on-ligand interaction, is about 600 K (∼52 meV).
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FIG. 4. Low-energy excitations of KCuF3 revealed by the Cu L3 edge RIXS. (a) and (b) are color maps of the low-energy RIXS
spectra from the σ and π polarizations, respectively. (c) is the Müller ansatz calculated results. The white dashed lines are the lower and
upper boundaries of the two-spinon continuum. The thin white line is the zero energy reference. (d) The comparison of RIXS spectra at
qc ¼ 0.5 r:l:u: The dashed line marks the longitudinal magnetic mode observed in INS [42]. (e) Temperature-dependent RIXS spectra at
qc ¼ 0.5 r:l:u: for different polarizations.
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By taking into account also the effective spin-orbital
exchange of electronic origin (∼3 meV), we estimate
approximately the total orbital superexchange (JOO) to
be about 55 meV along the c direction, which could result
in an orbiton bandwidth of ∼110 meV. Such a large
bandwidth would yield an obvious dispersive orbiton given
the experimental energy resolution of 37 meV.
Interestingly, we found an excellent agreement between

the low-energy RIXS spectra and the Müller ansatz
calculations, which indicates that the orbiton dispersion
must be well below the dispersive two-spinon continuum. It
is thus puzzling to understand why the orbital super-
exchange (JOO ∼55 meV) induced JT coupling does not
lead to a sizeable and observable orbiton dispersion. While
we leave a detailed answer to this question for a future
work, we here suggest the following explanation. Apart
from the cooperative, global JT effect and ordering, the
local JT effect, i.e., the JT coupling between the orbital
degrees of freedom and the local lattice vibrations, is of
prime importance [51,52]. As discussed in Ref. [51], the
latter effect, which should be present in any JT active
system, can lead to a strong dressing of the orbitons with
local vibrational modes and may cause a complete smear-
ing out of the orbiton dispersion, cf. Fig. 5(b) of [51]. Since
the JT coupling is inherently strong in KCuF3, we believe
this scenario explains the effective disappearance of the
orbiton dispersion in this system. Our work is significant in
recognizing the importance of the dressing effect of the
local JT distortion on the collective orbiton in KCuF3 and
many other orbital-ordered systems with strong JT effects.
Conclusion.—In summary, we performed high-resolu-

tion RIXS experiments on the orbitally ordered KCuF3.
The high-energy excitations are found to stem from
localized dd orbital excitations, consistent with the ab initio
calculation based on a single cluster. The low-energy
dispersive excitations are dominated by the two-spinon
continuum via the comparison to Müller ansatz calcula-
tions. This indicates that the relevant energy bandwidth of
the orbitons may be much lower than the energy resolution
of RIXS experiments. We suggest that the main reason for
the lack of the onset of an orbiton with a dispersion above
the resolution threshold lies in the possibly strong local JT
effect, which may lead to the dressing of the orbiton with
the local vibrational modes and thus to the suppression of
the orbiton dispersion.
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