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Abstract

Generative adversarial networks (GANs) are a widely used framework for learning generative models. Wasserstein
GANs (WGANSs), one of the most successful variants of GANS, require solving a minmax optimization problem to
global optimality, but are in practice successfully trained using stochastic gradient descent-ascent. In this paper, we
show that, when the generator is a one-layer network, stochastic gradient descent-ascent converges to a global solution
with polynomial time and sample complexity.

1 Introduction

Generative Adversarial Networks (GANs) (Goodfellow et al., 2014) are a prominent framework for learning generative
models of complex, real-world distributions given samples from these distributions. GANs and their variants have
been successfully applied to numerous datasets and tasks, including image-to-image translation (Isola et al., 2017),
image super-resolution (Ledig et al., 2017), domain adaptation (Tzeng et al., 2017), probabilistic inference (Dumoulin
et al., 2016), compressed sensing (Bora et al., 2017) and many more. These advances owe in part to the success of
Wasserstein GANs (WGANSs) (Arjovsky et al., 2017, Gulrajani et al., 2017), leveraging the neural net induced integral
probability metric to better measure the difference between a target and a generated distribution.

Along with the aforementioned empirical successes, there have been theoretical studies of the statistical properties
of GANs—see e.g. (Zhang et al., 2018, Arora et al., 2017, 2018, Bai et al., 2018, Dumoulin et al., 2016) and their
references. These works have shown that, with an appropriate design of the generator and discriminator, the global
optimum of the WGAN objective identifies the target distribution with low sample complexity. However, these results
cannot be algorithmically attained via practical GAN training algorithms.

On the algorithmic front, prior work has focused on the stability and convergence properties of gradient descent-
ascent (GDA) and its variants in GAN training and more general min-max optimization problems; see e.g. (Nagarajan
and Kolter, 2017, Heusel et al., 2017, Mescheder et al., 2017, 2018, Daskalakis et al., 2017, Daskalakis and Panageas,
2018a,b, Gidel et al., 2019, Liang and Stokes, 2019, Mokhtari et al., 2019, Jin et al., 2019, Lin et al., 2019, Lei et al.,
2020, 2019, 2017) and their references. These works have studied conditions under which GDA converges to a globally
optimal solution in the convex-concave objective, or local stability in the non-convex non-concave setting. These results
do not ensure convergence to a globally optimal generator, or in fact even convergence to a locally optimal generator.

Thus a natural question is whether:

Are GAN s able to learn high-dimensional distributions in polynomial time and polynomial/parametric sample
complexity, and thus bypass the curse of dimensionality?
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The aforementioned prior works stop short of this goal due to a) the intractability of min-max optimization in the
non-convex setting, and b) the curse of dimensionality in learning with Wasserstein distance in high dimensions (Bai
et al., 2018).

A notable exception is Feizi et al. (2017) which shows that for WGANs with a linear generator and quadratic
discriminator GDA succeeds in learning a Gaussian using polynomially many samples in the dimension.

In the same vein, we are the first to our knowledge to study the global convergence properties of stochastic GDA
in the GAN setting, and establishing such guarantees for non-linear generators. In particular, we study the WGAN
formulation for learning a single-layer generative model with some reasonable choices of activations including tanh,
sigmoid and leaky ReL.U.

Our contributions. For WGAN with a one-layer generator network using an activation from a large family of
functions and a quadratic discriminator, we show that stochastic gradient descent-ascent learns a target distribution
using polynomial time and samples, under the assumption that the target distribution is realizable in the architecture of
the generator. This is achieved by simultaneously satisfying the following two criterion:

1. Proving that stochastic gradient-descent attains a globally optimal generator in the metric induced by the
discriminator,

2. Proving that appropriate design of the discriminator ensures a parametric O(ﬁ) statistical rate (Zhang et al.,

2018, Bai et al., 2018) that matches the lower bound for learning one-layer generators as shown in Wu et al.
(2019).

2 Related Work

We briefly review relevant results in GAN training and learning generative models:

2.1 Optimization viewpoint

For standard GANs and WGANSs with appropriate regularization, Nagarajan and Kolter (2017), Mescheder et al. (2017)
and Heusel et al. (2017) establish sufficient conditions to achieve local convergence and stability properties for GAN
training. At the equilibrium point, if the Jacobian of the associated gradient vector field has only eigenvalues with
negative real-part, GAN training is verified to converge locally for small enough learning rates. A follow-up paper by
(Mescheder et al., 2018) shows the necessity of these conditions by identifying a counterexample that fails to converge
locally for gradient descent based GAN optimization. The lack of global convergence prevents the analysis from
yielding any guarantees for learning the real distribution.

The work of (Feizi et al., 2017) described above has similar goals as our paper, namely understanding the convergence
properties of basic dynamics in simple WGAN formulations. However, they only consider linear generators, which
restrict the WGAN model to learning a Gaussian. Our work goes a step further, considering WGANs whose generators
are one-layer neural networks with a broad selection of activations. We show that with a proper gradient-based algorithm,
we can still recover the ground truth parameters of the underlying distribution.

More broadly, WGANSs typically result in nonconvex-nonconcave min-max optimization problems. In these
problems, a global min-max solution may not exist, and there are various notions of local min-max solutions, namely
local min-local max solutions (Daskalakis and Panageas, 2018b), and local min solutions of the max objective (Jin
et al., 2019), the latter being guaranteed to exist under mild conditions. In fact, Lin et al. (2019) show that GDA is able
to find stationary points of the max objective in nonconvex-concave objectives. Given that GDA may not even converge
for convex-concave objectives, another line of work has studied variants of GDA that exhibit global convergence to the
min-max solution (Daskalakis et al., 2017, Daskalakis and Panageas, 2018a, Gidel et al., 2019, Liang and Stokes, 2019,
Mokhtari et al., 2019), which is established for GDA variants that add negative momentum to the dynamics. While the
convergence of GDA with negative momentum is shown in convex-concave settings, there is experimental evidence
supporting that it improves GAN training (Daskalakis et al., 2017, Gidel et al., 2019).



2.2 Statistical viewpoint

Several works have studied the issue of mode collapse. One might doubt the ability of GANs to actually learn the
distribution vs just memorize the training data (Arora et al., 2017, 2018, Dumoulin et al., 2016). Some corresponding
cures have been proposed. For instance, Zhang et al. (2018), Bai et al. (2018) show for specific generators combined with
appropriate parametric discriminator design, WGANSs can attain parametric statistical rates, avoiding the exponential in
dimension sample complexity (Liang, 2018, Bai et al., 2018, Feizi et al., 2017).

Recent work of Wu et al. (2019) provides an algorithm to learn the distribution of a single-layer ReLU generator
network. While our conclusion appears similar, our focus is very different. Our paper targets understanding when a
WGAN formulation trained with stochastic GDA can learn in polynomial time and sample complexity. Their work
instead relies on a specifically tailored algorithm for learning truncated normal distributions (Daskalakis et al., 2018).

3 Preliminaries

Notation. We consider GAN formulations for learning a generator G4 : R¥ — R? of the form z — = = ¢(Az),
where A is a d x k parameter matrix and ¢ some activation function. We consider discriminators D,, : R* — R or
Dy : R? — R respectively when the discriminator functions are parametrized by either vectors or matrices. We assume
latent variables z are sampled from the normal A (0, Iy ), where Ij«x denotes the identity matrix of size k. The
real/target distribution outputs samples & ~ D = G 4+ (N (0, I, x, )), for some ground truth parameters A*, where
A*is d x ko, and we take k > kg for enough expressivity, taking k = d when kg is unknown.

The Wasserstain GAN under our choice of generator and discriminator is naturally formulated as:

: 1
in max f(A,v),

for f(Aa ’U) = ]Ezw’DDv(x) - EzNN(O,Ikxk)Dv(GA(Z))'

We use a; to denote the i-th row vector of A. We sometimes omit the 2 subscript, using ||| to denote the 2-norm
of vector x, and || X || to denote the spectral norm of matrix X when there is no ambiguity. S™ C R™*™ represents all
the symmetric matrices of dimension n x n. We use D f(X)[B] to denote the directional derivative of function f at

point X, with direction B: D f(X¢)[B] = lim,_,o L&etB=/(Xo),

3.1 Motivation and Discussion

To provably learn one-layer generators with nonlinear activations, the design of the discriminator must strike a delicate
balance:

1. (Approximation.) The discriminator should be large enough to be able to distinguish the true distribution from
incorrect generated ones. To be more specific, the max function g(A) = max, f(A, V') captures some distance
from our learned generator to the target generators. This distance should only have global minima that correspond
to the ground truth distribution.

2. (Generalizability.) The discriminator should be small enough so that it can be learned with few samples. In fact,
our method guarantees an O(1/+/n) parametric rate that matches the lower bound established in Wu et al. (2019).

3. (Stability.) The discriminator should be carefully designed so that simple local algorithms such as gradient
descent ascent can find the global optimal point.

Further, min-max optimization with non-convexity in either side is intractable. In fact, gradient descent ascent does not
even yield last iterate convergence for bilinear forms, and it requires more carefully designed algorithms like Optimistic
Gradient Descent Ascent Daskalakis and Panageas (2018b) and Extra-gradient methods Korpelevich (1976). In this
paper we show a stronger hardness result. We show that for simple bilinear forms with ReL.U activations, it is NP-hard
to even find a stationary point.

'We will replace v by matrix parameters V € R4*¢ when necessary.



Theorem 1. Consider the min-max optimization on the following ReLU-bilinear form:

n
min max {f(x, y) =Y oA+ bi>Ty} :
v i=1
where x € R%, A; € RODXd gqnd ¢ is ReLU activation. As long as n > 4, the problem of checking whether f has any
stationary point is NP-hard in d.

We defer the proof to the Appendix where we show 3SAT is reducible to the above problem. This theorem shows
that in general, adding non-linearity (non-convexity) in min-max forms makes the problem intractable. However, we
are able to show gradient descent ascent finds global minima for training one-layer generators with non-linearity. This
will rely on carefully designed discriminators, regularization and specific structure that we considered.

Finally we note that understanding the process of learning one-layer generative model is important in practice as
well. For instance, Progressive GAN Karras et al. (2017) proposes the methodology to learn one-layer at a time, and
grow both the generator and discriminator progressively during the learning process. Our analysis implies further
theoretical support for this kind of progressive learning procedure.

4 Warm-up: Learning the Marginal Distributions

As a warm-up, we ask whether a simple linear discriminator is sufficient for the purposes of learning the marginal
distributions of all coordinates of D. Notice that in our setting, the i-th output of the generator is ¢(x) where
x ~ N(0, ||a;||?), and is thus solely determined by ||a;||2. With a linear discriminator D,,(z) = v " @, our minimax
game becomes:

nin  max f1(A,v), (1)
for f1(A,v) =Egp [vT;c} — BN (0,10 x1) [ngb(Az)].

Notice that when the activation ¢ is an odd function, such as the tanh activation, the symmetric property of the
Gaussian distribution ensures that E,p [UTZB] = 0, hence the linear discriminator in f; reveals no information about
A*. Therefore specifically for odd activations (or odd plus a constant activations), we instead use an adjusted rectified
linear discriminator Dy (x) = v’ R(x — C) to enforce some bias, where C' = 1(¢(z) + ¢(—=)) for all z, and R
denotes the ReL.U activation. Formally, we slightly modify our loss function as:

fl (A7 U) E]EwND ['UTR(x - C)] - EZNN(O,Ikxk) [UTR(¢(AZ) - C)] . (2)
We will show that we can learn each marginal of D if the activation function ¢ satisfies the following.

Assumption 1. The activation function ¢ satisfies either one of the following:
1. ¢ is an odd function plus constant, and ¢ is monotone increasing;
2. The even component of ¢, i.e. 5(¢(x) + ¢(—x)), is positive and monotone increasing on x € [0, 00).

Remark 1. All common activation functions like (Leaky) ReLU, tanh or sigmoid function satisfy Assumption 1.

Lemma 1. Suppose A* # 0. Consider f1 with activation that satisfies Assumption 1.2 and f1 with activation that
satisfies Assumption 1.1. The stationary points of such fy and fy yield parameters A satisfying ||a;|| = ||a}||,Vi € [d].

To bound the capacity of the discriminator, WGAN adds an Lipschitz constraint: || D, || < 1, or simply ||v||2 < 1.
To make the training process easier, we instead regularize the discriminator. For the regularized formulation we have:

Theorem 2. In the same setting as Lemma 1, alternating gradient descent-ascent with proper learning rates on
. 2
minmax{ f1(4,v) — [[v]*/2},

or respectively mf}n max{fi(A,v) — |[v|?/2},
v

recovers A such that ||a;|| = ||af]|, Vi € [d].



All the proofs of the paper can be found in the appendix. We show that all local min-max points in the sense of
(Jin et al., 2019) of the original problem are global min-max points and recover the correct norm of a;, Vi. Notice for
the source data distribution © = (1, z2, - - - x4) ~ D with activation ¢, the marginal distribution of each x; follows
#(N(0,]lar]|?)) and is determined by ||a}||. Therefore we have learned the marginal distribution for each entry i. It

remains to learn the joint distribution.

5 Learning the Joint Distribution

In the previous section, we utilize a (rectified) linear discriminator, such that each coordinate v; interacts with the i-th
random variable. With the (rectified) linear discriminator, WGAN learns the correct ||a;||, for all i. However, since
there’s no interaction between different coordinates of the random vector, we do not expect to learn the joint distribution
with a linear discriminator.

To proceed, a natural idea is to use a quadratic discriminator Dy (z) := = V& = (zx ", V) to enforce component
interactions. Similar to the previous section, we study the regularized version:

1
i A — = 2
Jmin - max (f(AV) ~ 5 [[VIE) )

where

f2(A, V) =Eanp Dy (x) — Eoopn(0,1,50) Dv (9(A2))
= <Ew~D [me] - EZNN(Okak) [QS(AZ)QS(AZ)T] ’V> ’

By adding a regularizer on V' and explicitly maximizing over V:

g(A)

wc{ A, V) = 51V}
= S |Eann [227] ~ Banrionn [0(42)6(42) I3

In the next subsection, we first focus on analyzing the second-order stationary points of g, then we establish that gradient
descent ascent converges to second-order stationary points of g .

5.1 Global Convergence for Optimizing the Generating Parameters

We first assume that both A and A* have unit row vectors, and then extend to general case since we already know how
to learn the row norms from Section 4. To explicitly compute g(A), we rely on the property of Hermite polynomials.
Since normalized Hermite polynomials {h;}$2, forms an orthonomal basis in the functional space, we rewrite the
activation function as ¢(x) = >_.° 0;h;, where o; is the i-th Hermite coefficient. We use the following claim:

Claim 1 ((Ge et al., 2017) Claim 4.2). Let ¢ be a function from R to R such that ¢ € L*(R, 6_952/2), and let its Hermite
expansion be ¢ = >~ o;h;. Then, for any unit vectors w,v € R?, we have that

Eann (0,100 [0(u @)p(v " @)] = > 0f(uTv)"
i=0

Therefore we could compute the value of f5 explicitly using the Hermite polynomial expansion:

fa(A, V) = <Zof ((A7(A7) )" = (A4T)") ,V> :
=0



Here X °* is the Hadamard power operation where (X °%);, = (X;i)®. Therefore we have:

2

201‘2 ((A*(A*)T)oz _ (AAT)oi)

F

We reparametrize with Z = AAT and define §(Z) = g(A) with individual component functions
Qo (=) =)
=0

Accordingly 27, = (a}, ay) is the (j, k)-th component of the ground truth covariance matrix A* (A*)T

l\J\H

ggk =

Assumption 2. The activation function ¢ is an odd function plus constant. In other words, its Hermite expansion
o= Zfio oih; satisfies o; = 0 for even i > 2. Additionally we assume o1 # 0.

Remark 2. Common activations like tanh and sigmoid satisfy Assumption 2.

Lemma 2. For activations including leaky ReLU and functions satisfying Assumption 2, G(Z) has a unique stationary
point where Z = A*(A*)T.

Notice §(Z) = >4, Gjk(zjk) is separable across z;i., where each gy, is a polynomial scalar function. Lemma 2
comes from the fact that the only zero point for g, ik 18 Zjk = 2}y, for odd activation ¢ and leaky ReLU. Then we migrate
this good property to the original problem we want to solve:

Problem 1. We optimize over function g when ||af|| = 1, Vi:
2

ZO_ A* A* )oi . (AAT)oi)

. 1
min E -
A g 2

F

stoa) a;=1,Yi.

Existing work Journée et al. (2008) connects §(Z) to the optimization over factorized version for g(A) (g(A) =
G(AAT)). Specifically, when k = d, all second-order stationary points for g(A) are first-order stationary points for
g(Z). Though g is not convex, we are able to show that its first-order stationary points are global optima when the
generator is sufficiently expressive, i.e., k > kq. In reality we won’t know the latent dimension kg, therefore we just
choose k = d for simplicity. We get the following conclusion:

Theorem 3. For activations including leaky ReLU and functions satisfying Assumption 2, when k = d, all second-order
KKT points for problem 1 are global minima. Therefore alternating projected gradient descent-ascent on Eqn. (3)
converges to A such that AAT = A*(A*)T.

The extension for non-unit vectors is straightforward, and we defer the analysis to the Appendix.

This main theorem demonstrates the success of gradient descent ascent on learning the ground truth generator. This
result is achieved by analyzing two factors. One is the geometric property of our loss function, i.e., all second-order KKT
points are global minima. Second, all global minima satisfy AAT = A*(A*)T, and for the problem we considered, i.e.,
one-layer generators, retrieving parameter AA " is sufficient in learning the whole generating distribution.

6 Finite Sample Analysis



Algorithm 1 Online stochastic gradient descent ascent on WGAN

1: Input: n training samples: @1, o, - - - €, where each x; ~ ¢p(A*z), z ~ N (0, Iy x), learning rate for generating
parameters 7, number of iterations 7.

2: Random initialize generating matrix A(%)

3: fort=1,2,---,T do

4:  Generate m latent variables zgt), zét), - zﬁ,tl)

FD(A, <;Z¢<Az£“> (Az)T —fzml ,v> 114
=1

5:  Gradient ascent on V' with optimal step-size iy = 1:

~ N (0, I «}) for the generator. The empirical function becomes

Vo Ly nvvvﬁ(vzz?n(A(tfl)’ V(t’l)),

6:  Sample noise e uniformly from unit sphere
7. Projected Gradient Descent on A, with constraints C' = {A|(AAT); = (A*A* ")} -

AW Proj,(A®D — n(VAf,(,f?n(A(t_l), V) +e)).

8: end for
Output: A7) (AT)T

0

In the previous section, we demonstrate the success of using gradient descent ascent on the population risk. This
leaves us the question on how many samples do we need to achieve small error. In this section, we analyze Algorithm 1,
i.e., gradient descent ascent on the following empirical loss:

f(t) < Z¢ Az (®) Az(t) Zw x; ,V> HV||2~

Notice in each iteration, gradient ascent with step-size 1 finds the optimal solution for V. By Danskin’s theorem
(Danskm 2012), our min-max optimization is essentially gradient descent over g( ) n(A) = maxy fg)n(A, V) =
IS, ¢>(Az§t )¢(Azit)) — L3 @z ||% with a batch of samples {zi }, i.e., stochastic gradient descent
for fn(A) = Bz, an (0,14 ) Vi m] [Gm.n (A)]-

Therefore to bound the difference between f,,(A) and the population risk g(A), we analyze the sample complexity
required on the observation side (x; ~ D, ¢ € [n]) and the mini-batch size required on the learning part (¢(Az;), z; ~
N(0, Ix), 5 € [m]). We will show that with large enough n, m, the algorithm specified in Algorithm 1 that optimizes
over the empirical risk will yield the ground truth covariance matrix with high probability.

Our proof sketch is roughly as follows:

1. With high probability, projected stochastic gradient descent finds a second order stationary point Aof fa() as
shown in Theorem 31 of (Ge et al., 2015).

2. For sufficiently large m, our empirical objective, though a biased estimator of the population risk g(-), achieves
good e-approximation to the population risk on both the gradient and Hessian (Lemmas 4&5). Therefore A is also an
O(¢)-approximate second order stationary point (SOSP) for the population risk g(A).

3. We show that any e-SOSP A for g(A) yields an O(e)-first order stationary point (FOSP) Z = AAT for the
semi-definite programming on §(Z) (Lemma 6).

4. We show that any O(¢)-FOSP of function §(Z) induces at most O(e) absolute error compared to the ground
truth covariance matrix Z* = A*(A*)T (Lemma 7).



6.1 Observation Sample Complexity

For simplicity, we assume the activation and its gradient satisfy Lipschitz continuous, and let the Lipschitz constants be
1 w.lo.g.:

Assumption 3. Assume the activation is 1-Lipschitz and 1-smooth.

To estimate observation sample complexity, we will bound the gradient and Hessian for the population risk and
empirical risk on the observation samples:

9(4) =5 [Bap [027] ~ Earno.r,,) [6(42)6(42)T] [}
n 2
() =3 | D]~ B [6042)0(42)T] )
We calculate the gradient estimation error due to finite samples.
Claim 2.
Vg(A) = Vgn(A4) = 2E. [diag(éﬁ’(AZ))(X — Xn)$(Az)z'],
where X = Egpuplxx '], and X,, = + L3 @iz . The directional derivative with arbitrary direction B is:

DVyg(A)[B] — DVgn(A)[B]
=2E, [diag(¢'(Az))(X, — X)¢'(Az) o (Bz)z"| + 2E, [diag(¢"'(Az) o (Bz))(X, — X)p(Az)z ]
Lemma 3. Suppose the activation satisfies Assumption 3. We get
Pr{| X — Xull < e€llX[] =134,
forn > O(d/e?log?(1/6))%

Bounding the relative difference between sample and population covariance matrices is essential for us to bound the
estimation error in both gradient and its directional derivative. We can show the following relative error:

Lemma 4. Suppose the activation satisfies Assumption 2&3. With samples n > ©(d/e? log?(1/5)), we get:
IVg(A) = Vgn(A)ll2 < O(ed||All2),
with probability 1 — §. Meanwhile,
IDVg(A)[B] = DV ga(A)[Blll2 < O(ed®*|| All2]| B]2),

with probability 1 — 4.

6.2 Bounding Mini-batch Size

Normally for empirical risk for supervised learning, the mini-batch size can be arbitrarily small since the estimator
of the gradient is unbiased. However in the WGAN setting, notice for each iteration, we randomly sample a batch of
random variables {2;};c[,,,], and obtain a gradient of

2

Gm.n(A z% %me 7%2 d(Az))p(Az) |

F

2We will use © throughout the paper to hide log factors of d for simplicity.



in Algorithm 1. However, the finite sum is inside the Frobenius norm and the gradient on each mini-batch may no
longer be an unbiased estimator for our target

1 2
gn(A) = 5

% Z a:laczT - Ez [QZ)(AZ)QZ)(AZ)T}

F

In other words, we conduct stochastic gradient descent over the function f(A) = E_ §p,»(A). Therefore we just
need to analyze the gradient error between this f(A) and g,,(A) (i.e. §pm n is almost an unbiased estimator of g,,).
Finally with the concentration bound derived in last section, we get the error bound between f(A) and g(A).

Lemma 5. The empirical risk G, . is almost an unbiased estimator of g,. Specifically, the expected function
f(A) = Ezi~/\/(0,1kxk),ie[m] [g’m,n] satisﬁes:
1
IVf(A) = Vgn(A)] < O(EHAH?’dQ)
For arbitrary direction matrix B,

1DV f(A)[B] = DVgn(A)[B]|| < 0(%HBIIHAH3d5/2)-

In summary, we conduct concentration bound over the observation samples and mini-batch sizes, and show the
gradient of f(A) that Algorithm 1 is optimizing over has close gradient and Hessian with the population risk g(A).
Therefore a second-order stationary point (SOSP) for f(A) (that our algorithm is guaranteed to achieve) is also an ¢
approximated SOSP for g(A). Next we show such a point also yield an e approximated first-order stationary point of
the reparametrized function §(Z) = g(A),VZ = AAT.

6.3 Relation on Approximate Optimality

In this section, we establish the relationship between g and g. We present the general form of our target Problem 1:

Jlin, g(4) = g(AAT) )

stTH(ATX;A) =y, X, €Sy, €Ri=1,-+ ,n.

Similar to the previous section, the stationary property might not be obvious on the original problem. Instead, we could
look at the re-parametrized version as:

minZeS g(Z) (5)
s.t. Tr(X;Z) =y;, X; €S,y; €ERi=1,--- ,n,
Z =0,

Definition 1. A matrix A € R4*¥ is called an e-approximate second-order stationary point (e-SOSP) of Eqn. (4) if
there exists a vector \ such that:

TI“(ATXlA) =y, 1 € [n]
I(VZzg(AAT) = 571, NiXi)a | < ellay,
({a;}; span the column space of A)
Tr(BTDVAL(A,\)[B]) > —¢||B||?,
VBs.t. Tr(BTX;A)=0

Here L(A, \) is the Lagrangian form G(AAT) — Y7 Ni(Tr(AT X, A) — y;).

Specifically, when e = 0 the above definition is exactly the second-order KKT condition for optimizing (4). Next
we present the approximate first-order KKT condition for (5):
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Figure 1: Recovery error (|| AAT — Z*|| ) with different observed sample sizes n and output dimension d.

Definition 2. A symmetric matrix Z € S™ is an e-approximate first order stationary point of function (5) (e-FOSP) if
and only if there exist a vector o € R™ and a symmetric matrix S € S such that the following holds:

Te(X;Z) = ys,i € [n]
Z =0,
S = —el,
[Sa; || < ellay]|,

({a,;}; span the column space of Z)
S =V24(2) - Y0, 0 X

Lemma 6. Let latent dimension k = d. For an e-SOSP of function (4) with A and ), it infers an e-FOSP of function (5)
with Z, o and S that satisfies: Z = AAT 0 = Xand S =V zG(AAT) — >, L X,

Now it remains to show an e-FOSP of §(Z) indeed yields a good approximation for the ground truth parameter
matrix.

Lemma 7. If Z is an e-FOSP of function (5), then | Z — Z*||p < O(e). Here Z* = A*(A*)T is the optimal solution
for function (5).

Together with the previous arguments, we finally achieve our main theorem on connecting the recovery guarantees
with the sample complexity and batch size?:

Theorem 4. For arbitrary § < 1, ¢, given small enough learning rate n < 1/poly(d, 1/¢,log(1/0)), let sample size
n > O(d°/e?log?(1/9)), batch size m > O(d®/€), for large enough T=poly(1/n,1/€,d,log(1/6)), the output of
Algorithm 1 satisfies

AT AT)T = Z*||p < O(e),

with probability 1 — 6§, under Assumptions 2 & 3 and k = d.

Therefore we have shown that with finite samples of poly(d, 1/¢), we are able to learn the generating distribution
with error measured in the parameter space, using stochastic gradient descent ascent. This echos the empirical success
of training WGAN. Meanwhile, notice our error bound matches the lower bound on dependence of 1/¢, as suggested in
Wau et al. (2019).

7 Experiments

In this section, we provide simple experimental results to validate the performance of stochastic gradient descent ascent
and provide experimental support for our theory.

3The exact error bound comes from the fact that when diagonal terms of AAT are fixed, || Al|2 = O(V/d).
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Figure 2: Comparisons of different performance with leakyReLU and tanh activations. Same color starts from the same
starting point. For both cases, parameters always converge to true covariance matrix. Each arrow indicates the progress
of 500 iteration steps.

We focus on Algorithm 1 that targets to recover the parameter matrix. We conduct a thorough empirical studies on
three joint factors that might affect the performance: the number of observed samples m (we set n = m as in general
GAN training algorithms), the different choices of activation function ¢, and the output dimension d.

In Figure 1 we plot the relative error for parameter estimation decrease over the increasing sample complexity.
We fix the hidden dimension & = 2, and vary the output dimension over {3,5,7} and sample complexity over
{500, 1000, 2000, 5000, 10000}. Reported values are averaged from 20 runs and we show the standard deviation with
the corresponding colored shadow. Clearly the recovery error decreases with higher sample complexity and smaller
output dimension. From the experimental results, we can see that our algorithm always achieves global convergence to
the ground truth generators from any random initialization point.

To visually demonstrate the learning process, we also include a simple comparison for different ¢: i.e. leaky ReLU
and tanh activations, when k& = 1 and d = 2. We set the ground truth covariance matrix to be [1,1; 1, 1], and therefore a
valid result should be [1, 1] or [-1, —1]. From Figure 2 we could see that for both leaky ReLU and tanh, the stochastic
gradient descent ascent performs similarly with exact recovery of the ground truth parameters.

8 Conclusion

We analyze the convergence of stochastic gradient descent ascent for Wasserstein GAN on learning a single layer
generator network. We show that stochastic gradient descent ascent algorithm attains the global min-max point, and
provably recovers the parameters of the network with € absolute error measured in Frobenius norm, from ©(d®/€?) i.i.d
samples.
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A Omitted Proof for Hardness

Proof of Theorem 1. We consider the problem:

fla,y) = ¢(~Azx +21) Ty1 + (6(1L @) + ¢(~172) = n)ya + d(x — 1) Tys + o(—z — 1) Ty

It could be easily verified that f falls into the problem set we consider with proper stacking of y1, y3, y4 and scalar ys.
We write it in this form for the ease for interpretation and reduction proof. First, notice if there exists a stationary point
x*,y*, Vy f(x*,y*) = 0. Therefore each term on @ should be 0. One on hand, the last two terms ¢(—x* — 1) =0
and ¢(x* — 1) = 0 makes sure that ] € [—1, 1]. Then the second term that guarantees ) _, |z} | = n means x; could
only take binary values. Finally notice any 3SAT problem could be written as a matrix A € R™*? where each row
is 3-sparse and binary, and a; dot product with a binary vector could only take the value of —3, —1, 1, 3. And if the
value is greater or equal to —2, it means the corresponding clause is satisfied. In fact, we note that ¢(—Axz* +21) =0
means that Az* > —2 meaning each conjunction is satisfied. Therefore checking if there exists a stationary point is
equivalent to answer the question whether 3SAT is satisfiable.

O

B Omitted Proof for Learning the Distribution

B.1 Stationary Point for Matching First Moment

Proof of Lemma 1. To start with, we consider odd-plus-constant monotone increasing activations. Notice that by
proposing a rectlﬁed linear discriminator, we have essentially modified the activation function as gb = R(¢p — C),
where C' = (d)( ) + ¢(—x)) is the constant bias term of ¢. Observe that we can rewrite the objective f; for this case
as follows:

F1{A,) = Earon(0,11 g )V D(A™Z) = Eoonr(0,1,,000 | 0(A2).

Moreover, notice that ¢ is positive and increasing on its support which is [0, +-00).
Now let us consider the other case in our statement where ¢ has a positive and monotone increasing even component
n [0, +00). In this case, let us take:

0, o.W.

; _{¢<z>+¢<—x>, z20

Because of the symmetry of the Gaussian distribution, we can rewrite the objective function for this case as follows:
F1{A,) = Eoron (0,11 g )V D(A™Z) = Eoon(0,1,,000 | 9(A2).

Moreover, notice that ¢ is positive and increasing on its support which is [0, +-00). B
To conclude, in both cases, the optimization objective can be written as follows, where ¢ satisfies Assumption 1.2
and is only non-zero on [0, +00).

fi(A,v) = IEz~/\/(0,1k0xk0 ¢(A* ) — z~/\/(o Tixi)V ¢(AZ)

The stationary points of the above objective satisfy:

Vo F1(A,0) = Earn (0,15 i) 9(A"2) = Eoronr(0,1100) $(A2) = 0,
Vajfl(A,'v) = —FEo N (0,11 x1) v]gb (a z)z =0.

We focus on the gradient over v. To achieve V,, f1(A, v) = 0, the stationary point satisfies:
Vj, Ez~/\/(o,1koxko)¢~5((a;)Tz) = ]Ez~/\f(0,1kxk)§£(a’sz)v ie.

V5, Een(0,at2)P(7) = Eur oA (0, a2 P(2).- (6)
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To recap, for activations ¢ that follow Assumption 1, in both cases we have written the necessary condition on
stationary point to be Eqn. (6), where qg is defined differently for odd or non-odd activations, but in both cases it
is positive and monotone increasing on its support [0, c0). We then argue the only solution for Eqn. (6) satisfies
llajl| = lla}|l,¥;. This follows directly from the following claim:

Claim 3. The function h(a) := Egyun0,02)f(2), > 0 is a monotone increasing function if f is positive and
monotone increasing on its support [0, 00).

We could see from Claim 3 that the LHS and RHS of Eqn. (6) is simply h(||a;||) and h(||a}|) for each j.
Now that / is an monotone increasing function, the unique solution for A(||a;||) = h(|[a}|) is to match the norm:
la;|l = llajl, v

Proof of Claim 3.

he) = EBounef()

= / f(x)e 2a2d1:

w2 [Costonetay
0
= Ey~N(0,1)C¥f(Oéy)-

Notice h'(a) = Egnr(o,1)laxf'(ax) + f(ax)]. Since f, f’, and o > 0, and we only care about the support of f
where z is also positive, therefore i’ is always positive and h is monotone increasing. [

To sum up, at stationary point where V f1 (A, v) = 0, we have

Vi, ||lai]l = llall

B.2 Proof of Theorem 2

Proof of Theorem 2. We will take optimal gradient ascent steps with learning rate 1 on the discriminator side v, hence
the function we will actually be optimizing over becomes (using the notation for ¢ from section B.1):

~ ~ 2
B(A) = max f1(A4,0) = 5 [Eaun 0. 6(A°2) — Earorro.n 6(42)||

;|
2

We just want to verify that there’s no spurious local minimum for h(A). Notice there’s no interaction between each row
vector of A. Therefore we instead look at each h; := 1 (IEZNN(OJICOMU)QE((CL;‘)Tz) - EzNN(O,IWk)&(a:Z)Y for
each i. Now Vhi(a;) = — (EZNN(O,,%MO)(;E((@)TZ) - EZNN(OJM,C)GS(GTZ)) (B2 n (0.1, 2% (a] 2)). Due

to the symmetry of the Gaussian, we take a; = ae;, where a = |[la;||. It is easy to see that checking whether
E. o, Ikxk)z¢ (a; z) = 0 is equivalent to checking whether E., .z (o, 1)zl¢ (az1) =0.

Recall that QS is supported on [0, +-00) and it is monotonically increasing on its support. Hence, E, . ar(o, 1)21(;5 (az1) #
0 unless @ = 0. Hence, suppose ||a;|| # 0,Vi. Then Vah(A) = 0iff h(A) = 0, ie. Ezpn(0,1044,) P(A*z) =
EZNN(O,Ikxk)¢(AZ>' ~ ~

Therefore all stationary points of h(A) are global minima where E. (0,1, 1) P(A72) = Ezon(0,15,01) 9(AZ)
and according to Lemma 1, this only happens when ||a;|| = ||a}]|, Vi € [d].
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B.3 Stationary Points for WGAN with Quadratic Discriminator

Proof of Lemma 2. To study the stationary point for §(Z) = >_; Gjk(2jk), we look at each individual ;i (2) =
3 (20 i ((25)" — 2))%

Notice for odd-plus-constant activations, o; is zero for even 7 > 0. Recall our assumption in Lemma 2 also requires
that o1 # 0. Since the analysis is invariant to the which entry of matrix Z we are studying, we simplify the notation
here and study the stationary points of f(a) = 3 (3, ,4a 02 (a’ — b"))? for some constants b and o;, where oy # 0.*

flla) = <Z (a" —bl><2wa )
7 odd 3 odd
= (a—b) o+ Z 2a s ot + Z io?a’!

>3 odd >3 odd
— (a—b) D).

Notice now f'(a) = 0 < a = b. This is because the polynomial f’(a) is factorized to @ — b and two factors I and II
b

that are always positive. Notice here we use & to denote Z . aﬂ b7, which is always nonnegative. This is simply

because a’ — b* always shares the same sign as a — b when i is odd. Therefore I=07 + > < 5 o4 12““_2 > 0,Va.

Meanwhile, since a’~! is always nonnegative for each odd i, we have II= 0% + > .-, i07a’ ! is also always
positive for any a.

Next, for activation like ReLU, loss §;x(z) = 3 (h(z) — h(z;"k))2 where h(z) = 1(V1 — 22 + (7 — cos™!(z))z)
(Daniely et al., 2016). Therefore h’'(—1) = 0 for any z};.- This fact prevents us from getting the same conclusion for
ReLU.

However, for leaky ReLU with coefficient of leakage « € (0, 1), ¢(x) = max{z,az} = (1 — a)ReLU(z) + az.
We have

EZNN(O,Ik:xk [‘ﬁ(azTZ)(é(asz)]
=(1- a)2EzReLU(aiTz)ReLU(asz) +(1- a)aEzReLU(a?z)asz
+(1 - oz)ozEzaiTzReLU(asz) + OLQEZaiTzasz
(1 - a)*h(a] a;) + aa] a;

Therefore for leaky ReLU gj(2) = 3((1 — @)?(h(2) — h(zji+)) + a(z — 23;,))% and g7, (2) = ((1 — @)?(h(2) —
h(zjre))+a(z—25)) (1—a)?' (2)+a). Now with a > 0, (1—a)?h/(z)+a > aforall zand gjr(2) = 0 & z = 23

To sum up, for odd activations and leaky ReLU, since each §;x(z) only has stationary point of z = z5y, the
stationary point Z of §(Z) = Y_ ;. gjk also satisfy Z = Z* = A*(A*)". .

Proof of Theorem 3. Instead of directly looking at the second-order stationary point of Problem 1, we look at the
following problem on its reparametrized version:

Problem 2.

2

miny

Zoz)

F
s.t. zi = 1,Vi.
Z = 0.

Here Z* = A*(A*)7 and satisfies =}, = 1,Vi.

4The zero component has been cancelled out.
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Compared to function ¢ in the original problem 1, it satisfies that G(AAT) = g(A).
A matrix Z satisfies the first-order stationary point for Problem 2 if there exists a vector ¢ such that:

2 =1,

70,

S >0,

SZ =0,

S =Vz9(Z) — diag(o).

Therefore for a stationary point Z, since Z* = A*(A*)T = 0, and S = 0, we have (S, Z* — Z) = (S, Z*) > 0.
Meanwhile,

(Z* - Z,8S)
=(Z" = Z,V 2 f(Z) — diag(0))
=(Z*—-Z,Vzf(Z)) (diag(Z* — Z) = 0)
= Z(ij - Zij)ggj(ziﬂ

i,j
= (zij — 25) P(2i)(25; — 2i5)

ij

(Refer to proof of Lemma 2 for the value of g’)

— > (215 — 25)° P(zi5)
ij
<0 (P is always positive)

Therefore (S, Z* — Z) = 0, and this only happens when Z = Z*.
Finally, from Journée et al. (2008) we know that any first-order stationary point for Problem 2 is a second-order

stationary point for our original problem 1 °. Therefore we conclude that all second-order stationary point for Problem
1 are global minimum A: AAT = A*(A*)T. O

B.4 Landscape Analysis for Non-unit Generating Vectors

In the previous argument, we simply assume that the norm of each generating vectors a; to be 1. This practice simplifies
the computation but is not practical. Since we are able to estimate ||a;|| for all ¢ first, we could analyze the landscape of
our loss function for general matrix A.

The main tool is to use the multiplication theorem of Hermite functions:

L ,
R (z) == hp(ax) =Y " % (a? 1) (n) (2,2)!2_%“_%(33).

, 2i/) !
1=0

|3
—

For the ease of notation, we denote the coefficient as 72" := o™~ (a? — 1)*(3}) (2;;)1 27%, We extend the calculations
for Hermite inner product for non-standard distributions.

Lemma 8. Let (z,y) be normal variables that follow joint distribution N'(0, [[a?, aBpl; [aBp, B?]]). Then,
L) 16, Li 1—2i oo _ 79
Efh(2)hn(y)] = 4 2i=0 naonﬁ p if m = n (mod 2) -
0.W.

Here l = min{m,n}.

SThroughout the analysis for low rank optimization in Journée et al. (2008), they require function §(Z) to be convex. However, by carefully
scrutinizing the proof, one could see that this condition is not required in building the connection of first-order and second-order stationary points of
g(A) and g(Z). For more cautious readers, we also show a relaxed version in the next section, where the equivalence of SOSP of g and FOSP of g is
a special case of it.
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Proof. Denote the normalized variables & = z/a, § = y/S. Let | = min{m, n}.

= Z Z n&n’ing’jE[hmfm (if')hanj (ﬁl))]

=0 j=0
L5 L% _
= Z UZM‘WZJ 5(m—2i),(n—2j)pn72j (Lemma 8)
i=0 j=0
_ { S plinkipl=2 ifm = n (mod 2)
0 0.W.

Now the population risk becomes

9(4) =5 [Eanp [327] ~ Exrio ) [6(A2)6(42) ]|

2
:% Z (EzNN(O7Ik‘,0><kO)¢<(af)Tz)¢((a;)Tz) _EzrvN(O,h-,xk)(b(az—’rz)(b(a;z))

i,j€[d]

— ]' ~

=5 > i (zij)-
i

To simplify the notation, for a specific 4, j pair, we write & = a z/a, o = ||a;|| and § = a; z/j, where § = ||a;||.
Namely we have (Z,9) ~ N (0, [[1, pl; [p, 1]]), where p = cos(a;, a;). Again, recall ¢p(aZ) = Y, 4q0ihi(ad) =
2k odd Tih5 ().

B (0,110 [P() 9(8Y)]

=E | 3" 0,hl(@) Y ouhl ()

m odd n odd
= Z O—mO—nES[h;ln(j)hg (g)]
m,n odd

NE

3]
=Y om Y oy niptent

m odd n<m odd k=0

n—k

77;’ 2 (ZmZnUTﬂ)'

Therefore we could write out explicitly the coefficient for each term p*, k odd, as: ¢j, = D >k odd O N 2
We have g (2ij) = (O k oud cszj — > kodd ck(zj‘j)k)z.

Now suppose ¢; to have the same sign, and || || > 1,V or ||oy;|| < 1, Vi, each coefficient ¢; > 0. Therefore still the
only stationary point for g(Z) is Z*.
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C Onmitted Proofs for Sample Complexity

C.1 Omitted Proofs for Relation on Approximate Stationary Points

Proof of Lemma 6. We first review what we want to prove. For a matrix A that satisfies e-approximate SOSP for Eqn.
(4), we define Sy = Vzg(AAT) — >, A\;X;. The conditions ensure that A, \, S 4 satisfy:

TI(ATXZA) = Y,
1Saa;l2 < ellaillz, {a;}; span the column space of A (3)
Tr(BTDAVAL(A,N)[B]) > —¢|B|%, VBst Tr(BTX;A) = 0.

We just want to show Z := AAT, o := )\, and S := S satisfies the conditions for e-FOSP of Eqn. (5). Therefore, by
going over the conditions, its easy to tell that all other conditions automatically apply and it remains to show Sy = —el.
By noting that V4 L(A, \) = 254 A, one has:

%Tr(BTDAVAﬁ(Aa A1BI)

=Tr(BTSAB) 4+ Tr(BT DAV z§(AAT) Z Da)i[B] Tr(BT X; A)

(from Lemma 5 of Journée et al. (2008))
=Tr(B"SsB) + Tr(AB" DAV 25(AAT)[B]) )
(From Eqn. (8) we have Tr(B ' X;A) = 0)
Notice that A € R?** and we have chosen k = d for simplicity. We first argue when A is rank-deficient, i.e.

rank(A) < k. There exists some vector v € R” such that Av = 0. Now for any vector b € R%, let B = bv ". Therefore
ABT = Avb" = 0. From (9) we further have:

% Tr(BT DAV AL(A, N)[B])
= Tr(BTSAB) + Tr(ABT DAV 2G(AAT)[B])
Tr(vb' Sabv ') = ||v|*b" Sab
—¢/2|| Bl (from (8))
=—¢/2|lv]?[b" |
Therefore from the last three rows we have b Sab > —¢/2||b||? for any b, i.e. Sa4 = —¢/2145 4. On the other hand,
when A is full rank, the column space of A is the entire R< vector space, and therefore S5 > —el g directly follows

from the second line of the e-SOSP definition.
O

C.2 Detailed Calculations
Recall the population risk
1 2
g(4) = 3 |Ez~p (22 "] — Eon(0.10,0) [6(A2)0(A2)T] HF

Write the empirical risk on observations as:

) = 5| D wel B [0(42)0(42)7)

1
2

F
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Claim 4.
Vg(A) — Vgn(A) = 2K, [diag(¢'(Az))(X — X,)¢(Az)z"],

where X = Eqoplzx’], and X, = L 0 2]
Proof.
Vg(A) = Vgn(A) = V(9(A4) — gn(A))
:%v (X = X, X + X, = 2B n(0.1,0) [B(AZ)0(A2)T])
=V (X = X, Eoan(0.10000) [#(A2)0(A2)T])
Now write S(A) = ¢(Az)p(Az)T.
[S(A+ AA) — S(A)],;
=¢(a; z + Aa] 2)p(a; z + Aa] z) — ¢(a] 2)p(a; 2)
=¢'(af z)Aa] z¢(a] z) + ¢'(a] 2)Aa] zd(a] 2) + O(|AA|)

Therefore
[S(A+ AA) = S(A)],,
=¢'(a z)Aa] 2¢(Az)" + (¢/(Az) 0 AAz) " d(a] z) + O(| AA|?)
Therefore
S(A+ AA) — S(A) = diag(¢' (Az))AAzp(Az) T + ¢p(Az)zT AAT diag(¢'(Az)).
And

g(A+ AA) — go(A+ AA) — (9(A) - gu(A4))
=(X,, — X,E. [S(A+ AA) — S(A)])
=E. (X, — X,diag(¢'(Az))AAzp(Az) " + ¢(Az)z " AA diag(¢'(Az)))
=2F, (diag(¢'(A2)) (X, — X)p(Az)z ", AA).

Finally we have Vg(A) — Vg, (A) = 2E, [diag(¢'(A2))(X, — X)¢(Az)z"].
Claim 5. For arbitrary matrix B, the directional derivative of Vg(A) — Vg, (A) with direction B is:

DaVyg(A)[B] — DaVgn(A)[B]
= 2E, [diag(¢'(Az))(X, — X)¢'(Az) o (Bz)z ]
+2E. [diag(¢"(Az) o (B2))(Xn — X)$(A2)z"]

Proof.
g(A+1tB)
=2E, [diag(¢/(Az + tB2))(X, — X)¢(Az + tBz)z" |
=2E, [diag(¢'(Az) + t(Bz) 0 ¢ (A2)) (X, — X)(¢(Az) + t¢/(Az) o (Bz))z " | + O(t?)
Therefore

i g(A+tB) —g(A)
t—0 t
=2E, [diag(¢'(A2))(X, — X)¢'(Az) o (BT 2)z"]

+2E, [diag(¢”(Az) o (Bz))(X, — X)p(Az)z |

20

(10)



C.3 Omitted Proofs for Observation Sample Complexity

Proof of Lemma 3. For each @; = ¢(Az;),z;i ~ N(0, Ixx). Each coordinate |z; ;| = |¢(a; 2;)| < |a] 2| since
¢ is 1-Lipschitz. °. Without loss of generality we assumed [|a;| = 1,Vj, therefore a] z ~ N(0, Ixxx). For all
i €n],j € [d] |x;;| <log(nd/J) with probability 1 — 4.

Then by matrix concentration inequality ((Vershynin, 2010) Corollary 5.52), we have with probability 1 — §:
(1-6X <X, < (1+e)X ifn > Q(d/e?log*(nd/?)). Therefore set n = O(d/e? log?(1/5)) will suffice. O

Proof of Lemma 4.

Xij = EZNN(O,Ikxk)¢(a;rz)¢(a;rz)
_ 0 i F ]
~ | El¢*(af2)]<2 i=j
Therefore || X || < 2. Together with Lemma 3, [| X — X,,|| < €2 w.p 1 — §. Recall
Vg(A) — Vgn(A) = 2E, [diag(¢'(A2))(X — X,,)¢(Az)z" | :=2E,G(2),
where G(z) is defined as diag(¢'(A2))(X — X,,)¢(Az)z". We have |G (2)|| < [|A|l||2]/?[|X — X.]|.

IVg(4) — Vau(A)z = 2E(C()]]
< 9E.|G(2)|
< B A|2IPIX - Xa]
2
< 2AIEL =P
— 2 Afed>
T

For the directional derivative, we make the concentration bound in a similar way. Denote

D(z) = diag(¢/(Az)) (X, — X)¢/'(Az) o (Bz)z' + diag(¢”(Az) o (Bz))(X,, — X)¢p(Az)z"

ID(2)]| < 1X0 = X[l BIlll2]1*(1 + [z A])-

Therefore | DAV g(A)[B] — DaVgn(A)[B]| < O(ed®?||Al|||B]|) with probability 1 — &. O

C.4 Omitted Proofs on Bounding Mini-Batch Size

Recall
2
" L1 1 -
gmn = 5 Zm Z; EZ AZ] AZj)
- =t F
Write S;(A) = ¢(Az;)¢(Az;) . Then we have
. 1 1 1 &
Gmn(A) 25 Xn — n ZSJ(A)aXn - ZSJ’(A)
j=1 j=1
1 1 —
=gz 2 (Si(4) S5 = 5 3 (85 Sl
i, j=1

SFor simplicity, we analyze as if ¢(0) = 0 w.o.l.g. throughout this section, since the bias term is canceled out in the observation side with
¢(A*z) and the learning side with ¢(Az).
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On the other hand, our target function is:

2

Zw & = Eon(o.0,.0) [$(A2)0(A2) 7]

F
1
=S IES[S]I% — (Es(S], X.) + 511Xl
Therefore Eggm,n(A) — gn(A) = 51 (Es||S(A)[|F — [EsS(A)[|7).
Claim 6.

VEsgmn(A) — Vgn(A) = %Ez [diag(¢'(Az))S(A)p(Az)z" — diag(¢'(Az))Es[S(A)]p(Az)z "] .
Proof.

<V]ES§m,n - Vgn» AA>
—Esém n(A+ AA) + go(A+ AA) — (EsGm,n(A) + ga(4)) + O(|AA]?)

om (Esl\S(A +AA)E —Es|S(A)F - IEsS(A + AA)|E + [[EsS(A)[[F) + O(IAA]*)

“2m
% (Es(S(A), S(A + AA) = S(A)) — (Es[S(A)], Es[S(A + AA) — S(A)]) + O(|AA|)
1

=— ((E- (S(A),diag(¢'(Az))AAzp(Az) ") — (Es[S(A)], Eodiag(¢'(A2))AAz¢(Az) "))
+ O(HAA||2) (from Eqn. (10) and symmetry of .S)

:<%]Ez [diag(¢'(Az))S(A)$(Az)2" — diag(¢'(Az))Es[S(A)]6(Az)z ], AA) + O(|AA|)

Similarly to the derivation in the previous subsection, we again derive the bias in the directional derivative:

Claim 7. For arbitrary matrix direction B,

DAVESS}m n (A)[B] - DAVQTL(A)[B}

[dlag( "(Az)e (B ))( (4) —EsS(A))¢(Az)z"
+dlag (42)) ((¢'(Az) o (B2))¢(A2)" — Ex[(¢/(A2) o (Bz))d(Az)]) p(Az)z"
+diag(¢'(Az)) (¢(Az)(¢' (Az) o (B2)) " — Ex[¢(A2)(¢(A2) 0 (Bz))']) ¢(Az)z"
+ diag(¢'(Az))(S (A) Es ( ))(¢'(Az) o (Bz))z "]

22



C.5 Omitted Proof of the Main Theorem

Proof of Lemma 7. On one hand, suppose Z is an e-FOSP property of g in (5) along with the matrix S and vector o,
we have:

=(8,Z - 7%)
(since Z — Z* has 0 diagonal entries)
< Pr(S)l2llPre(Z = Z7)|F
(T is the tangent cone of PSD matrices at Z)
<|I1Pr(S)l21Z — Z*|
:m?x{&}saj}uz— Z*||p

(a; is the basis of the column space of Z )
<el|Zz =27 (11)
(from the definition of e-FOSP)

On the other hand, from the definition of g, we have:
(z-z VQ(Z )

= § Zzg gzj Zz])

_ 3 2 3 2, k-1

= E (24 —zij E 03 Pi(zij) E akkzij
ij

k odd k odd
>||Z - Z*|| %ot (12)

Here polynomial Py (z;;) = (25 — (2;)%)/(z — 2*) is always positive for z # z* and k to be odd.

Therefore by comparing (11) and (12) we have €||Z — Z*||p > ||Z — Z*||%0%,ie. | Z — Z*||F < O(e). O

Proof of Theorem 4. From Theorem 31 from Ge et al. (2015), we know for small enough learning rate 7, and arbitrary
small e, there exists large enough 7', such that Algorithm 1 generates an output A(™) that is sufficiently close to the
second order stationary point for f. Or formally we have,

Tr((AT)TX;AMD) =y,
[(Vaf(AT) =32 MXGAD), jllo < emin || Ay, |2, Vj € [K]
Te(BT DAV AL (AT N)[B]) > —€||B||3, VB, s.t. Tr(BTX;A) =0

Li(AN) = FA) =S A(Tr(AT X, A) =), Let {@; = AD7;}¥ to form the basis of the column vector space
of A Then the second line is a sufficient condition for the following: ||, (Vaf(A™)) =3, A X; AT))rj|y <
€,Vj € [k].

Now with the concentration bound from Lemma 5, suppose our batch size m > O(d° /), we have ||V 4 g, (A™)) —
Vaf(AT)|2 < e and [|[DaV agn(AT)[B] — DAV af(AT))[B]|l2 < €| B||2 for arbitrary B. Therefore again we
get:

Tr((AM)TX;AT)) =y,
18] (Vagn(AT) =32 N X AT )2 < 2¢, Vj € [K]
Tr(BTDAvALgm (AT N)[B]) > —2¢||B||3,  VB,s.t.Tre(BTX;A) =0

Next we turn to the concentration bound from Lemma 4. Suppose we have when the sample size n > O(d° /e log®(1/6)),
|1DaVag(A)[B]—DaV agn(A)[B]|l2 < O(e||B|| ) and |[Vg(A)—Vgn(4)|2 < O(e) with probability 1 —§. There-
fore similarly we get A is an O(€)-SOSP for g(A) = 3 [|3002, 02 ((A*(A*)T)°" — (AAT)*) ||2F
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Now with Lemma 6 that connects the approximate stationary points, we have Z := A (A(T)T is also an e-FOSP

of §(2) = § S22 07 (27 - 2°) | .
Flnally with Lemma 7, we get || Z — Z*HF < O(e).
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