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Abstract

The remarkable practical success of deep learning has revealed some major surprises from a theoreti-
cal perspective. In particular, simple gradient methods easily find near-optimal solutions to non-convex
optimization problems, and despite giving a near-perfect fit to training data without any explicit effort
to control model complexity, these methods exhibit excellent predictive accuracy. We conjecture that
specific principles underlie these phenomena: that overparametrization allows gradient methods to find
interpolating solutions, that these methods implicitly impose regularization, and that overparametriza-
tion leads to benign overfitting, that is, accurate predictions despite overfitting training data. In this
article, we survey recent progress in statistical learning theory that provides examples illustrating these
principles in simpler settings. We first review classical uniform convergence results and why they fall
short of explaining aspects of the behavior of deep learning methods. We give examples of implicit
regularization in simple settings, where gradient methods lead to minimal norm functions that perfectly
fit the training data. Then we review prediction methods that exhibit benign overfitting, focusing on
regression problems with quadratic loss. For these methods, we can decompose the prediction rule into a
simple component that is useful for prediction and a spiky component that is useful for overfitting but,
in a favorable setting, does not harm prediction accuracy. We focus specifically on the linear regime for
neural networks, where the network can be approximated by a linear model. In this regime, we demon-
strate the success of gradient flow, and we consider benign overfitting with two-layer networks, giving an
exact asymptotic analysis that precisely demonstrates the impact of overparametrization. We conclude
by highlighting the key challenges that arise in extending these insights to realistic deep learning settings.
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1 Introduction

The past decade has witnessed dramatic advances in machine learning that have led to major breakthroughs
in computer vision, speech recognition, and robotics. These achievements are based on a powerful and diverse
toolbox of techniques and algorithms that now bears the name ‘deep learning’; see, for example, [GBC16].
Deep learning has evolved from the decades-old methodology of neural networks: circuits of parametrized
nonlinear functions, trained by gradient-based methods. Practitioners have made major architectural and
algorithmic innovations, and have exploited technological advances, such as increased computing power,
distributed computing architectures, and the availability of large amounts of digitized data. The 2018
Turing Award celebrated these advances, a reflection of their enormous impact [LBH15].

Broadly interpreted, deep learning can be viewed as a family of highly nonlinear statistical models that
are able to encode highly nontrivial representations of data. A prototypical example is a feed-forward neural
network with L layers, which is a parametrized family of functions x 7→ f(x;θ) defined on Rd by

f(x;θ) := σL(WLσL−1(WL−1 · · ·σ1(W 1x) · · · )), (1)
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where the parameters are θ = (W 1, . . . ,WL) with W l ∈ Rdl×dl−1 and d0 = d, and σl : Rdl → Rdl are fixed
nonlinearities, called activation functions. Given a training sample (x1, y1), . . . , (xn, yn) ∈ Rd × RdL , the
parameters θ are typically chosen by a gradient method to minimize the empirical risk,

L̂(θ) :=
1

n

n∑
i=1

`(f(xi;θ), yi),

where ` is a suitable loss function. The aim is to ensure that this model generalizes well, in the sense that
f(x;θ) is an accurate prediction of y on a subsequent (x, y) pair. It is important to emphasize that deep
learning is a data-driven approach: these are rich but generic models, and the architecture, parametrization
and nonlinearities are typically chosen without reference to a specific model for the process generating the
data.

While deep learning has been hugely successful in the hands of practitioners, there are significant gaps
in our understanding of what makes these methods successful. Indeed, deep learning reveals some major
surprises from a theoretical perspective: deep learning methods can find near-optimal solutions to highly
non-convex empirical risk minimization problems, solutions that give a near-perfect fit to noisy training data,
but despite making no explicit effort to control model complexity, these methods lead to excellent prediction
performance in practice.

To put these properties in perspective, it is helpful to recall the three competing goals that statistical
prediction methods must balance: they require expressivity, to allow the richness of real data to be effectively
modelled; they must control statistical complexity, to make the best use of limited training data; and they
must be computationally efficient. The classical approach to managing this trade-off involves a rich, high-
dimensional model, combined with some kind of regularization, which encourages simple models but allows
more complexity if that is warranted by the data. In particular, complexity is controlled so that performance
on the training data, that is, the empirical risk, is representative of performance on independent test data,
specifically so that the function class is simple enough that sample averages L̂(θ) converge to expectations
L(θ) := E`(f(x;θ), y) uniformly across the function class. And prediction methods are typically formulated
as convex optimization problems—for example with a convex loss ` and parameters θ that enter linearly—
which can be solved efficiently.

The deep learning revolution built on two surprising empirical discoveries that are suggestive of radically
different ways of managing these trade-offs. First, deep learning exploits rich and expressive models, with
many parameters, and the problem of optimizing the fit to the training data appears to simplify dramatically
when the function class is rich enough, that is, when it is sufficiently overparametrized. In this regime,
simple, local optimization approaches, variants of stochastic gradient methods, are extraordinarily successful
at finding near-optimal fits to training data, even though the nonlinear parametrization—see equation (1)—
implies that the optimization problems that these simple methods solve are notoriously non-convex. A
posteriori, the idea that overparametrization could lead to tractability might seem natural, but it would
have seemed completely foolish from the point of view of classical learning theory: the resulting models are
outside the realm of uniform convergence, and therefore should not be expected to generalize well.

The second surprising empirical discovery was that these models are indeed outside the realm of uni-
form convergence. They are enormously complex, with many parameters, they are trained with no explicit
regularization to control their statistical complexity, and they typically exhibit a near-perfect fit to noisy
training data, that is, empirical risk close to zero. Nonetheless this overfitting is benign, in that they produce
excellent prediction performance in a number of settings. Benign overfitting appears to contradict accepted
statistical wisdom, which insists on a trade-off between the complexity of a model and its fit to the data.
Indeed, the rule of thumb that models fitting noisy data too well will not generalize is found in most classical
texts on statistics and machine learning [FHT01, Was13]. This viewpoint has become so prevalent that the
word ‘overfitting’ is often taken to mean both fitting data better than should be expected and also giving
poor predictive accuracy as a consequence. In this paper, we use the literal meaning of the word ‘overfitting’;
deep learning practice has demonstrated that poor predictive accuracy is not an inevitable consequence.

This paper reviews some initial steps towards understanding these two surprising aspects of the success
of deep learning. We have two working hypotheses:
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Tractability via overparametrization. Classically, tractable statistical learning is achieved by restricting
to linearly parametrized classes of functions and convex objectives. A fundamentally new principle
appears to be at work in deep learning. Although the objective is highly non-convex, we conjecture
that the hardness of the optimization problem depends on the relationship between the dimension of the
parameter space (the number of optimization variables) and the sample size (which, when we aim for
a near-perfect fit to training data, we can think of as the number of constraints), that is, tractability
is achieved if and only if we choose a model that is sufficiently under-constrained or, equivalently,
overparametrized.

Generalization via implicit regularization. Even if overparametrized models simplify the optimization
task, classically we would have believed that good generalization properties would be restricted to
either an underparametrized regime or a suitably regularized regime. Statistical wisdom suggests
that a method that takes advantage of too many degrees of freedom by perfectly interpolating noisy
training data will be poor at predicting new outcomes. In deep learning, training algorithms appear
to induce a bias that breaks the equivalence among all the models that interpolate the observed data.
Because these models interpolate noisy data, the classical statistical perspective would suggest that
this bias cannot provide sufficient regularization to give good generalization, but in practice it does.
We conjecture that deep learning models can be decomposed into a low-complexity component for
which classical uniform convergence occurs and a high-complexity component that enables a perfect
fit to training data, and if the model is suitably overparameterized, this perfect fit does not have a
significant impact on prediction accuracy.

As we shall see, both of these hypotheses are supported by results in specific scenarios, but there are
many intriguing open questions in extending these results to realistic deep learning settings.

It is worth noting that none of the results that we review here make a case for any optimization or
generalization benefits of increasing depth in deep learning. Although it is not the focus here, another
important aspect of deep learning concerns how deep neural networks can effectively and parsimoniously
express natural functions that are well matched to the data that arise in practice. It seems likely that depth
is crucial for these issues of expressivity.

1.1 Overview

Section 2 starts by reviewing some results from classical statistical learning theory that are relevant to
the problem of prediction with deep neural networks. It describes an explicit probabilistic formulation of
prediction problems. Consistent with the data-driven perspective of deep learning, this formulation assumes
little more than that the (x, y) pairs are sampled independently from a fixed probability distribution. We
explain the role played by uniform bounds on deviations between risk and empirical risk,

sup
f∈F

∣∣∣L(f)− L̂(f)
∣∣∣ ,

in the analysis of the generalization question for functions chosen from a class F . We show how a partition
of a rich function class F into a complexity hierarchy allows regularization methods that balance the statis-
tical complexity and the empirical risk to enjoy the best bounds on generalization implied by the uniform
convergence results. We consider consequences of these results for general pattern classification problems,
for easier “large margin” classification problems and for regression problems, and we give some specific ex-
amples of risk bounds for feed-forward networks. Finally, we consider the implications of these results for
benign overfitting: If an algorithm chooses an interpolating function to minimize some notion of complexity,
what do the uniform convergence results imply about its performance? We see that there are very specific
barriers to analysis of this kind in the overfitting regime; an analysis of benign overfitting must make stronger
assumptions about the process that generates the data.

In Section 3, we review results on the implicit regularization that is imposed by the algorithmic approach
ubiquitous in deep learning: gradient methods. We see examples of function classes and loss functions where
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gradient methods, suitably initialized, return the empirical risk minimizers that minimize certain parameter
norms. While all of these examples involve parameterizations of linear functions with convex losses, we shall
see in Section 5 that this linear/convex viewpoint can be important for nonconvex optimization problems
that arise in neural network settings.

Section 4 reviews analyses of benign overfitting. We consider extreme cases of overfitting, where the
prediction rule gives a perfect interpolating fit to noisy data. In all the cases that we review where this
gives good predictive accuracy, we can view the prediction rule as a linear combination of two components:
f̂ = f̂0 + ∆. The first, f̂0, is a simple component that is useful for prediction, and the second, ∆, is a spiky
component that is useful for overfitting. Classical statistical theory explains the good predictive accuracy
of the simple component. The other component is not useful for prediction, but equally it is not harmful
for prediction. The first example we consider is the classical Nadaraya-Watson kernel smoothing method
with somewhat strange, singular kernels, which lead to an interpolating solution that, for a suitable choice
of the kernel bandwidth, enjoys minimax estimation rates. In this case, we can view f̂0 as the prediction
of a standard kernel smoothing method and ∆ as a spiky component that is harmless for prediction but
allows interpolation. The other examples we consider are for high-dimensional linear regression. Here,
‘linear’ means linearly parameterized, which of course allows for the richness of highly nonlinear features, for
instance the infinite dimensional feature vectors that arise in reproducing kernel Hilbert spaces (RKHSs).
Motivated by the results of Section 3, we study the behavior of the minimum norm interpolating linear
function. We see that it can be decomposed into a prediction component and an overfitting component,
with the split determined by the eigenvalues of the data covariance matrix. The prediction component
corresponds to a high-variance subspace and the overfitting component to the orthogonal, low-variance
subspace. For sub-Gaussian features, benign overfitting occurs if and only if the high-variance subspace
is low-dimensional (that is, the prediction component is simple enough for the corresponding subspace of
functions to exhibit uniform convergence) and the low-variance subspace has high effective dimension and
suitably low energy. In that case, we see a self-induced regularization: the projection of the data on the
low-variance subspace is well-conditioned, just as it would be if a certain level of statistical regularization
were imposed, so that even though this subspace allows interpolation, it does not significantly deteriorate the
predictive accuracy. (Notice that this self-induced regularization is a consequence of the decay of eigenvalues
of the covariance matrix, and should not be confused with the implicit regularization, which is a consequence
of the gradient optimization method and leads to the minimum norm interpolant.) Using direct arguments
that avoid the sub-Gaussian assumption, we see similar behavior of the minimum norm interpolant in certain
infinite-dimensional RKHSs, including an example of an RKHS with fixed input dimension where benign
overfitting cannot occur and examples of RKHSs where it does occur for suitably increasing input dimension,
again corresponding to decompositions into a simple subspace—in this case, a subspace of polynomials, with
dimension low enough for uniform convergence—and a complex high-dimensional orthogonal subspace that
allows benign overfitting.

In Section 5, we consider a specific regime where overparametrization allows a non-convex empirical risk
minimization problem to be solved efficiently by gradient methods: a linear regime, in which a parameterized
function can be accurately approximated by its linearization about an initial parameter vector. For a suitable
parameterization and initialization, we see that a gradient method remains in the linear regime, enjoys linear
convergence of the empirical risk, and leads to a solution whose predictions are well approximated by the
linearization at the initialization. In the case of two-layer networks, suitably large overparametrization
and initialization suffice. On the other hand, the mean-field limit for wide two-layer networks, a limit
that corresponds to a smaller—and perhaps more realistic—initialization, exhibits an essentially different
behavior, highlighting the need to extend our understanding beyond linear models.

Section 6 returns to benign overfitting, focusing on the linear regime for two specific families of two-layer
networks: a random features model, with randomly initialized first-layer parameters that remain constant
throughout training, and a neural tangent model, corresponding to the linearization about a random ini-
tialization. Again, we see decompositions into a simple subspace (of low-degree polynomials) that is useful
for prediction and a complex orthogonal subspace that allows interpolation without significantly harming
prediction accuracy.
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Section 7 outlines future directions. Specifically, for the two working hypotheses of tractability via over-
parametrization and generalization via implicit regularization, this section summarizes the insights from the
examples that we have reviewed—mechanisms for implicit regularization, the role of dimension, decompo-
sitions into prediction and overfitting components, data-adaptive choices of these decompositions, and the
tractability benefits of overparameterization. It also speculates on how these might extend to realistic deep
learning settings.

2 Generalization and uniform convergence

This section reviews uniform convergence results from statistical learning theory and their implications for
prediction with rich families of functions, such as those computed by neural networks. In classical statistical
analyses, it is common to posit a specific probabilistic model for the process generating the data and to
estimate the parameters of that model; see, for example, [BD07]. In contrast, the approach in this section
is motivated by viewing neural networks as defining rich, flexible families of functions that are useful for
prediction in a broad range of settings. We make only weak assumptions about the process generating the
data, for example, that it is sampled independently from an unknown distribution, and we aim for the best
prediction accuracy.

2.1 Preliminaries

Consider a prediction problem in a probabilistic setting, where we aim to use data to find a function f
mapping from an input space X (for example, a representation of images) to an output space Y (for example,
a finite set of labels for those images). We measure the quality of the predictions that f : X → Y makes on
an (x, y) pair using the loss `(f(x), y), which represents the cost of predicting f(x) when the actual outcome
is y. For example, if f(x) and y are real-valued, we might consider the square loss, `(f(x), y) = (f(x)− y)2.
We assume that we have access to a training sample of input-output pairs (x1, y1), . . . , (xn, yn) ∈ X × Y,

chosen independently from a probability distribution P on X ×Y. These data are used to choose f̂ : X → Y,
and we would like f̂ to give good predictions of the relationship between subsequent (x, y) pairs in the sense

that the risk of f̂ , denoted
L(f̂) := E`(f̂(x), y),

is small, where (x, y) ∼ P and E denotes expectation (and if f̂ is random, for instance because it is chosen

based on random training data, we use L(f̂) to denote the conditional expectation given f̂). We are interested

in ensuring that the excess risk of f̂ ,
L(f̂)− inf

f
L(f),

is close to zero, where the infimum is over all measurable functions. Notice that we assume only that (x, y)
pairs are independent and identically distributed; in particular, we do not assume any functional relationship
between x and y.

Suppose that we choose f̂ from a set of functions F ⊆ YX . For instance, F might be the set of functions
computed by a deep network with a particular architecture and with particular constraints on the parameters
in the network. A natural approach to using the sample to choose f̂ is to minimize the empirical risk over
the class F . Define

f̂erm ∈ argmin
f∈F

L̂(f), (2)

where the empirical risk,

L̂(f) :=
1

n

n∑
i=1

`(f(xi), yi),

is the expectation of the loss under the empirical distribution defined by the sample. Often, we consider
classes of functions x 7→ f(x;θ) parameterized by θ, and we use L(θ) and L̂(θ) to denote L(f(·;θ)) and

L̂(f(·;θ)), respectively.
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We can split the excess risk of the empirical risk minimizer f̂erm into two components,

L(f̂erm)− inf
f
L(f) =

(
L(f̂erm)− inf

f∈F
L(f)

)
+

(
inf
f∈F

L(f)− inf
f
L(f)

)
, (3)

the second reflecting how well functions in the class F can approximate an optimal prediction rule and the
first reflecting the statistical cost of estimating such a prediction rule from the finite sample. For a more
complex function class F , we should expect the approximation error to decrease and the estimation error to
increase. We focus on the estimation error, and on controlling it using uniform laws of large numbers.

2.2 Uniform laws of large numbers

Without any essential loss of generality, suppose that a minimizer f∗F ∈ arg minf∈F L(f) exists. Then we

can split the estimation error of an empirical risk minimizer f̂erm defined in (2) into three components:

L(f̂erm)− inf
f∈F

L(f)

= L(f̂erm)− L(f∗F )

=
[
L(f̂erm)− L̂(f̂erm)

]
+
[
L̂(f̂erm)− L̂(f∗F )

]
+
[
L̂(f∗F )− L(f∗F )

]
. (4)

The second term cannot be positive since f̂erm minimizes empirical risk. The third term converges to zero
by the law of large numbers (and if the random variable `(f∗F (x), y) is sub-Gaussian, then with probability
exponentially close to 1 this term is O(n−1/2); see, for example, [BLM13, Chapter 2] and [Ver18] for the
definition of sub-Gaussian and for a review of concentration inequalities of this kind). The first term is more

interesting. Since f̂erm is chosen using the data, L̂(f̂erm) is a biased estimate of L(f̂erm), and so we cannot simply
apply a law of large numbers. One approach is to use the crude upper bound

L(f̂erm)− L̂(f̂erm) ≤ sup
f∈F

∣∣∣L(f)− L̂(f)
∣∣∣ , (5)

and hence bound the estimation error in terms of this uniform bound. The following theorem shows that such
uniform bounds on deviations between expectations and sample averages are intimately related to a notion
of complexity of the loss class `F = {(x, y) 7→ `(f(x), y) : f ∈ F} known as the Rademacher complexity. For
a probability distribution P on a measurable space Z, a sample z1, . . . ,zn ∼ P, and a function class G ⊂ RZ ,
define the Rademacher complexity of G as

Rn(G) := E sup
g∈G

∣∣∣∣∣ 1n
n∑
i=1

εig(zi)

∣∣∣∣∣ ,
where ε1, . . . , εn ∈ {±1} are independent and uniformly distributed.

Theorem 2.1. For any G ⊂ [0, 1]Z and any probability distribution P on Z,

1

2
Rn(G)−

√
log 2

2n
≤ E sup

g∈G

∣∣∣Eg − Êg
∣∣∣ ≤ 2Rn(G),

where Êg = n−1
∑n
i=1 g(zi) and z1, . . . ,zn are chosen i.i.d. according to P. Furthermore, with probability

at least 1− 2 exp(−2ε2n) over z1, . . . ,zn,

E sup
g∈G

∣∣∣Eg − Êg
∣∣∣− ε ≤ sup

g∈G

∣∣∣Eg − Êg
∣∣∣ ≤ E sup

g∈G

∣∣∣Eg − Êg
∣∣∣+ ε.

Thus, Rn(G)→ 0 if and only if supg∈G

∣∣∣Eg − Êg
∣∣∣ as→ 0.
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See [KP00, Kol01, BBL02, BM02] and [Kol06]. This theorem shows that for bounded losses, a uniform
bound

sup
f∈F

∣∣∣L(f)− L̂(f)
∣∣∣

on the maximal deviations between risks and empirical risks of any f in F is tightly concentrated around its
expectation, which is close to the Rademacher complexity Rn(`F ). Thus, we can bound the excess risk of

f̂erm in terms of the sum of the approximation error inff∈F L(f)− inff L(f) and this bound on the estimation
error.

2.3 Faster rates

Although the approach (5) of bounding the deviation between the risk and empirical risk of f̂erm by the
maximum for any f ∈ F of this deviation appears to be very coarse, there are many situations where it
cannot be improved by more than a constant factor without stronger assumptions (we will see examples later
in this section). However, there are situations where it can be significantly improved. As an illustration,
provided F contains functions f for which the variance of `(f(x), y) is positive, it is easy to see that
Rn(`F ) = Ω(n−1/2). Thus, the best bound on the estimation error implied by Theorem 2.1 must go to zero
no faster than n−1/2, but it is possible for the risk of the empirical minimizer to converge to the optimal
value L(f∗F ) faster than this. For example, when F is suitably simple, this occurs for a nonnegative bounded
loss, ` : Y × Y → [0, 1], when there is a function f∗F in F that gives perfect predictions, in the sense that
almost surely `(f∗F (x), y) = 0. In that case, the following theorem is an example that gives a faster rate in
terms of the worst-case empirical Rademacher complexity,

R̄n(F) = sup
x1,...,xn∈X

E

[
sup
f∈F

∣∣∣∣∣ 1n
n∑
i=1

εif(xi)

∣∣∣∣∣
∣∣∣∣∣x1, . . . ,xn

]
.

Notice that, for any probability distribution on X , Rn(F) ≤ R̄n(F).

Theorem 2.2. There is a constant c > 0 such that for a bounded function class F ⊂ [−1, 1]X , for `(ŷ, y) =
(ŷ−y)2, and for any distribution P on X×[−1, 1], with probability at least 1−δ, a sample (x1, y1), . . . , (xn, yn)
satisfies for all f ∈ F ,

L(f) ≤ (1 + c)L̂(f) + c (log n)
4
R̄2
n(F) +

c log(1/δ)

n
.

In particular, when L(f∗F ) = 0, the empirical minimizer has L̂(f̂erm) = 0, and so with high probability,

L(f̂erm) = Õ
(
R̄2
n(F)

)
, which can be as small as Õ(1/n) for a suitably simple class F .

Typically, faster rates like these arise when the variance of the excess loss is bounded in terms of its
expectation, for instance

E [`(f(x), y)− `(f∗F (x), y)]
2 ≤ cE [`(f(x), y)− `(f∗F (x), y)] .

For a bounded nonnegative loss with L(f∗F ) = 0, this so-called Bernstein property is immediate, and it
has been exploited in that case to give fast rates for prediction with binary-valued [VC71, VC74] and real-
valued [Hau92, Pol95, BL99] function classes. Theorem 2.2, which follows from [SST10, Theorem 1] and the
AM-GM inequality1, relies on the smoothness of the quadratic loss to give a bound for that case in terms of
the worst-case empirical Rademacher complexity. There has been a significant body of related work over the
last thirty years. First, for quadratic loss in this well-specified setting, that is, when f∗(x) = E[y|x] belongs
to the class F , faster rates have been obtained even without L(f∗) = 0 [vdG90]. Second, the Bernstein
property can occur without the minimizer of L being in F ; indeed, it arises for convex F with quadratic
loss [LBW96] or more generally strongly convex losses [Men02], and this has been exploited to give fast rates

1The exponent on the log factor in Theorem 2.2 is larger than the result in the cited reference; any exponent larger than 3
suffices. See [RV06, Equation (1.4)].
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based on several other notions of complexity [BBM05, Kol06, LRS15]. Recent techniques [Men20] eschew

concentration bounds and hence give weaker conditions for convergence of L(f̂erm) to L(f∗F ), without the
requirement that the random variables `(f(x), y) have light tails. Finally, while we have defined F as the
class of functions used by the prediction method, if it is viewed instead as the benchmark (that is, the aim
is to predict almost as well as the best function in F , but the prediction method can choose a prediction
rule f̂ that is not necessarily in F), then similar fast rates are possible under even weaker conditions, but
the prediction method must be more complicated than empirical risk minimization; see [RST17].

2.4 Complexity regularization

The results we have seen give bounds on the excess risk of f̂erm in terms of a sum of approximation error
and a bound on the estimation error that depends on the complexity of the function class F . Rather than
choosing the complexity of the function class F in advance, we could instead split a rich class F into a
complexity hierarchy and choose the appropriate complexity based on the data, with the aim of managing
this approximation-estimation tradeoff. We might define subsets Fr of a rich class F , indexed by a complexity
parameter r. We call each Fr a complexity class, and we say that it has complexity r.

There are many classical examples of this approach. For instance, support vector machines (SVMs) [CV95]
use a reproducing kernel Hilbert space (RKHS) H, and the complexity class Fr is the subset of functions in
H with RKHS norm no more than r. As another example, Lasso [Tib96] uses the set F of linear functions
on a high-dimensional space, with the complexity classes Fr defined by the `1 norm of the parameter vector.
Both SVMs and Lasso manage the approximation-estimation trade-off by balancing the complexity of the
prediction rule and its fit to the training data: they minimize a combination of empirical risk and some
increasing function of the complexity r.

The following theorem gives an illustration of the effectiveness of this kind of complexity regularization. In
the first part of the theorem, the complexity penalty for a complexity class is a uniform bound on deviations
between expectations and sample averages for that class. We have seen that uniform deviation bounds of
this kind imply upper bounds on the excess risk of the empirical risk minimizer in the class. In the second
part of the theorem, the complexity penalty appears in the upper bounds on excess risk that arise in settings
where faster rates are possible. In both cases, the theorem shows that when the bounds hold, choosing the
best penalized empirical risk minimizer in the complexity hierarchy leads to the best of these upper bounds.

Theorem 2.3. For each Fr ⊆ F , define an empirical risk minimizer

f̂r
erm
∈ argmin

f∈Fr
L̂(f).

Among these, select the one with complexity r̂ that gives an optimal balance between the empirical risk and
a complexity penalty pr:

f̂ = f̂ r̂
erm
, r̂ ∈ argmin

r

(
L̂(f̂r

erm
) + pr

)
. (6)

1. In the event that the complexity penalties are uniform deviation bounds:

for all r, sup
f∈Fr

∣∣∣L(f)− L̂(f)
∣∣∣ ≤ pr, (7)

then we have the oracle inequality

L(f̂)− inf
f
L(f) ≤ inf

r

(
inf
f∈Fr

L(f)− inf
f
L(f) + 2pr

)
. (8)

2. Suppose that the complexity classes and penalties are ordered, that is,

r ≤ s implies Fr ⊆ Fs and pr ≤ ps,
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and fix f∗r ∈ arg minf∈Fr L(f). In the event that the complexity penalties satisfy the uniform relative
deviation bounds

for all r, sup
f∈Fr

(
L(f)− L(f∗r )− 2

(
L̂(f)− L̂(f∗r )

))
≤ 2pr/7 (9)

and sup
f∈Fr

(
L̂(f)− L̂(f∗r )− 2 (L(f)− L(f∗r ))

)
≤ 2pr/7,

then we have the oracle inequality

L(f̂)− inf
f
L(f) ≤ inf

r

(
inf
f∈Fr

L(f)− inf
f
L(f) + 3pr

)
. (10)

These are called oracle inequalities because (8) (respectively (10)) gives the error bound that follows
from the best of the uniform bounds (7) (respectively (9)), as if we have access to an oracle who knows the
complexity that gives the best bound. The proof of the first part is a straightforward application of the same
decomposition as (4); see, for example, [BBL02]. The proof of the second part, which allows significantly
smaller penalties pr when faster rates are possible, is also elementary; see [Bar08]. In both cases, the broad
approach to managing the trade-off between approximation error and estimation error is qualitatively the
same: having identified a complexity hierarchy {Fr} with corresponding excess risk bounds pr, these results
show the effectiveness of choosing from the hierarchy a function f that balances the complexity penalty pr
with the fit to the training data L̂(f̂r

erm
).

Later in this section, we will see examples of upper bounds on estimation error for neural network classes
Fr indexed by a complexity parameter r that depends on properties of the network, such as the size of the
parameters. Thus, a prediction method that trades off the fit to the training data with these measures of
complexity would satisfy an oracle inequality.

2.5 Computational complexity of empirical risk minimization

To this point, we have considered the statistical performance of the empirical risk minimizer f̂erm without
considering the computational cost of solving this optimization problem. The classical cases where it can
be solved efficiently involve linearly parameterized function classes, convex losses, and convex complexity
penalties, so that penalized empirical risk minimization is a convex optimization problem. For instance,
SVMs exploit a linear function class (an RKHS, H), a convex loss,

`(f(x), y) := (1− yf(x)) ∨ 0 for f : X → R and y ∈ {±1},

and a convex complexity penalty,

Fr = {f ∈ H : ‖f‖H ≤ r}, pr = r/
√
n,

and choosing f̂ according to (6) corresponds to solving a quadratic program. Similarly, Lasso involves linear
functions on Rd, quadratic loss, and a convex penalty,

Fr = {x 7→ 〈x,β〉 : ‖β‖1 ≤ r}, pr = r
√

log(d)/n.

Again, minimizing complexity-penalized empirical risk corresponds to solving a quadratic program.
On the other hand, the optimization problems that arise in a classification setting, where functions map

to a discrete set, have a combinatorial flavor, and are often computationally hard in the worst case. For
instance, empirical risk minimization over the set of linear classifiers

F =
{
x 7→ sign (〈w,x〉) : w ∈ Rd

}
is NP-hard [JP78, GJ79]. In contrast, if there is a function in this class that classifies all of the training
data correctly, finding an empirical risk minimizer is equivalent to solving a linear program, which can be
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solved efficiently. Another approach to simplifying the algorithmic challenge of empirical risk minimization
is to replace the discrete loss for this family of thresholded linear functions with a surrogate convex loss for
the family of linear functions. This is the approach used in SVMs: replacing a nonconvex loss with a convex
loss allows for computational efficiency, even when there is no thresholded linear function that classifies all
of the training data correctly.

However, the corresponding optimization problems for neural networks appear to be more difficult. Even
when L̂(f̂erm) = 0, various natural empirical risk minimization problems over families of neural networks are
NP-hard [Jud90, BR92, DSS95], and this is still true even for convex losses [Vu98, BBD02].

In the remainder of this section, we focus on the statistical complexity of prediction problems with neural
network function classes (we shall return to computational complexity considerations in Section 5). We
review estimation error bounds involving these classes, focusing particularly on the Rademacher complexity.
The Rademacher complexity of a loss class `F can vary dramatically with the loss `. For this reason, we
consider separately discrete losses, such as those used for classification, convex upper bounds on these losses,
like the SVM loss and other large margin losses used for classification, and Lipschitz losses used for regression.

2.6 Classification

We first consider loss classes for the problem of classification. For simplicity, consider a two-class classification
problem, where Y = {±1}, and define the ±1 loss, `±1(ŷ, y) = −yŷ. Then for F ⊂ {±1}X , Rn(`F ) = Rn(F),
since the distribution of εi`±1(f(xi), yi) = −εiyif(xi) is the same as that of εif(xi). The following theorem
shows that the Rademacher complexity depends on a combinatorial dimension of F , known as the VC-
dimension [VC71].

Theorem 2.4. For F ⊆ [−1, 1]X and for any distribution on X ,

Rn(F) ≤
√

2 log(2ΠF (n))

n
,

where
ΠF (n) = max {|{(f(x1), . . . , f(xn)) : f ∈ F}| : x1, . . . ,xn ∈ X} .

If F ⊆ {±1}X and n ≥ d = dV C(F), then

ΠF (n) ≤ (en/d)
d
,

where dV C(F) := max
{
d : ΠF (d) = 2d

}
. In that case, for any distribution on X ,

Rn(F) = O

(√
d log(n/d)

n

)
,

and conversely, for some probability distribution, Rn(F) = Ω
(√

d/n
)

.

These bounds imply that, for the worst case probability distribution, the uniform deviations between
sample averages and expectations grow like Θ̃(

√
dV C(F)/n), a result of [VC71]. The log factor in the

upper bound can be removed; see [Tal94]. Classification problems are an example where the crude upper
bound (5) cannot be improved without stronger assumptions: the minimax excess risk is essentially the
same as these uniform deviations. In particular, these results show that empirical risk minimization leads,
for any probability distribution, to excess risk that is O(

√
dV C(F)/n), but conversely, for every method that

predicts a f̂ ∈ F , there is a probability distribution for which the excess risk is Ω(
√
dV C(F)/n) [VC74].

When there is a prediction rule in F that predicts perfectly, that is L(f∗F ) = 0, the upper and lower bounds
can be improved to Θ̃(dV C(F)/n) [BEHW89, EHKV89].

These results show that dV C(F) is critical for uniform convergence of sample averages to probabilities,
and more generally for the statistical complexity of classification with a function class F . The following
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theorem summarizes the known bounds on the VC-dimension of neural networks with various piecewise-
polynomial nonlinearities. Recall that a feed-forward neural network with L layers is defined by a sequence
of layer widths d1, . . . , dL and functions σl : Rdl → Rdl for l = 1, . . . , L. It is a family of RdL-valued functions
on Rd parameterized by θ = (W 1, . . . ,WL); see (1). We often consider scalar nonlinearities σ : R → R
applied componentwise, that is, σl(v)i := σ(vi). For instance, σ might be the scalar nonlinearity used in the
ReLU (rectified linear unit), σ(α) = α ∨ 0. We say that this family has p parameters if there is a total of p
entries in the matrices W 1, . . . ,WL. We say that σ is piecewise polynomial if it can be written as a sum of
a constant number of polynomials,

σ(x) =

k∑
i=1

1 [x ∈ Ii] pi(x),

where the intervals I1, . . . , Ik form a partition of R and the pi are polynomials.

Theorem 2.5. Consider feed-forward neural networks FL,σ with L layers, scalar output (that is, dL = 1),
output nonlinearity σL(α) = sign(α), and scalar nonlinearity σ at every other layer. Define

dL,σ,p = max {dV C(FL,σ) : FL,σ has p parameters} .

1. For σ piecewise constant, dL,σ,p = Θ̃ (p).

2. For σ piecewise linear, dL,σ,p = Θ̃ (pL).

3. For σ piecewise polynomial, dL,σ,p = Õ
(
pL2

)
.

Part 1 is from [BH89]. The upper bound in part 2 is from [BHLM19]. The lower bound in part 2
and the bound in part 3 are from [BMM98]. There are also upper bounds for the smooth sigmoid σ(α) =
1/(1 + exp(−α)) that are quadratic in p; see [KM97]. See Chapter 8 of [AB99] for a review.

The theorem shows that the VC-dimension of these neural networks grows at least linearly with the
number of parameters in the network, and hence to achieve small excess risk or uniform convergence of
sample averages to probabilities for discrete losses, the sample size must be large compared to the number
of parameters in these networks.

There is an important caveat to this analysis: it captures arbitrarily fine-grained properties of real-valued
functions, because the operation of thresholding these functions is very sensitive to perturbations, as the
following example shows.

Example 2.6. For α > 0, define the nonlinearity r̃(x) := (x+ α sinx) ∨ 0 and the following one-parameter
class of functions computed by two-layer networks with these nonlinearities:

Fr̃ := {x 7→ sign(π + r̃(wx)− r̃(wx+ π)) : w ∈ R} .

Then dV C(Fr̃) =∞.

Indeed, provided wx ≥ α, r̃(wx) = wx + α sin(wx), hence π + r̃(wx) − r̃(wx + π) = 2α sin(wx). This
shows that the set of functions in Fr̃ restricted to N contains

{x 7→ sign(sin(wx)) : w ≥ α} = {x 7→ sign(sin(wx)) : w ≥ 0} ,

and the VC-dimension of the latter class of functions on N is infinite; see, for example, [AB99, Lemma 7.2].
Thus, with an arbitrarily small perturbation of the ReLU nonlinearity, the VC-dimension of this class changes
from a small constant to infinity. See also [AB99, Theorem 7.1], which gives a similar result for a slightly
perturbed version of a sigmoid nonlinearity.

As we have seen, the requirement that the sample size grows with the number of parameters is at odds
with empirical experience: deep networks with far more parameters than the number of training examples
routinely give good predictive accuracy. It is plausible that the algorithms used to optimize these networks
are not exploiting their full expressive power. In particular, the analysis based on combinatorial dimensions
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captures arbitrarily fine-grained properties of the family of real-valued functions computed by a deep network,
whereas algorithms that minimize a convex loss might not be significantly affected by such fine-grained
properties. Thus, we might expect that replacing the discrete loss `±1 with a convex surrogate, in addition
to computational convenience, could lead to reduced statistical complexity. The empirical success of gradient
methods with convex losses for overparameterized thresholded real-valued classifiers was observed both in
neural networks [MP90], [LGT97], [CLG01] and in related classification methods [DC95], [Qui96], [Bre98]. It
was noticed that classification performance can improve as the number of parameters is increased even after
all training examples are classified correctly [Qui96], [Bre98].2 These observations motivated large margin
analyses [Bar98], [SFBL98], which reduce classification problems to regression problems.

2.7 Large margin classification

Although the aim of a classification problem is to minimize the expectation of a discrete loss, if we consider
classifiers such as neural networks that consist of thresholded real-valued functions obtained by minimizing
a surrogate loss—typically a convex function of the real-valued prediction—then it turns out that we can
obtain bounds on estimation error by considering approximations of the class of real-valued functions. This
is important because the statistical complexity of that function class can be considerably smaller than that of
the class of thresholded functions. In effect, for a well-behaved surrogate loss, fine-grained properties of the
real-valued functions are not important. If the surrogate loss ` satisfies a Lipschitz property, we can relate
the Rademacher complexity of the loss class `F to that of the function class F using the Ledoux-Talagrand
contraction inequality [LT91, Theorem 4.12].

Theorem 2.7. Suppose that, for all y, ŷ 7→ `(ŷ, y) is c-Lipschitz and satisfies `(0, y) = 0. Then Rn(`F ) ≤
2cRn(F).

Notice that the assumption that `(0, y) = 0 is essentially without loss of generality: adding a fixed
function to `F by replacing `(ŷ, y) with `(ŷ, y)− `(0, y) shifts the Rademacher complexity by O (1/

√
n).

For classification with y ∈ {−1, 1}, the hinge loss `(ŷ, y) = (1 − yŷ) ∨ 0 used by SVMs and the logistic
loss `(ŷ, y) = log (1 + exp(−yŷ)) are examples of convex, 1-Lipschitz surrogate losses. The quadratic loss
`(ŷ, y) = (ŷ − y)2 and the exponential loss `(ŷ, y) := exp(−yŷ) used by AdaBoost [FS97] (see Section 3) are
also convex, and they are Lipschitz when functions in F have bounded range.

We can write all of these surrogate losses as `φ(ŷ, y) := φ(ŷy) for some function φ : R → [0,∞). The
following theorem relates the excess risk to the excess surrogate risk. It is simpler to state when φ is convex
and when, rather than `±1, we consider a shifted, scaled version, defined as `01(ŷ, y) := 1 [ŷ 6= y]. We use
L01(f) and Lφ(f) to denote E`01(f(x), y) and E`φ(f(x), y) respectively.

Theorem 2.8. For a convex function φ : R→ [0,∞), define `φ(ŷ, y) := φ(ŷy) and Cθ(α) := (1+θ)φ(α)/2+
(1− θ)φ(−α)/2, and define ψφ : [0, 1]→ [0,∞) as ψφ(θ) := inf {Cθ(α) : α ≤ 0} − inf {Cθ(α) : α ∈ R}. Then
we have the following.

1. For any measurable f̂ : X → R and any probability distribution P on X × Y,

ψφ

(
L01(f̂)− inf

f
L01(f)

)
≤ Lφ(f̂)− inf

f
Lφ(f),

where the infima are over measurable functions f .

2. For |X | ≥ 2, this inequality cannot hold if ψφ is replaced by any larger function:

sup
θ

inf

{
Lφ(f̂)− inf

f
Lφ(f)− ψφ(θ) :

P, f̂ satisfy L01(f̂)− inf
f
L01(f) = θ

}
= 0.

2Both phenomena were observed more recently in neural networks; see [ZBH+17] and [NTSS17].
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3. ψφ(θi)→ 0 implies θi → 0 if and only if both φ is differentiable at zero and φ′(0) < 0.

For example, for the hinge loss φ(α) = (1−α)∨ 0, the relationship between excess risk and excess φ-risk
is given by ψφ(θ) = |θ|, for the quadratic loss φ(α) = (1 − α)2, ψφ(θ) = θ2, and for the exponential loss
φ(α) = exp(−α), ψφ(θ) = 1−

√
1− θ2. Theorem 2.8 is from [BJM06]; see also [Lin04, LV04] and [Zha04].

Using (4), (5), and Theorems 2.1 and 2.7 to bound E`φ,f̂ − inff E`φ,f in terms of Rn(F) and combining
with Theorem 2.8 shows that, if φ is 1-Lipschitz then with high probability,

ψφ

(
L01(f̂)− inf

f
L01(f)

)
≤ 4Rn(F) +O

(
1√
n

)
+ inf
f∈F

Lφ(f)− inf
f
Lφ(f). (11)

Notice that in addition to the Rademacher complexity of the real-valued class F , this bound includes an
approximation error term defined in terms of the surrogate loss; the binary-valued prediction problem has
been reduced to a real-valued problem.

Alternatively, we could consider more naive bounds: If a loss satisfies the pointwise inequality `01(ŷ, y) ≤
`φ(ŷ, y), then we have an upper bound on risk in terms of surrogate risk: L01(f̂) ≤ Lφ(f̂). In fact, Theo-
rem 2.8 implies that pointwise inequalities like this are inevitable for any reasonable convex loss. Define a
surrogate loss φ as classification-calibrated if any f that minimizes the surrogate risk Lφ(f) will also min-
imize the classification risk L01(f). Then part 3 of the theorem shows that if a convex surrogate loss φ is
classification-calibrated then it satisfies

for all ŷ, y,
`φ(ŷ, y)

φ(0)
=
φ(ŷy)

φ(0)
≥ 1[ŷy ≤ 0] = `01(ŷ, y).

Thus, every classification-calibrated convex surrogate loss, suitably scaled so that φ(0) = 1, is an upper
bound on the discrete loss `01, and hence immediately gives an upper bound on risk in terms of surrogate
risk: L01(f̂) ≤ Lφ(f̂). Combining this with Theorems 2.1 and 2.7 shows that, if φ is also 1-Lipschitz then
with high probability,

L01(f̂) ≤ L̂φ(f̂) + 4Rn(F) +O

(
1√
n

)
. (12)

2.8 Real prediction

For a real-valued function class F , there is an analog of Theorem 2.4 with the VC-dimension of F replaced
by the pseudodimension of F , which is the VC-dimension of {(x, y) 7→ 1 [f(x) ≥ y] : f ∈ F}; see [Pol90].
Theorem 2.5 is true with the output nonlinearity σL of FL,σ replaced by any Lipschitz nonlinearity and
with dV C replaced by the pseudodimension. However, using this result to obtain bounds on the excess risk
of an empirical risk minimizer would again require the sample size to be large compared to the number of
parameters.

Instead, we can bound Rn(`F ) more directly in many cases. With a bound on Rn(F) for a class F of
real-valued functions computed by neural networks, we can then apply Theorem 2.7 to relate Rn(`F ) to
Rn(F), provided the loss is a Lipschitz function of its first argument. This is the case, for example, for
absolute loss `(ŷ, y) = |ŷ − y|, or for quadratic loss `(ŷ, y) = (ŷ − y)2 when Y and the range of functions in
F are bounded.

The following result gives a bound on Rademacher complexity for neural networks that use a bounded,
Lipschitz nonlinearity, such as the sigmoid function

σ(x) =
1− exp(−x)

1 + exp(−x)
.

Theorem 2.9. For two-layer neural networks defined on X = [−1, 1]d,

FB =

{
x 7→

k∑
i=1

biσ (〈wi,x〉) : ‖b‖1 ≤ 1, ‖wi‖1 ≤ B, k ≥ 1

}
,
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where the nonlinearity σ : R→ [−1, 1] is 1-Lipschitz and has σ(0) = 0,

Rn(FB) ≤ B
√

2 log 2d

n
.

Thus, for example, applying (11) in this case with a Lipschitz convex loss `φ and the corresponding ψφ
defined by Theorem 2.8, shows that with high probability the minimizer f̂erm in FB of Ê`f satisfies

ψφ

(
L01(f̂erm)− inf

f
L01(f)

)
≤ O

(
B

√
log d

n

)
+ inf
f∈FB

Lφ(f)− inf
f
Lφ(f).

If, in addition, `φ is scaled so that it is an upper bound on `01, applying (12) shows that with high probability
every f ∈ FB satisfies

L01(f) ≤ L̂φ(f) +O

(
B

√
log d

n

)
.

Theorem 2.9 is from [BM02]. The proof uses the contraction inequality (Theorem 2.7) and elementary
properties of Rademacher complexity.

The following theorem gives similar error bounds for networks with Lipschitz nonlinearities that, like the
ReLU nonlinearity, do not necessarily have a bounded range. The definition of the function class includes
deviations of the parameter matrices W i from fixed ‘centers’ M i.

Theorem 2.10. Consider a feed-forward network with L layers, fixed vector nonlinearities σi : Rdi → Rdi
and parameter θ = (W 1, . . . ,WL) with W i ∈ Rdi×di−1 , for i = 1, . . . , L, which computes functions

f(x;θ) = σL(WLσL−1(WL−1 · · ·σ1(W 1x) · · · )),

where d0 = d and dL = 1. Define d̄ = d0 ∨ · · · ∨ dL. Fix matrices M i ∈ Rdi×di−1 , for i = 1, . . . , L, and
define the class of functions on the unit Euclidean ball in Rd,

Fr =

f(·,θ) :

L∏
i=1

‖W i‖
(

L∑
i=1

‖W>
i −M>

i ‖2/32,1

‖W i‖2/3

)3/2

≤ r

 ,

where ‖A‖ denotes the spectral norm of the matrix A and ‖A‖2,1 denotes the sum of the 2-norms of its
columns. If the σi are all 1-Lipschitz and the surrogate loss `φ is a b-Lipschitz upper bound on the classifi-
cation loss `01, then with probability at least 1− δ, every f ∈ Fr has

L01(f) ≤ L̂φ(f) + Õ

(
rb log d̄+

√
log(1/δ)√

n

)
.

Theorem 2.10 is from [BFT17]. The proof uses different techniques (covering numbers rather than the
Rademacher complexity) to address the key technical difficulty, which is controlling the scale of vectors that
appear throughout the network.

When the nonlinearity has a 1-homogeneity property, the following result gives a simple direct bound on
the Rademacher complexity in terms of the Frobenius norms of the weight matrices (although it is worse than
Theorem 2.10, even with M i = 0, unless the ratios ‖W i‖F /‖W i‖ are close to 1). We say that σ : R→ R is
1-homogeneous if σ(αx) = ασ(x) for all x ∈ R and α ≥ 0. Notice that the ReLU nonlinearity σ(x) = x ∨ 0
has this property.

Theorem 2.11. Let σ̄ : R→ R be a fixed 1-homogeneous nonlinearity, and define the componentwise version
σi : Rdi → Rdi via σi(x)j = σ̄(xj). Consider a network with L layers of these nonlinearities and parameters
θ = (W 1, . . . ,WL), which computes functions

f(x;θ) = σL(WLσL−1(WL−1 · · ·σ1(W 1x) · · · )).
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Define the class of functions on the unit Euclidean ball in Rd,

FB = {f(·;θ) : ‖W i‖F ≤ B} ,
where ‖W i‖F denotes the Frobenius norm of W i. Then we have

Rn(FB) .

√
LBL√
n

.

This result is from [GRS18], which also shows that it is possible to remove the
√
L factor at the cost of

a worse dependence on n. See also [NTS15].

2.9 The mismatch between benign overfitting and uniform convergence

It is instructive to consider the implications of the generalization bounds we have reviewed in this section for
the phenomenon of benign overfitting, which has been observed in deep learning. For concreteness, suppose
that ` is the quadratic loss. Consider a neural network function f̂ ∈ F chosen so that L̂(f̂) = 0. For an

appropriate complexity hierarchy F =
⋃
r Fr, suppose that f̂ is chosen to minimize the complexity r(f̂),

defined as the smallest r for which f̂ ∈ Fr, subject to the interpolation constraint L̂(f) = 0. What do the

bounds based on uniform convergence imply about the excess risk L(f̂) − inff∈F L(f) of this minimum-
complexity interpolant?

Theorems 2.9, 2.10, and 2.11 imply upper bounds on risk in terms of various notions of scale of network
parameters. For these bounds to be meaningful for a given probability distribution, there must be an
interpolating f̂ for which the complexity r(f̂) grows suitably slowly with the sample size n so that the excess
risk bounds converge to zero.

An easy example is when there is an f∗ ∈ Fr with L(f∗) = 0, where r is a fixed complexity. Notice that
this implies not just that the conditional expectation is in Fr, but that there is no noise, that is, almost
surely y = f∗(x). In that case, if we choose f̂ as the interpolant L̂(f̂) = 0 with minimum complexity,

then its complexity will certainly satisfy r(f̂) ≤ r(f∗) = r. And then as the sample size n increases,

L(f̂) will approach zero. In fact, since L̂(f̂) = 0, Theorem 2.2 implies a faster rate in this case: L(f̂) =
O((log n)4R̄2

n(Fr)).
Theorem 2.3 shows that if we were to balance the complexity with the fit to the training data, then we

can hope to enjoy excess risk as good as the best bound for any Fr in the complexity hierarchy. If we always
choose a perfect fit to the data, there is no trade-off between complexity and empirical risk, but when there
is a prediction rule f∗ with finite complexity and zero risk, then once the sample size is sufficiently large,
the best trade-off does correspond to a perfect fit to the data. To summarize: when there is no noise, that
is, when y = f∗(x), and f∗ ∈ F , classical theory shows that a minimum-complexity interpolant f̂ ∈ F will

have risk L(f̂) converging to zero as the sample size increases.
But what if there is noise, that is, there is no deterministic relationship between x and y? Then it turns

out that the bounds on the excess risk L(f̂) − L(f∗F ) presented in this section must become vacuous: they
can never decrease below a constant, no matter how large the sample size. This is because these bounds do
not rely on any properties of the distribution on X , and hence are also true in a fixed design setting, where
the excess risk is at least the noise level.

To make this precise, fix x1, . . . ,xn ∈ X and define the fixed design risk

L|x(f) :=
1

n

n∑
i=1

E [`(f(xi), y)|x = xi] .

Then the decomposition (4) extends to this risk: for any f̂ and f∗,

L|x(f̂)− L|x(f∗)

=
[
L|x(f̂)− L̂(f̂)

]
+
[
L̂(f̂)− L̂(f∗)

]
+
[
L̂(f∗)− L|x(f∗)

]
.
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For a nonnegative loss, the second term is nonpositive when L̂(f̂) = 0, and the last term is small for any fixed

f∗. Fix f∗(x) = E[y|x], and suppose we choose f̂ from a class Fr. The same proof as that of Theorem 2.1
gives a Rademacher complexity bound on the first term above, and [LT91, Theorem 4.12] implies the same
contraction inequality as in Theorem 2.7 when ŷ 7→ `(ŷ, y) is c-Lipschitz:

E sup
f∈Fr

∣∣∣L|x(f)− L̂(f)
∣∣∣ ≤ 2E

[
sup
f∈Fr

∣∣∣∣∣ 1n
n∑
i=1

εi`(f(xi), yi)

∣∣∣∣∣
∣∣∣∣∣x1, . . . ,xn

]
≤ 4cR̄n(Fr).

Finally, although Theorems 2.9 and Theorem 2.11 are stated as bounds on the Rademacher complexity of
Fr, they are in fact bounds on R̄n(Fr), the worst-case empirical Rademacher complexity of F .

Consider the complexity hierarchy defined in Theorem 2.9 or Theorem 2.11. For the minimum-complexity
interpolant f̂ , these theorems give bounds that depend on the complexity r(f̂), that is, bounds of the form

L(f̂) − L(f∗) ≤ B(r(f̂)) (ignoring the fact that that the minimum complexity r(f̂) is random; making the
bounds uniform over r would give a worse bound). Then these observations imply that

E
[
L|x(f̂)− L|x(f∗)

]
= EL|x(f̂)− L(f∗) ≤ EB(r(f̂)).

But then

EB(r(f̂)) ≥ E
[
L|x(f̂)− L(f∗)

]
=

1

n

n∑
i=1

E
(
f̂(xi)− f∗(xi)

)2

= L(f∗).

Thus, unless there is no noise, the upper bound on excess risk must be at least as big as a constant.
[BL20b] use a similar comparison between prediction problems in random design and fixed design settings

to demonstrate situations where benign overfitting occurs but a general family of excess risk bounds—those
that depend only on properties of f̂ and do not increase too quickly with sample size—must sometimes be very
loose. [NK19] present a scenario where, with high probability, a classification method gives good predictive
accuracy but uniform convergence bounds must fail for any function class that contains the algorithm’s
output. Algorithmic stability approaches—see [DW79] and [BE02]—also aim to identify sufficient conditions
for closeness of risk and empirical risk, and appear to be inapplicable in the interpolation regime. These
examples illustrate that to understand benign overfitting, new analysis approaches are necessary that exploit
additional information. We shall review results of this kind in Section 4, for minimum-complexity interpolants
in regression settings. The notion of complexity that is minimized is obviously of crucial importance here;
this is the topic of the next section.

3 Implicit regularization

When the model F is complex enough to ensure zero empirical error, such as in the case of overparametrized
neural networks, the set of empirical minimizers may be large. Therefore, it may very well be the case
that some empirical minimizers generalize well while others do not. Optimization algorithms introduce a
bias in this choice: an iterative method may converge to a solution with certain properties. Since this
bias is a by-product rather than an explicitly enforced property, we follow the recent literature and call it
implicit regularization. In subsequent sections, we shall investigate statistical consequences of such implicit
regularization.

Perhaps the simplest example of implicit regularization is gradient descent on the square-loss objective
with linear functions:

θt+1 = θt − ηt∇L̂(θt), L̂(θ) =
1

n
‖Xθ − y‖22 , θ0 = 0 ∈ Rd, (13)

where X = [x1, . . . ,xn] T ∈ Rn×d and y = [y1, . . . , yn] T are the training data, and ηt > 0 is the step size.
While the set of minimizers of the square-loss objective in the overparametrized (d > n) regime is an affine
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subspace of dimension at least d−n, gradient descent (with any choice of step size that ensures convergence)
converges to a very specific element of this subspace: the minimum-norm solution

θ̂ = argmin
θ

{
‖θ‖2 : 〈θ,xi〉 = yi for all i ≤ n

}
. (14)

This minimum-norm interpolant can be written in closed form as

θ̂ = X†y, (15)

where X† denotes the pseudoinverse. It can also be seen as a limit of ridge regression

θλ = argmin
θ

1

n
‖Xθ − y‖22 + λ ‖θ‖22 (16)

as λ → 0+. The connection between minimum-norm interpolation (14) and the “ridgeless” limit of ridge
regression will be fruitful in the following sections when statistical properties of these methods are analyzed
and compared.

To see that the iterations in (13) converge to the minimum-norm solution, observe that the Karush-Kuhn-
Tucker (KKT) conditions for the constrained optimization problem (14) are Xθ = y and θ +X Tµ = 0 for
Lagrange multipliers µ ∈ Rn. Both conditions are satisfied (in finite time or in the limit) by any procedure
that interpolates the data while staying in the span of the rows of X, including (13). It should be clear

that a similar statement holds for more general objectives L̂(θ) = n−1
∑
i `(〈θ,xi〉 , yi) under appropriate

assumptions on `. Furthermore, if started from an arbitrary θ0, gradient descent (if it converges) selects a
solution that is closest to the initialization with respect to ‖·‖2.

Boosting is another notable example of implicit regularization arising from the choice of the optimization
algorithm, this time for the problem of classification. Consider the linear classification objective

L̂01(θ) =
1

n

n∑
i=1

1 [−yi 〈θ,xi〉 ≥ 0] (17)

where y1, . . . , yn ∈ {±1}. In the classical formulation of the boosting problem, the coordinates of vectors
xi correspond to features computed by functions in some class of base classifiers. Boosting was initially
proposed as a method for minimizing empirical classification loss (17) by iteratively updating θ. In particular,
AdaBoost [FS97] corresponds to coordinate descent on the exponential loss function

θ 7→ 1

n

n∑
i=1

exp{−yi 〈θ,xi〉} (18)

[Bre98, Fri01]. Notably, the minimizer of this surrogate loss does not exist in the general separable case,
and there are multiple directions along which the objective decreases to 0 as ‖θ‖ → ∞. The AdaBoost
optimization procedure and its variants were observed empirically to shift the distribution of margins (the
values yi 〈θt,xi〉, i = 1, . . . , n) during the optimization process in the positive direction even after empirical
classification error becomes zero, which in part motivated the theory of large margin classification [SFBL98].
In the separable case, convergence to the direction of the maximizing `1 margin solution

θ̂ = argmin
θ

{
‖θ‖1 : yi 〈θ,xi〉 ≥ 1 for all i ≤ n

}
(19)

was shown in [ZY05] and [Tel13] assuming small enough step size, where separability means positivity of the
margin

max
‖θ‖1=1

min
i∈[n]

yi 〈θ,xi〉 . (20)
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More recently, [SHN+18] and [JT18] have shown that gradient (rather than coordinate) descent on (18)
and separable data lead to a solution with direction approaching that of the maximum `2 (rather than `1)
margin separator

θ̂ = argmin
θ

{
‖θ‖2 : yi 〈θ,xi〉 ≥ 1 for all i ≤ n

}
. (21)

We state the next theorem from [SHN+18] for the case of logistic loss, although essentially the same
statement—up to a slightly modified step size upper bound—holds for any smooth loss function that has
appropriate exponential-like tail behavior, including `(u) = e−u [SHN+18, JT18].

Theorem 3.1. Assume the data X, y are linearly separable. For logistic loss `(u) = log(1 + exp{−u}), any
step size η ≤ 8λ−1

max(n
−1X TX), and any initialization θ0, the gradient descent iterations

θt+1 = θt − η∇L̂(θt), L̂(θ) =
1

n

n∑
i=1

`(yi 〈xi,θ〉)

satisfy θt = θ̂ · log t+ ρt where θ̂ is the `2 max-margin solution in (21). Furthermore, the residual grows at
most as ‖ρt‖ = O(log log t), and thus

lim
t→∞

θt
‖θt‖2

=
θ̂

‖θ̂‖2
.

These results have been extended to multi-layer fully connected neural networks and convolutional neural
networks (without nonlinearities) in [GLSS18b]. On the other hand, [GLSS18a] considered the implicit bias
arising from other optimization procedures, including mirror descent, steepest descent, and AdaGrad, both
in the case when the global minimum is attained (as for the square loss) and when the global minimizers are
at infinity (as in the classification case with exponential-like tails of the loss function). We refer to [JT19]
and [NLG+19] and references therein for further studies on faster rates of convergence to the direction of
the max margin solution (with more aggressive time-varying step sizes) and on milder assumptions on the
loss function.

In addition to the particular optimization algorithm being employed, implicit regularization arises from
the choice of model parametrization. Consider re-parametrizing the least-squares objective in (13) as

min
u∈Rd

‖Xθ(u)− y‖22 , (22)

where θ(u)i = u2
i is the coordinate-wise square. [GWB+17] show that if θ∞(α) is the limit point of gradient

flow on (22) with initialization α1 and the limit θ̂ = limα→0 θ∞(α) exists and satisfies Xθ̂ = y, then it must
be that

θ̂ ∈ argmin
θ∈Rd+

{
‖θ‖1 : 〈θ,xi〉 = yi for all i ≤ n

}
. (23)

In other words, in that case, gradient descent on the reparametrized problem with infinitesimally small step
sizes and infinitesimally small initialization converges to the minimum `1 norm solution in the original space.
More generally, [GWB+17] and [LMZ18] proved an analogue of this statement for matrix-valued θ and xi,
establishing convergence to the minimum nuclear-norm solution under additional assumptions on the xi.
The matrix version of the problem can be written as

min
U ,V

n∑
i=1

`(〈UV T,xi〉 , yi),

which can be viewed, in turn, as an empirical risk minimization objective for a two-layer neural network
with linear activation functions.

In summary, in overparametrized problems that admit multiple minimizers of the empirical objective,
the choice of the optimization method and the choice of parametrization both play crucial roles in selecting a
minimizer with certain properties. As we show in the next section, these properties of the solution can ensure
good generalization properties through novel mechanisms that go beyond the realm of uniform convergence.
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4 Benign overfitting

We now turn our attention to generalization properties of specific solutions that interpolate training data.
As emphasized in Section 2, mechanisms of uniform convergence alone cannot explain good statistical per-
formance of such methods, at least in the presence of noise.

For convenience, in this section we focus our attention on regression problems with square loss `(f(x), y) =
(f(x)− y)2. In this case, the regression function f∗ = E[y|x] is a minimizer of L(f), and excess loss can be
written as

L(f)− L(f∗) = E(f(x)− f∗(x))2 = ‖f − f∗‖2L2(P) .

We assume that for any x, conditional variance of the noise ξ = y − f∗(x) is at most σ2
ξ , and we write

ξi = yi − f∗(xi).
As in the previous section, we say that a solution f̂ is interpolating if

f̂(xi) = yi, i = 1, . . . , n. (24)

For learning rules f̂ expressed in closed form—such as local methods and linear and kernel regression—it is
convenient to employ a bias-variance decomposition that is different from the approximation-estimation error
decomposition (3) in Section 2. First, for X = [x1, . . . ,xn] T ∈ Rn×d and y = [y1, . . . , yn] T, conditionally on
X, define

b̂ias
2

= Ex
(
f∗(x)− Ey f̂(x)

)2

, v̂ar = Ex,y
(
f̂(x)− Ey f̂(x)

)2

. (25)

It is easy to check that

E‖f̂ − f∗‖2L2(P) = EX
[
b̂ias

2
]

+ EX
[
v̂ar

]
. (26)

In this section we consider linear (in y) estimators of the form f̂(x) =
∑n
i=1 yiωi(x). For such estimators we

have

b̂ias
2

= Ex

(
f∗(x)−

n∑
i=1

f∗(xi)ωi(x)

)2

(27)

and

v̂ar = Ex,ξ

(
n∑
i=1

ξiωi(x)

)2

≤ σ2
ξ

n∑
i=1

Ex (ωi(x))
2
, (28)

with equality if conditional noise variances are equal to σ2
ξ at each x.

In classical statistics, the balance between bias and variance is achieved by tuning an explicit parameter.
Before diving into the more unexpected interpolation results, where the behavior of bias and variance are
driven by novel self-regularization phenomena, we discuss the bias-variance tradeoff in the context of one of
the oldest statistical methods.

4.1 Local methods: Nadaraya-Watson

Consider arguably the simplest nontrivial interpolation procedure, the 1-nearest neighbour (1-NN) f̂(x) =
ynn(x), where nn(x) is the index of the datapoint closest to x in Euclidean distance. While we could view

f̂ as an empirical minimizer in some effective class F of possible functions (as a union for all possible
{x1, . . . ,xn}), this set is large and growing with n. Exploiting the particular form of 1-NN is, obviously,
crucial. Since typical distances to the nearest neighbor in Rd decay as n−1/d for i.i.d. data, in the noiseless
case (σξ = 0) one can guarantee consistency and nonparametric rates of convergence of this interpolation
procedure under continuity and smoothness assumptions on f∗ and the underlying measure. Perhaps more
interesting is the case when the ξi have non-vanishing variance. Here 1-NN is no longer consistent in general
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(as can be easily seen by taking f∗ = 0 and independent Rademacher ξi at random xi ∈ [0, 1]), although
its asymptotic risk is at most 2L(f∗) [CH67]. The reason for inconsistency is insufficient averaging of the
y-values, and this deficiency can be addressed by averaging over the k nearest neighbors with k growing with
n. Classical smoothing methods generalize this idea of local averaging; however, averaging forgoes empirical
fit to data in favor of estimating the regression function under smoothness assumptions. While this has been
the classical view, estimation is not necessarily at odds with fitting the training data for these local methods,
as we show next.

The Nadaraya-Watson (NW) smoothing estimator [Nad64, Wat64] is defined as

f̂(x) =

n∑
i=1

yiωi(x), ωi(x) =
K((x− xi)/h)∑n
j=1K((x− xj)/h)

, (29)

where K(u) : Rd → R≥0 is a kernel and h > 0 is a bandwidth parameter. For standard kernels used in
practice—such as the Gaussian, uniform, or Epanechnikov kernels—the method averages the y-values in
a local neighborhood around x, and, in general, does not interpolate. However, as noted by [DGK98], a

kernel that is singular at 0 does interpolate the data. While the Hilbert kernel K(u) = ‖u‖−d2 , suggested in
[DGK98], does not enjoy non-asymptotic rates of convergence, its truncated version

K(u) = ‖u‖−a2 1 [‖u‖2 ≤ 1] , u ∈ Rd (30)

with a smaller power 0 < a < d/2 was shown in [BRT19] to lead to minimax optimal rates of estimation
under the corresponding smoothness assumptions. Notably, the NW estimator with the kernel in (30) is
necessarily interpolating the training data for any choice of h.

Before stating the formal result, define the Hölder class H(β, L), for β ∈ (0, 1], as the class of functions
f : Rd → R satisfying

∀x,x′ ∈ Rd, |f(x)− f(x′)| ≤ L ‖x− x′‖β2 .
The following result appears in [BRT19]; see also [BHM18]:

Theorem 4.1. Let f∗ ∈ H(β, L) for β ∈ (0, 1] and L > 0. Suppose the marginal density p of x satisfies
0 < pmin ≤ p(x) ≤ pmax for all x in its support. Then the estimator (29) with kernel (30) satisfies3

EX
[
b̂ias

2
]
. h2β , EX

[
v̂ar

]
. σ2

ξ (nhd)−1 . (31)

The result can be extended to smoothness parameters β > 1 [BRT19]. The choice of h = n−1/(2β+d)

balances the two terms and leads to minimax optimal rates for Hölder classes [Tsy08].
In retrospect, Theorem 4.1 should not be surprising, and we mention it here for pedagogical purposes. It

should be clear from the definition (29) that the behavior of the kernel at 0, and in particular the presence
of a singularity, determines whether the estimator fits the training data exactly. This is, however, decoupled
from the level of smoothing, as given by the bandwidth parameter h. In particular, it is the choice of h alone
that determines the bias-variance tradeoff, and the value of the empirical loss cannot inform us whether the
estimator is over-smoothing or under-smoothing the data.

The NW estimator with the singular kernel can be also viewed as adding small “spikes” at the datapoints
on top of the general smooth estimate that arises from averaging the data in a neighborhood of radius h. This
suggests a rather obvious scheme for changing any estimator f̂0 into an interpolating one by adding small
deviations around the datapoints: f̂(x) := f̂0(x) + ∆(x), where ∆(xj) = yi − f̂0(xj) but ‖∆‖L2(P) = o(1).

The component f̂0 is useful for prediction because it is smooth, whereas the spiky component ∆ is useful for
interpolation but does not harm the predictions of f̂ . Such combinations have been observed experimentally
in other settings and described as “spiked-smooth” estimates [WOBM17]. The examples that we see below
suggest that interpolation may be easier to achieve with high-dimensional data than with low-dimensional
data, and this is consistent with the requirement that the overfitting component ∆ is benign: it need not be
too “irregular” in high dimensions, since typical distances between datapoints in Rd scale at least as n−1/d.

3In the remainder of this paper, the symbol . denotes inequality up to a multiplicative constant.
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4.2 Linear regression in the interpolating regime

In the previous section, we observed that the spiky part of the NW estimator, which is responsible for
interpolation, does not hurt the out-of-sample performance when measured in L2(P). The story for minimum-
norm interpolating linear and kernel regression is significantly more subtle: there is also a decomposition into
a prediction component and an overfitting component, but there is no explicit parameter that trades off bias
and variance. The decomposition depends on the distribution of the data, and the overfitting component
provides a self-induced regularization4, similar to the regularization term in ridge regression (16), and this
determines the bias-variance trade-off.

Consider the problem of linear regression in the over-parametrized regime. We assume that the regression
function f∗(x) = f(x;θ∗) = 〈θ∗,x〉 with θ∗,x ∈ Rd. We also assume Ex = 0. (While we present the results
for finite d > n, all the statements in this section hold for separable Hilbert spaces of infinite dimension.)

It is easy to see that the excess square loss can be written as

L(θ̂)− L(θ∗) = E
(
f(θ̂)− f(θ∗)

)2

= ‖θ̂ − θ∗‖2Σ,

where we write ‖v‖2Σ := v TΣv and Σ = Exx T. Since d > n, there is not enough data to learn all the d
directions of θ∗ reliably, unless Σ has favorable spectral properties. To take advantage of such properties,
classical methods—as described in Section 2—resort to explicit regularization (shrinkage) or model com-
plexity control, which inevitably comes at the expense of not fitting the noisy data exactly. In contrast, we
are interested in estimates that interpolate the data. Motivated by the properties of the gradient descent
method (13), we consider the minimal norm linear function that fits the data X, y exactly:

θ̂ = argmin
θ

{
‖θ‖2 : 〈θ,xi〉 = yi for all i ≤ n

}
. (32)

The solution has a closed form and yields the estimator

f̂(x) = 〈θ̂,x〉 = 〈X†y,x〉 = (Xx) T(XX T)−1y, (33)

which can also be written as f̂(x) =
∑n
i=1 yiωi(x), with

ωi(x) = (x TX†)i = (Xx) T(XX T)−1ei. (34)

Thus, from (27), the bias term can be written as

b̂ias
2

= Ex
〈
P⊥x,θ∗

〉2
=
∥∥∥Σ1/2P⊥θ∗

∥∥∥2

2
, (35)

where P⊥ = Id −X T(XX T)−1X, and from (28), the variance term is

v̂ar ≤ σ2
ξ · Ex

∥∥(XX T)−1(Xx)
∥∥2

2
= σ2

ξ · tr
(
(XX T)−2XΣX T

)
. (36)

We now state our assumptions.

Assumption 4.2. Suppose z = Σ−1/2x is 1-sub-Gaussian. Without loss of generality, assume Σ =
diag(λ1, . . . , λd) with λ1 ≥ · · · ≥ λd.

The central question now is: Are there mechanisms that can ensure small bias and variance of the
minimum-norm interpolant? Surprisingly, we shall see that the answer is yes. To this end, choose an index
k ∈ {1, . . . , d} and consider the subspace spanned by the top k eigenvectors corresponding to λ1, . . . , λk.
Write x T = [x T

≤k,x
T

>k]. For an appropriate choice of k, it turns out the decomposition of the minimum-norm

4This is not to be confused with implicit regularization, discussed in Section 3, which describes the properties of the particular
empirical risk minimizer that results from the choice of an optimization algorithm. Self-induced regularization is a statistical
property that also depends on the data-generating mechanism.
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interpolant as 〈θ̂,x〉 = 〈θ̂≤k,x≤k〉+ 〈θ̂>k,x>k〉 corresponds to a decomposition into a prediction component
and an interpolation component. Write the data matrix as X = [X≤k,X>k] and

XX T = X≤kX
T

≤k +X>kX
T

>k. (37)

Observe that if the eigenvalues of the second part were to be contained in an interval [γ/c, cγ] for some γ
and a constant c, we could write

X≤kX
T

≤k + γM , (38)

where c−1In � M � cIn. If we replace M with the approximation In and substitute this expression into
(33), we see that γ would have an effect similar to explicit regularization through a ridge penalty: if that

approximation were precise, the first k components of θ̂ would correspond to

θ̂≤k = argmin
θ∈Rk

‖X≤k θ − y‖22 + γ ‖θ‖22 , (39)

since this has the closed-form solution X T

≤k(X≤kX
T

≤k + γIn)−1y. Thus, if γ is not too large, we might
expect this approximation to have a minimal impact on the bias and variance of the prediction component.

It is, therefore, natural to ask when to expect such a near-isotropic behavior arising from the “tail”
features. The following lemma provides an answer to this question [BLLT20]:

Lemma 4.3. Suppose coordinates of Σ−1/2x are independent. Then there exists a constant c > 0 such that,
with probability at least 1− 2 exp{−n/c},

1

c

∑
i>k

λi − cλk+1n ≤ λmin(X>kX
T

>k)

≤ λmax(X>kX
T

>k) ≤ c
(∑
i>k

λi + λk+1n

)
.

The condition of independence of coordinates in Lemma 4.3 is satisfied for Gaussian x. It can be relaxed
to the following small-ball assumption:

∃c > 0 : P(c ‖x‖22 ≥ E ‖x‖22) ≥ 1− δ. (40)

Under this assumption, the conclusion of Lemma 4.3 still holds with probability at least 1−2 exp{−n/c}−nδ
[TB20].

An appealing consequence of Lemma 4.3 is the small condition number of X>kX
T

>k for any k such that∑
i>k λi & λk+1n. Define the effective rank for a given index k by

rk(Σ) =

∑
i>k λi

λk+1
.

We see that rk(Σ) ≥ bn for some constant b implies that the set of eigenvalues of X>kX
T

>k lies in the
interval [γ/c, cγ] for

γ =
∑
i>k

λi,

and thus the scale of the self-induced regularization in (38) is the sum of the tail eigenvalues of the covariance
operator. Interestingly, the reverse implication also holds: if for some k the condition number of X>kX

T

>k

is at most κ with probability at least 1− δ, then effective rank rk(Σ) is at least cκn with probability at least
1− δ− c exp{−n/c} for some constants c, cκ. Therefore, the condition rk(Σ) & n characterizes the indices k
such that X>kX

T

>k behaves as a scaling of Id, and the scaling is proportional to
∑
i>k λi. We may call the

smallest such index k the effective dimension, for reasons that will be clear in a bit.
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How do the estimates on tail eigenvalues help in controlling the variance of the minimum-norm inter-
polant? Define

Σ≤k = diag(λ1, . . . , λk), Σ>k = diag(λk+1, . . . , λd).

Then, omitting σ2
ξ for the moment, the variance upper bound in (36) can be estimated by

tr
(
(XX T)−2XΣX T

)
. tr

(
(XX T)−2X≤kΣ≤kX

T

≤k
)

+ tr
(
(XX T)−2X>kΣ>kX

T

>k

)
. (41)

The first term is further upper-bounded by

tr
(
(X≤kX

T

≤k)−2X≤kΣ≤kX
T

≤k
)
, (42)

and its expectation corresponds to the variance of k-dimensional regression, which is of the order of k/n.
On the other hand, by Bernstein’s inequality, with probability at least 1− 2 exp−cn,

tr(X>kΣ>kX
T

>k) . n
∑
i>k

λ2
i , (43)

so we have that the second term in (41) is, with high probability, of order at most

n
∑
i>k λ

2
i

(
∑
i>k λi)

2
.

Putting these results together, we have the following theorem [TB20]:

Theorem 4.4. Fix δ < 1/2. Under Assumption 4.2, suppose for some k the condition number of X>kX
T

>k

is at most κ with probability at least 1− δ. Then

v̂ar . σ2
ξκ

2 log

(
1

δ

)(
k

n
+
n
∑
i>k λ

2
i

(
∑
i>k λi)

2

)
(44)

with probability at least 1− 2δ.

We now turn to the analysis of the bias term. Since the projection operator in (35) annihilates any vector
in the span of the rows of X, we can write

b̂ias
2

=
∥∥∥Σ1/2P⊥θ∗

∥∥∥2

2
=
∥∥∥(Σ− Σ̂)1/2P⊥θ∗

∥∥∥2

2
, (45)

where Σ̂ = n−1X TX is the sample covariance operator. Since projection contracts distances, we obtain an
upper bound ∥∥∥(Σ− Σ̂)1/2θ∗

∥∥∥2

2
≤ ‖θ∗‖22 ×

∥∥∥Σ− Σ̂
∥∥∥ . (46)

The rate of approximation of the covariance operator by its sample-based counterpart has been studied in
[KL17], and we conclude

bias2 . ‖θ∗‖2Σ max

{√
r0(Σ)

n
,
r0(Σ)

n

}
(47)

(see [BLLT20] for details).
The upper bound in (47) can be sharpened significantly by analyzing the bias in the two subspaces, as

proved in [TB20]:
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Theorem 4.5. Under the assumptions of Theorem 4.4, for n & log(1/δ), with probability at least 1− 2δ,

b̂ias
2
. κ4

[∥∥θ∗≤k∥∥2

Σ−1
≤k

(∑
i>k λi

n

)2

+ ‖θ∗>k‖2Σ>k

]
. (48)

The following result shows that without further assumptions, the bounds on variance and bias given in
Theorems 4.4 and 4.5 cannot be improved by more than constant factors; see [BLLT20] and [TB20].

Theorem 4.6. There are absolute constants b and c such that for Gaussian x ∼ N(0,Σ), where Σ has
eigenvalues λ1 ≥ λ2 ≥ · · · , with probability at least 1− exp(−n/c),

v̂ar & 1 ∧
(
σ2
ξ

(
k

n
+
n
∑
i>k λ

2
i

(
∑
i>k λi)

2

))
,

where k is the effective dimension, k = min {l : rl(Σ) ≥ bn}. Furthermore, for any θ ∈ Rd, if the regression
function f∗(·) = 〈·,θ∗〉, where θ∗i = εiθi and ε = (ε1, . . . , εd) ∼ Unif

(
{±1}d

)
, then with probability at least

1− exp(−n/c),

Eεb̂ias
2
&

[∥∥θ∗≤k∥∥2

Σ−1
≤k

(∑
i>k λi

n

)2

+ ‖θ∗>k‖2Σ>k

]
.

A discussion of Theorems 4.4, 4.5 and 4.6 is in order. First, the upper and lower bounds match up to con-
stants, and in particular both involve the decomposition of f̂ into a prediction component f̂0(x) := 〈θ̂≤k,x≤k〉
and an interpolation component ∆(x) := 〈θ̂>k,x>k〉 with distinct bias and variance contributions, so this

decomposition is not an artifact of our analysis. Second, the ‖θ∗>k‖2Σ>k term in the bias and the k/n term

in the variance for the prediction component f̂0 correspond to the terms we would get by performing or-
dinary least-squares (OLS) restricted to the first k coordinates of θ. Provided k is small compared to n,
there is enough data to estimate the signal in this k-dimensional component, and the bias contribution is
the approximation error due to truncation at k. The other aspect of the interpolating component ∆ that
could harm prediction accuracy is its variance term. The definition of the effective dimension k implies that
this is no more than a constant, and it is small if the tail eigenvalues decay slowly and d − k � n, for in
that case, the ratio of the squared `1 norm to the squared `2 norm of these eigenvalues is large compared
to n; overparametrization is important. Finally, the bias and variance terms are similar to those that arise
in ridge regression (16), with the regularization coefficient determined by the self-induced regularization.
Indeed, define

λ =
b

n

∑
i>k

λi (49)

for the constant b in the definition of the effective dimension k. That definition implies that λk ≥ λ ≥ λk+1,
so we can write the bias and variance terms, within constant factors, as

b̂ias
2 ≈

d∑
i=1

θ∗i
2 λi

(1 + λi/λ)
2 , v̂ar ≈

σ2
ξ

n

d∑
i=1

(
λi

λ+ λi

)2

.

These are reminiscent of the bias and variance terms that arise in ridge regression (16). Indeed, a ridge
regression estimate in a fixed design setting with X TX = diag(s1, . . . , sd) has precisely these bias and
variance terms with λi replaced by si; see, for example, [DFKU13, Lemma 1]. In Section 4.3.3, we shall see
the same bias-variance decomposition arise in a related setting, but with the dimension growing with sample
size.
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4.3 Linear regression in Reproducing Kernel Hilbert Spaces

Kernel methods are among the core algorithms in machine learning and statistics. These methods were
introduced to machine learning in the pioneering work of [ABR64] as a generalization of the Perceptron
algorithm to nonlinear functions by lifting the x-variable to a high- or infinite-dimensional feature space.
Our interest in studying kernel methods here is two-fold: on the one hand, as discussed in detail in Sections 5
and 6, sufficiently wide neural networks with random initialization stay close to a certain kernel-based solution
during optimization and are essentially equivalent to a minimum-norm interpolant; on the other hand, it
has been noted that kernel methods exhibit similar surprising behavior of benign interpolation to neural
networks [BMM18].

A kernel method in the regression setting amounts to choosing a feature map x 7→ φ(x) and computing a
(regularized) linear regression solution in the feature space. While Section 4.2 already addressed the question
of overparametrized linear regression, the non-linear feature map φ(x) might not satisfy Assumption 4.2.
In this section, we study interpolating RKHS regression estimates using a more detailed analysis of certain
random kernel matrices.

Since the linear regression solution involves inner products of φ(x) and φ(x′), the feature maps do not
need to be computed explicitly. Instead, kernel methods rely on a kernel function k : X × X → R that, in
turn, corresponds to an RKHS H. A classical method is kernel ridge regression (KRR)

f̂ = argmin
f∈H

1

n

∑
i=1

(f(xi)− yi)2 + λ ‖f‖2H , (50)

which has been extensively analyzed through the lens of bias-variance tradeoff with an appropriately tuned
parameter λ > 0 [CDV07]. As λ→ 0+, we obtain a minimum-norm interpolant

f̂ = argmin
f∈H

{
‖f‖H : f(xi) = yi for all i ≤ n

}
, (51)

which has the closed-form solution

f̂(x) = K(x,X) TK(X,X)−1y, (52)

assuming K(X,X) is invertible; see (32) and (33). Here K(X,X) ∈ Rn×n is the kernel matrix with

[K(X,X)]i,j = k(xi,xj) and K(x,X) = [k(x,x1), . . . , k(x,xn)] T.

Alternatively, we can write the solution as

f̂(x) =
n∑
i=1

yiωi(x) with ωi(x) = K(x,X)K(X,X)−1ei,

which makes it clear that ωi(xj) = 1 [i = j]. We first describe a setting where this approach does not lead
to benign overfitting.

4.3.1 The Laplace kernel with constant dimension

We consider the Laplace (exponential) kernel on Rd with parameter σ > 0:

kσ(x,x′) = σ−d exp{−‖x− x′‖2 /σ}.

The RKHS norm corresponding to this kernel can be related to a Sobolev norm, and its RKHS has been
shown [Bac17, GYK+20, CX21] to be closely related to the RKHS corresponding to the Neural Tangent
Kernel (NTK), which we study in Section 6.

To motivate the lower bound, consider d = 1. In this case, the minimum-norm solution with the Laplace
kernel corresponds to a rope hanging from nails at heights yi and locations xi ∈ R. If points are ordered
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x(1) ≤ x(2) ≤ . . . ≤ x(n), the form of the minimum-norm solution between two adjacent points x(i),x(i+1)

is only affected by the values y(i), y(i+1) at these locations. As σ → ∞, the interpolant becomes piece-wise
linear, while for σ → 0, the solution is a sum of spikes at the datapoints and zero everywhere else. In both
cases, the interpolant is not consistent: the error E‖f̂ − f∗‖2L2(P) does not converge to 0 as n increases.
Somewhat surprisingly, there is no choice of σ that can remedy the problem, even if σ is chosen in a data-
dependent manner.

The intuition carries over to the more general case, as long as d is a constant. The following theorem
appears in [RZ19]:

Theorem 4.7. Suppose f∗ is a smooth function defined on a unit ball in Rd. Assume the probability
distribution of x has density that is bounded above and away from 0. Suppose the noise random variables ξi
are independent Rademacher.5 For fixed n and odd d, with probability at least 1−O(n−1/2), for any choice
σ > 0,

‖f̂ − f∗‖2L2(P) = Ωd(1).

Informally, the minimum-norm interpolant with the Laplace kernel does not have the flexibility to both
estimate the regression function and generate interpolating spikes with small L2(P) norm if the dimension
d is small. For high-dimensional data, however, minimum-norm interpolation with the same kernel can be
more benign, as we see in the next section.

4.3.2 Kernels on Rd with d � nα

Since d = O(1) may lead to inconsistency of the minimum-norm interpolator, we consider here a scaling
d � nα for α ∈ (0, 1]. Some assumption on the independence of coordinates is needed to circumvent the lower
bound of the previous section, and we assume the simplest possible scenario: each coordinate of x ∈ Rd is
independent.

Assumption 4.8. Assume that x ∼ P = p⊗d such that z ∼ p is mean-zero, that for some C > 0 and ν > 1,
P(|z| ≥ t) ≤ C(1 + t)−ν for all t ≥ 0, and that p does not contain atoms.

We only state the results for the inner-product kernel

k(x,x′) = h

( 〈x,x′〉
d

)
, h(t) =

∞∑
i=0

αit
i, αi ≥ 0

and remark that more general rotationally invariant kernels (including NTK: see Section 6) exhibit the same
behavior under the independent-coordinate assumption [LRZ20].

For brevity, define K = n−1K(X,X). Let r = (r1, · · · , rd) ≥ 0 be a multi-index, and write ‖r‖ =∑d
i=1 ri. With this notation, each entry of the kernel matrix can be expanded as

nKij =

∞∑
ι=0

αι

( 〈xi,xj〉
d

)ι
=
∑
r

crα‖r‖pr(xi)pr(xj)/d
‖r‖

with

cr =
(r1 + · · ·+ rd)!

r1! · · · rd!
,

and the monomials are pr(xi) = (xi[1])r1 · · · (xi[d])rd . If h has infinitely many positive coefficients α, each
x is lifted to an infinite-dimensional space. However, the resulting feature map φ(x) is not (in general) sub-
Gaussian. Therefore, results from Section 4.2 are not immediately applicable and a more detailed analysis
that takes advantage of the structure of the feature map is needed.

As before, we separate the high-dimensional feature map into two parts, one corresponding to the pre-
diction component, and the other corresponding to the overfitting part of the minimum-norm interpolant.

5P(ξi = ±1) = 1/2.
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More precisely, the truncated function h≤ι(t) =
∑ι
i=0 αit

i leads to the degree-bounded component of the
empirical kernel:

nK
[≤ι]
ij :=

∑
‖r‖≤ι

crα‖r‖pr(xi)pr(xj)/d
‖r‖, nK [≤ι] = ΦΦ>

with data X ∈ Rn×d transformed into polynomial features Φ ∈ Rn×(ι+dι ) defined as

Φi,r =
(
crα‖r‖

)1/2
pr(xi)/d

‖r‖/2 .

The following theorem reveals the staircase structure of the eigenvalues of the kernel, with Θ(dι) eigen-
values of order Ω(d−ι), as long as n is large enough to sketch these directions; see [LRZ20] and [GMMM20a].

Theorem 4.9. Suppose α0, . . . , αι0 > 0 and dι0 log d = o(n). Under Assumption 4.8, with probability at

least 1− exp−Ω(n/dι0 ), for any ι ≤ ι0, K [≤ι] has
(
ι+d
ι

)
nonzero eigenvalues, all of them larger than Cd−ι and

the range of K [≤ι] is the span of

{(p(x1), . . . , p(xn)) : p multivariable polynomial of degree at most ι} .

The componentK [≤ι] of the kernel matrix sketches the low-frequency component of the signal in much the
same way as the corresponding X≤kX

T

≤k in linear regression sketches the top k directions of the population
distribution (see Section 4.2).

Let us explain the key ideas behind the proof of Theorem 4.9. In correspondence with the sample
covariance operator n−1X T

≤kX≤k in the linear case, we define the sample covariance operator Θ[≤ι] :=

n−1Φ>Φ. If the monomials pr(x) were orthogonal in L2(P), then we would have:

E
[
Θ[≤ι]

]
= diag(C(0), · · · , C(ι′)d−ι

′
, · · · , C(ι)d−ι︸ ︷︷ ︸

(d+ι−1
d−1 ) such entries

)

where C(ι) denotes constants that depend on ι. Since under our general assumptions on the distribution
this orthogonality does not necessarily hold, we employ the Gram-Schmidt process on the basis {1, t, t2, . . .}
with respect to L2(p) to produce an orthogonal polynomial basis q0, q1, . . .. This yields new features

Ψi,r =
(
crα‖r‖

)1/2
qr(xi)/d

‖r‖/2, qr(x) =
∏
j∈[d]

qrj (x[j]).

As shown in [LRZ20], these features are weakly dependent and the orthogonalization process does not distort
the eigenvalues of the covariance matrix by more than a multiplicative constant. A small-ball method [KM15]
can then be used to prove the lower bound for the eigenvalues of ΨΨ T and thus establish Theorem 4.9.

We now turn to variance and bias calculations. The analogue of (36) becomes

v̂ar ≤ σ2
ξ · Ex

∥∥K(X,X)−1K(X,x)
∥∥2

2
(53)

and, similarly to (37), we split the kernel matrix into two parts, according to the degree ι.
The following theorem establishes an upper bound on (53) [LRZ20]:

Theorem 4.10. Under Assumption 4.8 and the additional assumption of sub-Gaussianity of the distribution
p for the coordinates of x, if α1, . . . , αι > 0, there exists ι′ ≥ 2ι + 3 with αι′ > 0, and dι log d . n . dι+1,
then with probability at least 1− exp−Ω(n/dι),

v̂ar . σ2
ξ ·
(
dι

n
+

n

dι+1

)
. (54)
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Notice that the behavior of the upper bound changes as n increases from dι to dι+1. At d � nι, variance
is large since there is not enough data to reliably estimate all the dι directions in the feature space. As n
increases, variance in the first dι directions decreases; new directions in the data appear (those corresponding
to monomials of degree ι + 1, with smaller population eigenvalues) but cannot be reliably estimated. This
second part of (54) grows linearly with n, similarly to the second term in (44). The split between these two
terms occurs at the effective dimension defined in Section 4.2.

Two aspects of the multiple-descent behavior of the upper bound (54) should be noted. First, variance
is small when dι � n � dι+1, between the peaks; second, the valleys become deeper as d becomes larger,
with variance at most d−1/2 at n = dι+1/2.

We complete the discussion of this section by exhibiting one possible upper bound on the bias term
[LRZ20]:

Theorem 4.11. Assume the regression function can be written as

f∗(x) =

∫
k(x, z)ρ∗(z)P(dz) with

∫
ρ4
∗(z)P(dz) ≤ c.

Let Assumption 4.8 hold, and suppose supx k(x,x) . 1. Then

b̂ias
2
. δ−1/2

(
Ex
∥∥K(X,X)−1K(X,x)

∥∥2

2
+

1

n

)
(55)

with probability at least 1 − δ. The above expectation is precisely v̂ar/σ2
ξ and can be bounded as in Theo-

rem 4.10.

4.3.3 Kernels on Rd with d � n
We now turn our attention to the regime d � n and investigate the behavior of minimum norm interpolants
in the RKHS in this high-dimensional setting. Random kernel matrices in the d � n regime have been
extensively studied in the last ten years. As shown in [EK10], under assumptions specified below, the kernel
matrix can be approximated in operator norm by

K(X,X) ≈ c1
XX T

d
+ c2In,

that is, a linear kernel plus a scaling of the identity. While this equivalence can be viewed as a negative
result about the utility of kernels in the d � n regime, the term c2In provides implicit regularization for the
minimum-norm interpolant in the RKHS [LR20].

We make the following assumptions.

Assumption 4.12. We assume that coordinates of z = Σ−1/2x are independent, with zero mean and unit
variance, so that Σ = Exx T. Further assume there are constants 0 < η,M < ∞, such that the following
hold.

(a) For all i ≤ d, E[|zi|8+η] ≤M .

(b) ‖Σ‖ ≤M , d−1
∑d
i=1 λ

−1
i ≤M , where λ1, . . . , λd are the eigenvalues of Σ.

Note that, for i 6= j, the rescaled scalar products 〈xi,xj〉 /d are typically of order 1/
√
d. We can therefore

approximate the kernel function by its Taylor expansion around 0. To this end, define

α := h(0) + h′′(0)
tr(Σ2)

2d2
, β := h′(0),

γ :=
1

h′(0)

[
h(tr(Σ)/d)− h(0)− h′(0)tr(Σ/d)

]
.
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Under Assumption 4.12, a variant of a result of [EK10] implies that for some c0 ∈ (0, 1/2), the following
holds with high probability ∥∥K(X,X)−K lin(X,X)

∥∥ . d−c0 (56)

where

K lin(X,X) = β
XX T

d
+ βγIn + α11 T. (57)

To make the self-induced regularization due to the ridge apparent, we develop an upper bound on the
variance of the minimum-norm interpolant in (53). Up to an additive diminishing factor, this expression can
be replaced by

σ2
ξ · tr

(
(XX T + dγIn)−2XΣX T

)
, (58)

where we assumed without loss of generality that α = 0. Comparing to (41), we observe that here implicit
regularization arises due to the ‘curvature’ of the kernel, in addition to any favorable tail behavior in the
spectrum of XX T. Furthermore, this regularization arises under rather weak assumptions on the random
variables even if Assumption 4.2 is not satisfied. A variant of the development in [LR20] yields a more
interpretable upper bound of

v̂ar . σ2
ξ ·

1

γ

(
k

n
+ λk+1

)
(59)

for any k ≥ 1 [Lia20]; the proof is in the Supplementary Material. Furthermore, a high probability bound
on the bias

b̂ias
2
. ‖f∗‖2H · inf

0≤k≤n

 1

n

∑
j>k

λj(
1

d
XX T) + γ +

√
k

n

 (60)

can be established with basic tools from empirical process theory under boundedness assumptions on
supx k(x,x) [LR20].

With more recent developments on the bias and variance of linear interpolants in [HMRT20], a signifi-
cantly more precise statement can be derived for the d � n regime. The proof of the following theorem is in
the Supplementary Material.

Theorem 4.13. Let 0 < M, η <∞ be fixed constants and suppose that Assumption 4.12 holds with M−1 ≤
d/n ≤M . Further assume that h is continuous on R and smooth in a neighborhood of 0 with h(0), h′(0) > 0,
that ‖f∗‖L4+η(P) ≤ M and that the zi are M -subgaussian. Let yi = f∗(xi) + ξi, E(ξ2

i ) = σ2
ξ , and β0 :=

Σ−1E[xf∗(x)]. Let λ∗ > 0 be the unique positive solution of

n
(

1− γ

λ∗

)
= tr

(
Σ(Σ + λ∗I)−1

)
. (61)

Define B(Σ,β0) and V (Σ) by

V (Σ) :=
tr
(
Σ2(Σ + λ∗I)−2

)
n− tr

(
Σ2(Σ + λ∗I)−2

) , (62)

B(Σ,β0) :=
λ2
∗〈β0, (Σ + λ∗I)−2Σβ0〉

1− n−1tr
(
Σ2(Σ + λ∗I)−2

) . (63)

Finally, let b̂ias
2

and v̂ar denote the squared bias and variance for the minimum-norm interpolant (51).
Then there exist C, c0 > 0 (depending also on the constants in Assumption 4.12) such that the following
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holds with probability at least 1 − Cn−1/4 (here P>1 denotes the projector orthogonal to affine functions in
L2(P)): ∣∣b̂ias2 −B(Σ,β0)− ‖P>1f

∗‖2L2(1 + V (Σ))
∣∣ ≤ Cn−c0 , (64)∣∣v̂ar− σ2

ξV (Σ)
∣∣ ≤ Cn−c0 . (65)

A few remarks are in order. First, note that the left hand side of (61) is strictly increasing in λ∗, while
the right hand side is strictly decreasing. By considering the limits as λ∗ → 0 and λ∗ →∞, it is easy to see
that this equation indeed admits a unique solution. Second, the bias estimate in (60) requires f∗ ∈ H, while
the bias calculation in (64) does not make this assumption, but instead incurs an approximation error for
non-linear components of f∗.

We now remark that the minimum-norm interpolant with kernel K lin is simply ridge regression with
respect to the plain covariates X and ridge penalty proportional to γ:

(θ̂0, θ̂) := argmin
θ0,θ

1

d

∥∥y − θ0 −Xθ
∥∥2

2
+ γ‖θ‖22 . (66)

The intuition is that the minimum-norm interpolant for the original kernel takes the form f̂(x) = θ̂0 +

〈θ̂,x〉 + ∆(x). Here θ̂0 + 〈θ̂,x〉 is a simple component, and ∆(x) is an overfitting component: a function
that is small in L2(P) but allows interpolation of the data.

The characterization in (61), (62), and (63) can be shown to imply upper bounds that are related to the
analysis in Section 4.2.

Corollary 4.14. Under the assumptions of Theorem 4.13, further assume that f∗(x) = 〈β0,x〉 is linear
and that there is an integer k ∈ N, and a constant c∗ > 0 such that rk(Σ) + (nγ/c∗λk+1) ≥ (1 + c∗)n. Then
there exists c0 ∈ (0, 1/2) such that, with high probability, the following hold as long as the right-hand side is
less than one:

b̂ias
2 ≤ 4

(
γ +

1

n

d∑
i=k+1

λi

)2

‖β0,≤k‖2Σ−1 + ‖β0,>k‖2Σ + n−c0 , (67)

v̂ar ≤
2kσ2

ξ

n
+

4nσ2
ξ

c∗

∑d
i=k+1 λ

2
i

(nγ/c∗ +
∑d
i=k+1 λi)

2
+ n−c0 . (68)

Further, under the same assumptions, the effective regularization λ∗ (that is, the unique solution of (61)),
satisfies

γ +
c∗

1 + c∗

1

n

d∑
i=k+1

λi ≤ λ∗ ≤ 2γ +
2

n

d∑
i=k+1

λi . (69)

Note that apart from the n−c0 term, (67) recovers the result of Theorem 4.5, while (68) recovers Theorem
4.4 (setting γ = 0), both with improved constants but limited to the proportional regime. We remark that
analogues of Theorems 4.4, 4.5, and 4.6 for ridge regression with γ 6= 0 can be found in [TB20].

The formulas (61), (62), and (63) might seem somewhat mysterious. However, they have an appealing
interpretation in terms of a simpler model that we will refer to as a ‘sequence model’ (this terminology comes
from classical statistical estimation theory [Joh19]). As stated precisely in the remark below, the sequence
model is a linear regression model in which the design matrix is deterministic (and diagonal), and the noise
and regularization levels are determined via a fixed point equation.

Remark 4.15. Assume without loss of generality Σ = diag(λ1, . . . , λd). In the sequence model we observe
yseq ∈ Rd distributed according to

yseq

i = λ
1/2
i β0,i +

τ√
n
gi , (gi)i≤d ∼iid N(0, 1) , (70)
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where τ is a parameter given below. We then perform ridge regression with regularization λ∗:

β̂
seq

(λ∗) := argmin
β

∥∥yseq −Σ1/2β
∥∥2

2
+ λ∗‖β‖22 , (71)

which can be written in closed form as

β̂seq

i (λ∗) =
λ

1/2
i yseq

i

λ∗ + λi
. (72)

The noise level τ2 is then fixed via the condition τ2 = σ2
ξ + E‖β̂seq

(λ∗)− β0‖22. Then under the assumption
that f∗ is linear, Theorem 4.13 states that

E{(f∗(x)− f̂(x))2|X} = E‖β̂seq

(λ∗)− β0‖22 +O(n−c0) (73)

with high probability.

To conclude this section, we summarize the insights gained from the analyses of several models in the
interpolation regime. First, in all cases, the interpolating solution f̂ can be decomposed into a prediction (or
simple) component and an overfitting (or spiky) component. The latter ensures interpolation without hurting
prediction accuracy. In the next section, we show, under appropriate conditions on the parameterization and
the initialization, that gradient methods can be accurately approximated by their linearization, and hence
can be viewed as converging to a minimum-norm linear interpolating solution despite their non-convexity.
In Section 6, we return to the question of generalization, focusing specifically on two-layer neural networks
in linear regimes.

5 Efficient optimization

The empirical risk minimization (ERM) problem is, in general, intractable even in simple cases. Section 2.5
gives examples of such hardness results. The classical approach to address this conundrum is to construct
convex surrogates of the non-convex ERM problem. The problem of learning a linear classifier provides an
easy-to-state—and yet subtle—example. Considering the 0-1 loss, ERM reads

minimize L̂01(θ) :=
1

n

n∑
i=1

1 [yi〈θ,xi〉 ≤ 0] . (74)

Note however that the original problem (74) is not always intractable. If there exists θ ∈ Rp such that

L̂(θ) = 0, then finding θ amounts to solving a set of n linear inequalities. This can be done in polynomial
time. In other words, when the model is sufficiently rich to interpolate the data, an interpolator can be
constructed efficiently.

In the case of linear classifiers, tractability arises because of the specific structure of the function class
(which is linear in the parameters θ), but one might wonder whether it is instead a more general phenomenon.
The problem of finding an interpolator can be phrased as a constraint optimization problem. Write the
empirical risk as

L̂(θ) =
1

n

n∑
i=1

`(θ; yi,xi).

Then we are seeking θ ∈ Θ such that

`(θ; yi,xi) = 0 for all i ≤ n . (75)

Random constraint satisfaction problems have been studied in depth over the last twenty years, although
under different distributions from those arising from neural network theory. Nevertheless, a recurring obser-
vation is that, when the number of free parameters is sufficiently large compared to the number of constraints,
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these problems (which are NP-hard in the worst case) become tractable; see, for example, [FS96, AM97] and
[CO10].

These remarks motivate a fascinating working hypothesis: modern neural networks are tractable because
they are overparametrized.

Unfortunately, a satisfactory theory of this phenomenon is still lacking, with an important exception: the
linear regime. This is a training regime in which the network can be approximated by a linear model, with a
random featurization map associated with the training initialization. We discuss these results in Section 5.1.

While the linear theory can explain a number of phenomena observed in practical neural networks, it
also misses some important properties. We will discuss these points, and results beyond the linear regime,
in Section 5.2.

5.1 The linear regime

Consider a neural network with parameters θ ∈ Rp: for an input x ∈ Rd the network outputs f(x;θ) ∈ R.
We consider training using the square loss

L̂(θ) :=
1

2n

n∑
i=1

(
yi − f(xi;θ)

)2
=

1

2n

∥∥y − fn(θ)
∥∥2

2
. (76)

Here y = (y1, . . . , yn) and fn : Rp → Rn maps the parameter vector θ to the evaluation of f at the n
data points, fn : θ 7→ (f(x1;θ), . . . , f(xn;θ)). We minimize this empirical risk using gradient flow, with
initialization θ0:

dθt
dt

=
1

n
Dfn(θt)

T(y − fn(θt)) . (77)

Here Dfn(θ) ∈ Rn×p is the Jacobian matrix of the map fn. Our focus on the square loss and continuous
time is for simplicity of exposition. Results of the type presented below have been proved for more general
loss functions and for discrete-time and stochastic gradient methods.

As first argued in [JGH18], in a highly overparametrized regime it can happen that θ changes only
slightly with respect to the initialization θ0. This suggests comparing the original gradient flow with the
one obtained by linearizing the right-hand side of (77) around the initialization θ0:

dθt
dt

=
1

n
Dfn(θ0)T

(
y − fn(θ0)−Dfn(θ0)(θt − θ0)

)
. (78)

More precisely, this is the gradient flow for the risk function

L̂lin(θ) :=
1

2n
‖y − fn(θ0)−Dfn(θ0)(θ − θ0)‖22, (79)

which is obtained by replacing fn(θ) with its first-order Taylor expansion at θ0. Of course, L̂lin(θ) is
quadratic in θ. In particular, if the Jacobian Dfn(θ0) has full row rank, the set of global minimizers

ERM0 := {θ : L̂lin(θ) = 0} forms an affine space of dimension p − n. In this case, gradient flow converges
to θ∞ ∈ ERM0, which—as discussed in Section 3—minimizes the `2 distance from the initialization:

θ∞ := argmin
{
‖θ − θ0‖2 : Dfn(θ0)(θ − θ0) = y − fn(θ0)

}
. (80)

The linear (or ‘lazy’ ) regime is a training regime in which θt is well approximated by θt at all times. Of
course if fn(θ) is an affine function of θ, that is, if Dfn(θ) is constant, then we have θt = θt for all times t.
It is therefore natural to quantify deviations from linearity by defining the Lipschitz constant

Lip(Dfn) := sup
θ1 6=θ2

‖Dfn(θ1)−Dfn(θ2)‖
‖θ1 − θ2‖2

. (81)
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(For a matrix A ∈ Rn×p, we define ‖A‖ := supx 6=0 ‖Ax‖2/‖x‖2.) It is also useful to define a population
version of the last quantity. For this, we assume as usual that samples are i.i.d. draws (xi)i≤n ∼iid P, and
with a slight abuse of notation, we view f : θ 7→ f(θ) as a map from Rp to L2(P) := L2(Rd;P). We let Df(θ)
denote the differential of this map at θ, which is a linear operator, Df(θ) : Rp → L2(P). The corresponding
operator norm and Lipschitz constant are given by

‖Df(θ)‖ := sup
v∈Rp\{0}

‖Df(θ)v‖L2(P)

‖v‖2
, (82)

Lip(Df) := sup
θ1 6=θ2

‖Df(θ1)−Df(θ2)‖
‖θ1 − θ2‖2

. (83)

The next theorem establishes sufficient conditions for θt to remain in the linear regime in terms of the
singular values and Lipschitz constant of the Jacobian. Statements of this type were proved in several papers,
starting with [DZPS19]; see, for example, [AZLS19, DLL+19, ZCZG20, OS20] and [LZB20]. We follow the
abstract point of view in [OS19] and [COB19].

Theorem 5.1. Assume

Lip(Dfn) ‖y − fn(θ0)‖2 <
1

4
σ2

min(Dfn(θ0)) . (84)

Further define
σmax := σmax(Dfn(θ0)), σmin := σmin(Dfn(θ0)).

Then the following hold for all t > 0:

1. The empirical risk decreases exponentially fast to 0, with rate λ0 = σ2
min/(2n):

L̂(θt) ≤ L̂(θ0) e−λ0t . (85)

2. The parameters stay close to the initialization and are closely tracked by those of the linearized flow.
Specifically, letting Ln := Lip(Dfn),

‖θt − θ0‖2 ≤
2

σmin
‖y − fn(θ0)‖2 , (86)

‖θt − θt‖2 ≤
{32σmax

σ2
min

‖y − fn(θ0)‖2 +
16Ln
σ3

min

‖y − fn(θ0)‖22
}

∧ 180Lnσ
2
max

σ5
min

‖y − fn(θ0)‖22 . (87)

3. The models constructed by gradient flow and by the linearized flow are similar on test data. Specifically,
writing f lin(θ) = f(θ0) +Df(θ0)(θ − θ0), we have

‖f(θt)− f lin(θt)‖L2(P)

≤
{

4 Lip(Df)
1

σ2
min

+ 180‖Df(θ0)‖Lnσ
2
max

σ5
min

}
‖y − fn(θ0)‖22 . (88)

The bounds in (85) and (86) follow from the main result of [OS19]. The coupling bounds in (87) and
(88) are proved in the Supplementary Material.

A key role in this theorem is played by the singular values of the Jacobian at initialization, Dfn(θ0).
These can also be encoded in the kernel matrix Km,0 := Dfn(θ0)Dfn(θ0)T ∈ Rn×n. The importance of
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this matrix can be easily understood by writing the evolution of the predicted values f lin
n (θt) := fn(θ0) +

Dfn(θ0)(θt − θ0). Equation (78) implies

df lin
n (θt)

dt
=

1

n
Km,0

(
y − f lin

n (θt)
)
. (89)

Equivalently, the residuals rt := y − f lin
n (θt) are driven to zero according to (d/dt)rt = −Km,0rt/n.

Applying Theorem 5.1 requires the evaluation of the minimum and maximum singular values of the
Jacobian, as well as its Lipschitz constant. As an example, we consider the case of two-layer neural networks:

f(x;θ) :=
α√
m

m∑
j=1

bjσ(〈wj ,x〉), θ = (w1, . . . ,wm) . (90)

To simplify our task, we assume the second layer weights b = (b1, . . . , bm) ∈ {+1,−1}m to be fixed with an
equal number of +1s and −1s. Without loss of generality we can assume that b1 = · · · = bm/2 = +1 and
bm/2+1 = · · · = bm = −1. We train the weights w1, . . . ,wm via gradient flow. The number of parameters
is p = md. The scaling factor α allows tuning between different regimes. We consider two initializations,

denoted by θ
(1)
0 and θ

(2)
0 :

θ
(1)
0 : (wi)i≤m ∼i.i.d. Unif(Sd−1); (91)

θ
(2)
0 : (wi)i≤m/2 ∼i.i.d. Unif(Sd−1), wm/2+i = wi, i ≤ m/2, (92)

where Sd−1 denotes the unit sphere in d dimensions. The important difference between these initializations

is that (by the central limit theorem) |f(x;θ
(1)
0 )| = Θ(α), while f(x;θ

(2)
0 ) = 0.

It is easy to compute the Jacobian Dfn(x;θ) ∈ Rn×md:

[Dfn(x;θ)]i,(j,a) =
α√
m
bjσ
′(〈wj ,xi〉)xia , i ∈ [n], (j, a) ∈ [m]× [d] . (93)

Assumption 5.2. Let σ : R→ R be a fixed activation function which we assume differentiable with bounded
first and second order derivatives. Let

σ =
∑
`≥0

µ`(σ)h`

denote its decomposition into orthonormal Hermite polynomials. Assume µ`(σ) 6= 0 for all ` ≤ `0 for some
constant `0.

Lemma 5.3. Under Assumption 5.2, further assume {(xi, yi)}i≤n to be i.i.d. with xi ∼i.i.d. N(0, Id), and yi
B2-sub-Gaussian. Then there exist constants Ci, depending uniquely on σ, such that the following hold with
probability at least 1 − 2 exp{−n/C0}, provided md ≥ C0n log n and n ≤ d`0 (whenever not specified, these

hold for both initializations θ0 ∈ {θ(1)
0 ,θ

(2)
0 }):

‖y − fn(θ
(1)
0 )‖2 ≤ C1

(
B + α)

√
n (94)

‖y − fn(θ
(2)
0 )‖2 ≤ C1B

√
n , (95)

σmin(Dfn(θ0)) ≥ C2α
√
d , (96)

σmax(Dfn(θ0)) ≤ C3α
(√
n+
√
d
)
, (97)

Lip(Dfn) ≤ C4α

√
d

m

(√
n+
√
d
)
. (98)

Further

‖Df(θ0)‖ ≤ C ′1α , (99)

Lip(Df) ≤ C ′4α
√
d

m
. (100)
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Equations (94), (95) are straightforward [OS19]. The remaining inequalities are proved in the Supple-
mentary Material. Using these estimates in Theorem 5.1, we get the following approximation theorem for
two-layer neural nets.

Theorem 5.4. Consider the two layer neural network of (90) under the assumptions of Lemma 5.3. Further

let α := α/(1 + α) for initialization θ0 = θ
(1)
0 and α := α for θ0 = θ

(2)
0 . Then there exist constants Ci,

depending uniquely on σ, such that if md ≥ C0n log n, d ≤ n ≤ d`0 and

α ≥ C0

√
n2

md
, (101)

then, with probability at least 1− 2 exp{−n/C0}, the following hold for all t ≥ 0.

1. Gradient flow converges exponentially fast to a global minimizer. Specifically, letting λ∗ = C1α
2d/n,

we have

L̂(θt) ≤ L̂(θ0) e−λ∗t . (102)

2. The model constructed by gradient flow and linearized flow are similar on test data, namely

‖f(θt)− flin(θt)‖L2(P) ≤ C1

{
α

α2

√
n2

md
+

1

α2

√
n5

md4

}
. (103)

It is instructive to consider Theorem 5.4 for two different choices of α (a third one will be considered in
Section 5.2).

For α = Θ(1), we have α = Θ(1) and therefore the two initializations {θ(1),θ
(2)
0 } behave similarly. In

particular, condition (101) requires md� n2: the number of network parameters must be quadratic in the
sample size. This is significantly stronger than the simple condition that the network is overparametrized,
namely md � n. Under the condition md � n2 we have exponential convergence to vanishing training
error, and the difference between the neural network and its linearization is bounded as in (103). This
bound vanishes for m � n5/d4. While we do not expect this condition to be tight, it implies that, under
the choice α = Θ(1), sufficiently wide networks behave as linearly parametrized models.

For α → ∞, we have α → 1 for initialization θ
(1)
0 and therefore Theorem 5.4 yields the same bounds

as in the previous paragraph for this initialization. However, for the initialization θ0 = θ
(2)
0 (which is

constructed so that f(θ
(2)
0 ) = 0) we have α = α and condition (101) is always verified as α→∞. Therefore

the conclusions of Theorem 5.4 apply under nearly minimal overparametrization, namely if md � n log n.
In that case, the linear model is an arbitrarily good approximation of the neural net as α grows: ‖f(θt) −
flin(θt)‖L2(P) = O(1/α). In other words, an overparametrized neural network can be trained in the linearized
regime by choosing suitable initializations and suitable scaling of the parameters.

Recall that, as t → ∞, θt converges to the min-norm interpolant θ∞; see (80). Therefore, as long as
condition (101) holds and the right-hand side of (103) is negligible, the generalization properties of the neural
network are well approximated by those of min-norm interpolation in a linear model with featurization map
x 7→Df(x;θ0). We will study the latter in Section 6.

In the next subsection we will see that the linear theory outlined here fails to capture different training
schemes in which the network weights genuinely change.

5.2 Beyond the linear regime?

For a given dimension d and sample size n, we can distinguish two ways to violate the conditions for the linear
regime, as stated for instance in Theorem 5.4. First, we can reduce the network size m. While Theorem 5.4
does not specify the minimum m under which the conclusions of the theorem cease to hold, it is clear that
md ≥ n is necessary in order for the training error to vanish as in (102).
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However, even if the model is overparametrized, the same condition is violated if α is sufficiently small.
In particular, the limit m→∞ with α = α0/

√
m has attracted considerable attention and is known as the

mean field limit. In order to motivate the mean field analysis, we can suggestively rewrite (90) as

f(x;θ) := α0

∫
b σ(〈w,x〉) ρ̂(dw,db) , (104)

where ρ̂ := m−1
∑m
j=1 δwj ,bj is the empirical distribution of neuron weights. If the weights are drawn i.i.d.

from a common distribution (wj , bj) ∼ ρ, we can asymptotically replace ρ̂ with ρ in the above expression,
by the law of large numbers.

The gradient flow (77) defines an evolution over the space of neuron weights, and hence an evolution in the
space of empirical distributions ρ̂. It is natural to ask whether this evolution admits a simple characterization.
This question was first addressed by [NS17, MMN18, RVE18, SS20] and [CB18].

Theorem 5.5. Initialize the weights so that {(wj , bj)}j≤m ∼i.i.d. ρ0 with ρ0 a probability measure on
Rd+1. Further, assume the activation function u 7→ σ(u) to be differentiable with σ′ bounded and Lipschitz
continuous, and assume |bj | ≤ C almost surely under the initialization ρ0, for some constant C. Then, for
any fixed T ≥ 0, the following limit holds in L2(P), uniformly over t ∈ [0, T ]:

lim
m→∞

f(θmt) = F (ρt) := α0

∫
b σ(〈w, · 〉) ρt(dw,db) , (105)

where ρt is a probability measure on Rd+1 that solves the following partial differential equation (to be inter-
preted in the weak sense):

∂tρt(w, b) = α0∇(ρt(w, b)∇Ψ(w, b; ρt)) , (106)

Ψ(w, b; ρ) := Ê
{
bσ(〈w,x〉)

(
F (x; ρt)− y

)}
. (107)

Here the gradient ∇ is with respect to (w, b) (gradient in d + 1 dimensions) if both first- and second-layer
weights are trained, and only with respect to w (gradient in d dimensions) if only first-layer weights are
trained.

This statement can be obtained by checking the conditions of [CB18, Theorem 2.6]. A quantitative
version can be obtained for bounded σ using Theorem 1 of [MMM19].

A few remarks are in order. First, the limit in (105) requires time to be accelerated by a factor m. This
is to compensate for the fact that the function value is scaled by a factor 1/m. Second, while we stated
this theorem as an asymptotic result, for large m, the evolution described by the PDE (106) holds at any
finite m for the empirical measure ρ̂t. In that case, the gradient of ρt is not well defined, and it is important
to interpret this equation in the weak sense [AGS08, San15]. The advantage of working with the average
measure ρt instead of the empirical one ρ̂t is that the former is deterministic and has a positive density (this
has important connections to global convergence). Third, quantitative versions of this theorem were proved
in [MMN18, MMM19], and generalizations to multi-layer networks in [NP20].

Mean-field theory can be used to prove global convergence results. Before discussing these results, let us
emphasize that —in this regime— the weights move in a non-trivial way during training, despite the fact
that the network is infinitely wide. For the sake of simplicity, we will focus on the case already treated
in the previous section in which the weights bj ∈ {+1,−1} are initialized with signs in equal proportions,
and are not changed during training. Let us first consider the evolution of the predicted values Fn(ρt) :=
(F (x1; ρt), . . . , F (xn; ρt)). Manipulating (106), we get

d

dt
Fn(ρt) = − 1

n
Kt

(
Fn(ρt)− y

)
, Kt = (Kt(xi,xj))i,j≤n (108)

Kt(x1,x2) :=

∫
〈x1,x2〉σ′(〈w,x1〉)σ′(〈w,x2〉) ρt(db,dw) , (109)
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In the short-time limit we recover the linearized evolution of (89) [MMM19], but the kernel Kt is now
changing with training (with a factor m acceleration in time).

It also follows from the same characterization of Theorem 5.5 that the weight wj of a neuron with weight

(wj , bj) = (w, b) moves at a speed Ê{bxσ′(〈w,x〉(F (x; ρt)− y)}. This implies

lim
m→∞

1

m

∥∥W t+s −W t‖2F = v2(ρt) s
2 + o(s2) , (110)

v2(ρt) :=
1

n2
〈y − Fn(ρt),Kt(y − Fn(ρt))〉 . (111)

This expression implies that the first-layer weights change significantly more than in the linear regime studied
in Section 5.1. As an example, consider the setting of Lemma 5.3, namely data (xi)i≤n ∼i.i.d. N(0, Id), an
activation function satisfying Assumption 5.2 and dimension parameters such that md ≥ Cn log n, n ≤ d`0 .
We further initialize ρ0 = Unif(Sd−1) ⊗ Unif({+1,−1}) (that is, the vectors wj are uniform on the unit
sphere and the weights bj are uniform in {+1,−1}). Under this initialization ‖W 0‖2F = m and hence (110)
at t = 0 can be interpreted as describing the initial relative change of the first-layer weights.

Theorem 5.1 (see (86)) and Lemma 5.3 (see (94)–(96)) imply that, with high probability,

sup
t≥0

1√
m
‖W t −W 0‖F ≤ C

1

α

√
n

md
, (112)

where α = α/(1 + α) for initialization θ
(1)
0 and α = α for initialization θ

(2)
0 . In the mean field regime

α � α � 1/
√
m and the right hand side above is of order

√
n/d, and hence it does not vanish. This is not

due to a weakness of the analysis. By (110), we can choose ε a small enough constant so that

lim
m→∞

sup
t≥0

1√
m
‖W t −W 0‖F ≥ lim

m→∞
1√
m
‖W ε −W 0‖F ≥

1

2
v2(ρ0)1/2 ε . (113)

This is bounded away from 0 as long as v2(ρ0) is non-vanishing. In order to see this, note that λmin(K0) ≥ c0 d
with high probability for c0 a constant (note thatK0 is a kernel inner product random matrix, and hence this
claim follows from the general results of [MMM21]). Noting that Fn(ρ0) = 0 (because

∫
bρ0(db,dw) = 0),

this implies, with high probability,

v(ρ0) =
1

n2
〈y,K0y〉 ≥

c0d

n2
‖y‖22 ≥

c′0d
n
. (114)

We expect this lower bound to be tight, as can be seen by considering the pure noise case y ∼ N(0, τ2In),
which leads to v(ρ0) = τ2tr(K0)/n2(1 + on(1)) � d/n.

To summarize, (112) (setting α � 1/
√
m) and (113) conclude that, for d ≤ n ≤ d`0 ,

c1

√
d

n
≤ lim
m→∞

sup
t≥0

1√
m
‖W t −W 0‖F ≤ c2

√
n

d
, (115)

hence the limit on the left-hand side of (113) is indeed non-vanishing as m → ∞ at n, d fixed. In other
words, the fact that the upper bound in (112) is non-vanishing is not an artifact of the bounding technique,
but a consequence of the change of training regime. We also note a gap between the upper and lower bounds
in (115) when n� d: a better understanding of this quantity is an interesting open problem. In conclusion,
both a linear and a nonlinear regime can be obtained in the infinite-width limit of two-layer neural networks,
for different scalings of the normalization factor α.

As mentioned above, the mean field limit can be used to prove global convergence results, both for
two-layer [MMN18, CB18] and for multilayer networks [NP20]. Rather than stating these (rather technical)
results formally, it is instructive to discuss the nature of fixed points of the evolution (106): this will also
indicate the key role played by the support of the distribution ρt.
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Lemma 5.6. Assume t 7→ σ(t) to be differentiable with bounded derivative. Let L̂(ρ) = Ê{[y−F (x; ρ)]2} be

the empirical risk of an infinite-width network with neuron’s distribution ρ, and define ψ(w; ρ) := Ê{σ(〈w,x〉)[y−
F (x; ρ)]}.

(a) ρ∗ is a global minimizer of L̂ if and only if ψ(w; ρ∗) = 0 for all w ∈ Rd.

(b) ρ∗ is a fixed point of the evolution (106) if and only if, for all (b,w) ∈ supp(ρ∗), we have ψ(w; ρ∗) = 0
and b∇wψ(w; ρ∗) = 0.

The same statement holds if the empirical averages above are replaced by population averages (that is, the

empirical risk L̂(ρ) is replaced by its population version Ln(ρ) = E{[y − F (x; ρ)]2}).

This statement clarifies that fixed points of the gradient flow are only a ‘small’ superset of global mini-
mizers, as m → ∞. Consider for instance the case of an analytic activation function t 7→ σ(t). Let ρ∗ be a
stationary point and assume that its support contains a sequence of distinct points {(bi,wi)}i≥1 such that
{wi}i≥1 has an accumulation point. Then, by condition (b), ψ(w; ρ∗) = 0 identically and therefore ρ∗ is
a global minimum. In other words, the only local minima correspond to ρ∗ supported on a set of isolated
points. Global convergence proofs aim at ruling out this case.

5.3 Other approaches

The mean-field limit is only one of several analytical approaches that have been developed to understand
training beyond the linear regime. A full survey of these directions goes beyond the scope of this review.
Here we limit ourselves to highlighting a few of them that have a direct connection to the analysis in the
previous section.

A natural idea is to view the linearized evolution as the first order in a Taylor expansion, and to construct
higher order approximations. This can be achieved by writing an ordinary differential equation for the
evolution of the kernel Kt (see (109) for the infinite-width limit). This takes the form [HY20]

d

dt
Kt = − 1

n
K

(3)
t · (Fn(ρt)− y) , (116)

where K
(3)
t ∈ (Rn)⊗3 is a certain higher order kernel (an order-3 tensor), which is contracted along one

direction with (Fn(ρt) − y) ∈ Rn. The linearized approximation amounts to replacing K
(3)
t with 0. A

better approximation could be to replace K
(3)
t with its value at initialization K

(3)
0 . This construction can

be repeated, leading to a hierarchy of increasingly complex (and accurate) approximations.
Other approaches towards constructing a Taylor expansion around the linearized evolutions were pro-

posed, among others, by [DGA20] and [HN20].
Note that the linearized approximation relies on the assumption that the Jacobian Dfn(θ0) is non-

vanishing and well conditioned. [BL20a] propose specific neural network parametrizations in which the
Jacobian at initialization vanishes, and the first non-trivial term in the Taylor expansion is quadratic. Under
such initializations the gradient flow dynamics is ‘purely nonlinear’.

6 Generalization in the linear regime

As discussed in Sections 2 and 4, approaches that control the test error via uniform convergence fail for
overparametrized interpolating models. So far, the most complete generalization results for such models
have been obtained in the linear regime, namely under the assumption that we can approximate f(θ) by
its first order Taylor approximation flin(θ) = f(θ0) + Df(θ)(θ − θ0). While Theorem 5.1 provides a set
of sufficient conditions for this approximation to be accurate, in this section we leave aside the question of
whether or when this is indeed the case, and review what we know about the generalization properties of these
linearized models. We begin in Section 6.1 by discussing the inductive bias induced by gradient descent on
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wide two-layer networks. Section 6.2 describes a general setup. Section 6.3 reviews random features models:
two-layer neural networks in which the first layer is not trained and entirely random. While these are simpler
than neural networks in the linear regime, their generalization behavior is in many ways similar. Finally, in
Section 6.4 we review progress on the generalization error of linearized two-layer networks.

6.1 The implicit regularization of gradient-based training

As emphasized in previous sections, in an overparametrized setting, convergence to global minima is not suf-
ficient to characterize the generalization properties of neural networks. It is equally important to understand
which global minima are selected by the training algorithm, in particular by gradient-based training. As
shown in Section 3, in linear models gradient descent converges to the minimum `2-norm interpolator. Under
the assumption that training takes place in the linear regime (see Section 5.1), we can apply this observation
to neural networks. Namely, the neural network trained by gradient descent will be well approximated by
the model6 flin(â) = f(θ0) +Df(θ0)â where â minimizes ‖a‖2 among empirical risk minimizers

â := argmin
a∈Rp

{
‖a‖2 : yi = flin(xi;a) for all i ≤ n

}
. (117)

For simplicity, we will set f(x;θ0) = 0. This can be achieved either by properly constructing the initialization

θ0 (as in the initialization θ
(2)
0 in Section 5.1) or by redefining the response vector y′ = y − fn(θ0). If

f(x;θ0) = 0, the interpolation constraint yi = flin(xi;a) for all i ≤ n can be written as Dfn(θ0)a = y.
Consider the case of two-layer neural networks in which only first-layer weights are trained. Recalling

the form of the Jacobian (93), we can rewrite (117) as

â := argmin
a∈Rmd

{
‖a‖2 : yi =

m∑
j=1

〈aj ,xi〉σ′(〈wj ,xi〉)
}
, (118)

where we write a = (a1, . . . ,am), ai ∈ Rd. In this section we will study the generalization properties of
this neural tangent (NT) model and some of its close relatives. Before formally defining our setup, it is
instructive to rewrite the norm that we are minimizing in function space:

‖f‖NT,m := inf
{ 1√

m
‖a‖2 : f(x) =

1

m

m∑
j=1

〈aj ,xi〉σ′(〈wj ,x〉) a.e.
}
. (119)

This is an RKHS norm defining a finite-dimensional subspace of L2(Rd,P). We can also think of it as a finite
approximation to the norm

‖f‖NT := inf
{
‖a‖L2(ρ0) : f(x) =

∫
〈a(w),xi〉σ′(〈w,x〉) ρ0(dw)

}
. (120)

Here a : Rd → Rd is a measurable function with

‖a‖2L2(ρ0) :=

∫
‖a(w)‖2ρ0(dw) <∞,

and we are assuming that the weights wj in (119) are initialized as

(wj)j≤m ∼i.i.d. ρ0.

This is also an RKHS norm whose kernel KNT(x1,x2) will be described below; see (129).
Let us emphasize that moving out of the linear regime leads to different—and possibly more interesting—

inductive biases than those described in (119) or (120). As an example, [CB20] analyze the mean field limit

6With a slight abuse of notation, in this section we parametrize the linearized model by the shift with respect to the
initialization θ0.
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of two-layer networks, trained with logistic loss, for activation functions that have Lipschitz gradient and are
positively 2-homogeneous. For instance, the square ReLU σ(x) = (x+)2 with fixed second-layer coefficients
fits this framework. The usual ReLU with trained second-layer coefficients bjσ(〈wj ,x〉) = bj(〈wj ,x〉)+ is
2-homogeneous but not differentiable. In this setting, and under a convergence assumption, they show that
gradient flow minimizes the following norm among interpolators:

‖f‖σ := inf
{
‖ν‖TV : f(x) =

∫
σ(〈w,x〉) ν(dw) a.e.

}
. (121)

Here, minimization is over the finite signed measure ν with Hahn decomposition ν = ν+− ν−, and ‖ν‖TV :=
ν+(Rd)+ν−(Rd) is the associated total variation. The norm ‖f‖σ is a special example of the variation norms
introduced in [Kur97] and further studied in [KS01, KS02].

This norm differs in two ways from the RKHS norm of (120). Each is defined in terms of a different
integral operator,

a 7→
∫
〈a(w),x〉σ′(〈w,xi〉) ρ0(dw)

for (120) and

ν 7→
∫
σ(〈w,x〉) ν(dw)

for (121). However, more importantly, the norms are very different: in (120) it is a Euclidean norm while
in (121) it is a total variation norm. Intuitively, the total variation norm ‖ν‖TV promotes ‘sparse’ measures
ν, and hence the functional norm ‖f‖σ promotes functions that depend primarily on a small number of
directions in Rd [Bac17].

6.2 Ridge regression in the linear regime

We generalize the min-norm procedure of (117) to consider the ridge regression estimator:

â(λ) := argmin
a∈Rp

{ 1

n

n∑
i=1

(
yi − flin(xi;a)

)2
+ λ‖a‖22

}
, (122)

flin(xi;a) := 〈a,Df(xi;θ0)〉 . (123)

The min-norm estimator can be recovered by taking the limit of vanishing regularization limλ→0 â(λ) = â(0+)
(with a slight abuse of notation, we will identify λ = 0 with this limit). Apart from being intrinsically
interesting, the behavior of â(λ) for λ > 0 is a good approximation of the behavior of the estimator produced
by gradient flow with early stopping [AKT19]. More precisely, letting (âGF(t))t≥0 denote the path of gradient
flow initialized at âGF(0) = 0, there exists a parametrization t 7→ λ(t), such that the test error at âGF(t) is
well approximated by the test error at â(λ(t)).

Note that the function class {flin(xi;a) := 〈a,Df(xi;θ0)〉 : a ∈ Rp} is a linear space, which is linearly
parametrized by a. We consider two specific examples which are obtained by linearizing two-layer neural
networks (see (90)):

FmRF :=
{
flin(x;a) =

m∑
i=1

aiσ(〈wi,x〉) : ai ∈ R
}
, (124)

FmNT :=
{
flin(x;a) =

m∑
i=1

〈ai,x〉σ′(〈wi,x〉) : ai ∈ Rd
}
. (125)

Namely, FmRF (RF stands for ‘random features’) is the class of functions obtained by linearizing a two-layer
network with respect to second-layer weights and keeping the first layer fixed, and FmNT (NT stands for
‘neural tangent’) is the class obtained by linearizing a two-layer network with respect to the first layer and
keeping the second fixed. The first example was introduced by [BBV06] and [RR07] and can be viewed as

41



a linearization of the two-layer neural networks in which only second-layer weights are trained. Of course,
since the network is linear in the second-layer weights, it coincides with its linearization. The second example
is the linearization of a neural network in which only the first-layer weights are trained. In both cases, we
draw (wi)i≤m ∼i.i.d. Unif(Sd−1) (the Gaussian initialization wi ∼ N(0, Id/d) behaves very similarly).

Ridge regression (122) within either model FRF or FNT can be viewed as kernel ridge regression (KRR)
with respect to the kernels

KRF,m(x1,x2) :=
1

m

m∑
i=1

σ(〈wi,x1〉)σ(〈wi,x2〉) , (126)

KNT,m(x1,x2) :=
1

m

m∑
i=1

〈x1,x2〉σ′(〈wi,x1〉)σ′(〈wi,x2〉) . (127)

These kernels are random (because the weights wi are) and have finite rank, namely rank at most p, where
p = m in the first case and p = md in the second. The last property is equivalent to the fact that the RKHS
is at most p-dimensional. As the number of neurons diverge, these kernels converge to their expectations
KRF(x1,x2) and KNT(x1,x2). Since the distribution of wi is invariant under rotations in Rd, so are these
kernels. The kernels KRF(x1,x2) and KNT(x1,x2) can therefore be written as functions of ‖x1‖2, ‖x2‖2 and
〈x1,x2〉. In particular, if we assume that data are normalized, say ‖x1‖2 = ‖x2‖2 =

√
d, then we have the

particularly simple form

KRF(x1,x2) = HRF,d(〈x1,x2〉/d) , (128)

KNT(x1,x2) = dHNT,d(〈x1,x2〉/d) , (129)

where

HRF,d(q) := Ew{σ(
√
d〈w, e1〉)σ(

√
d〈w, qe1 + qe2〉)} , (130)

HNT,d(q) := qEw{σ′(
√
d〈w, e1〉)σ′(

√
d〈w, qe1 + qe2〉)} , (131)

with q :=
√

1− q2.
The convergence KRF,m → KRF, KNT,m → KNT,m takes place under suitable assumptions, pointwise

[RR07]. However, we would like to understand the qualitative behavior of the generalization error in the
above linearized models.

(i) Does the procedure (122) share qualitative behavior with KRR, as discussed in Section 4? In particular,
can min-norm interpolation be (nearly) optimal in the RF or NT models as well?

(ii) How large should m be for the generalization properties of RF or NT ridge regression to match those
of the associated kernel?

(iii) What discrepancies between KRR and RF or NT regression can we observe when m is not sufficiently
large?

(iv) Is there any advantage of one of the three methods (KRR, RF, NT) over the others?

Throughout this section we assume an isotropic model for the distribution of the covariates xi, namely
we assume {(xi, yi)}i≤n to be i.i.d., with

yi = f∗(xi) + εi , xi ∼ Unif(Sd−1(
√
d)) , (132)

where f∗ ∈ L2(Sd−1) is a square-integrable function on the sphere and εi is noise independent of xi, with
E{εi} = 0, E{ε2

i } = τ2. We will also consider a modification of this model in which xi ∼ N(0, Id); the two
settings are very close to each other in high dimension. Let us emphasize that we do not make any regularity
assumption about the target function beyond square integrability, which is the bare minimum for the risk
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to be well defined. On the other hand, the covariates have a simple isotropic distribution and the noise has
variance independent of xi (it is homoscedastic).

While homoscedasticity is not hard to relax to an upper bound on the noise variance, it is useful to
comment on the isotropicity assumption. The main content of this assumption is that the ambient dimension
d of the covariate vectors does coincide with the intrinsic dimension of the data. If, for instance, the xi lie
on a d0-dimensional subspace in Rd, d0 � d, then it is intuitively clear that d would have to be replaced by
d0 below. Indeed this is a special case of a generalization studied in [GMMM20b]. An even more general
setting is considered in [MMM21], where xi belongs to an abstract space. The key assumption there is that
leading eigenfunctions of the associated kernel are delocalized.

We evaluate the quality of method (122) using the square loss

L(λ) := Ex
{

(f∗(x)− flin(x; â(λ))2
}
. (133)

The expectation is with respect to the test point x ∼ Unif(Sd−1(
√
d)); note that the risk is random because

â(λ) depends on the training data. However, in all the results below, it concentrates around a non-random
value. We add subscripts, and write LRF(λ) or LNT(λ) to refer to the two classes of models above.

6.3 Random features model

We begin by considering the random features model FRF. A number of authors have established upper bounds
on its minimax generalization error for suitably chosen positive values of the regularization [RR17, RR09].
Besides the connection to neural networks, FRF can be viewed as a randomized approximation for the RKHS
associated with KRF. A closely related approach in this context is provided by randomized subset selection,
also known as Nyström’s method [WS01, Bac13, EAM15, RCR15].

The classical random features model FRF is mathematically easier to analyze than the neural tangent
model FNT, and a precise picture can be established that covers the interpolation limit. Several elements of
this picture have been proved to generalize to the NT model as well, as discussed in the next subsection.

We focus on the high-dimensional regime, m,n, d→∞; as discussed in Section 4, interpolation methods
have appealing properties in high dimension. Complementary asymptotic descriptions are obtained depend-
ing on how m,n, d diverge. In Section 6.3.1 we discuss the behavior at a coarser scale, namely when m and
n scale polynomially in d: this type of analysis provides a simple quantitative answer to the question of how
large m should be to approach the m =∞ limit. Next, in Section 6.3.2, we consider the proportional regime
m � n � d. This allows us to explore more precisely what happens in the transition from underparametrized
to overparametrized.

6.3.1 Polynomial scaling

The following characterization was proved in [MMM21] (earlier work by [GMMM20a] established this result
for the two limiting cases m = ∞ and n = ∞). In what follows, we let L2(γ) denote the space of square

integrable functions on R, with respect to the standard Gaussian measure γ(dx) = (2π)−1/2e−x
2/2dx, and

we write 〈 · , · 〉L2(γ), ‖ · ‖L2(γ) for the associated scalar product and norm.

Theorem 6.1. Fix an integer ` > 0. Let the activation function σ : R → R be independent of d and such
that: (i) |σ(x)| ≤ c0 exp(|x|c1) for some constants c0 > 0 and c1 < 1, and (ii) 〈σ, q〉L2(γ) 6= 0 for any non-

vanishing polynomial q, with deg(q) ≤ `. Assume max((n/m), (m/n)) ≥ dδ and d`+δ ≤ min(m,n) ≤ d`+1−δ

for some constant δ > 0. Then for any λ = Od((m/n) ∨ 1), and all η > 0,

LRF(λ) = ‖P>`f∗‖2L2 + od(1)
(
‖f∗‖2L2 + ‖P>`f∗‖2L2+η + τ2

)
. (134)

In words, as long as the number of parameters m and the number of samples n are well separated, the
test error is determined by the minimum of m and n:
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• For m � n, the approximation error dominates. If d` � m � d`+1, the model fits the projection
of f onto degree-` polynomials perfectly but does not fit the higher degree components at all: f̂λ ≈
P≤`f . This is consistent with a parameter-counting heuristic: degree-` polynomials form a subspace
of dimension Θ(d`) and in order to approximate them we need a network with Ω(d`) parameters.
Surprisingly, this transition is sharp.

• For n � m, the statistical error dominates. If d` � n � d`+1, f̂λ ≈ P≤`f . This is again consistent
with a parameter-counting heuristic: to learn degree-` polynomials we need roughly as many samples
as parameters.

• Both of the above are achieved for any sufficiently small value of the regularization parameter λ. In
particular, they apply to min-norm interpolation (corresponding to the case λ = 0+).

From a practical perspective, if the sample size n is given, we might be interested in choosing the number of
neurons m. The above result indicates that the test error roughly decreases until the overparametrization
threshold m ≈ n, and that there is limited improvement from increasing the network size beyond m ≥ ndδ.
At this point, RF ridge regression achieves the same error as the corresponding kernel method. Indeed
the statement of Theorem 6.1 holds for the case of KRR as well, by identifying it with the limit m = ∞
[GMMM20a].

Note that the infinite width (kernel) limit m = ∞ corresponds to the setting already investigated in
Theorem 4.10. Indeed, the staircase phenomenon in the m = ∞ case of Theorem 6.1 corresponds to
the multiple descent behavior seen in Theorem 4.10. The two results do not imply each other because
Theorem 4.10 assumes f∗ to have bounded RKHS norm; Theorem 6.1 does not make this assumption, but
is not as sharp for functions with bounded RKHS norm.

The significance of polynomials in Theorem 6.1 is related to the fact that the kernel KRF is invariant
under rotations (see (128)). As a consequence, the eigenfunctions of KRF are spherical harmonics, that is,
restrictions of homogeneous harmonic polynomials in Rd to the sphere Sd−1(

√
d), with eigenvalues given by

their degrees. [MMM21] have obtained analogous results for more general probability spaces (X ,P) for the
covariates, and more general random features models. The role of low-degree polynomials is played by the
top eigenfunctions of the associated kernel.

The mathematical phenomenon underlying Theorem 6.1 can be understood by considering the feature
matrix Φ ∈ Rn×m:

Φ :=


σ(〈x1,w1〉) σ(〈x1,w2〉) · · · σ(〈x1,wm〉)
σ(〈x2,w1〉) σ(〈x2,w2〉) · · · σ(〈x2,wm〉)

...
...

...
σ(〈xn,w1〉) σ(〈xn,w2〉) · · · σ(〈xn,wm〉)

 . (135)

The ith row of this matrix is the feature vector associated with the ith sample. We can decompose Φ accord-
ing to the eigenvalue decomposition of σ, seen as an integral operator from L2(Sd−1(1)) to L2(Sd−1(

√
d)):

a(w) 7→
∫
σ(〈x,w〉) a(w) τd(dw)

(where τd is the uniform measure on Sd−1(1)). This takes the form

σ(〈x,w〉) =

∞∑
k=0

skψk(x)φk(w) , (136)

where (ψj)j≥1 and (φj)j≥1 are two orthonormal systems in L2(Sd−1(
√
d)) and L2(Sd−1(1)) respectively, and

the sj are singular values s0 ≥ s1 ≥ · · · ≥ 0. (In the present example, σ can be regarded as a self-adjoint

operator on L2(Sd−1(
√
d)) after rescaling the wj , and hence the φj and ψj can be taken to coincide up to a

rescaling, but this is not crucial.)
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The eigenvectors are grouped into eigenspaces V` indexed by ` ∈ Z≥0, where V` consists of the degree-`
polynomials, and

dim(V`) =: B(d, `) =
d− 2 + 2`

d− 2

(
d− 3 + `

`

)
, B(d, `) � d`/`!.

We write s(`) for the eigenvalue associated with eigenspace V`: it turns out that s(`) � d−`/2, for a generic σ;
(s(`))2B(d, `) ≤ C since σ is square integrable. Let ψk = (ψk(x1), . . . , ψk(xn))T be the evaluation of the kth
left eigenfunction at the n data points, and let φk = (φk(w1), . . . , φk(wm))T be the evaluation of the kth
right eigenfunction at the m neuron parameters. Further, let k(`) :=

∑
`′≤`B(d, `′). Following our approach

in Section 4, we decompose Φ into a ‘low-frequency’ and a ‘high-frequency’ component,

Φ = Φ≤` + Φ>` , (137)

Φ≤` =

k(`)∑
j=0

sjψjφ
>
j = ψ≤`S≤`φ

>
≤` , (138)

where S≤` = diag(s1, . . . , sk(`)), ψ≤` ∈ Rn×k(`) is the matrix whose jth column is ψj , and φ≤` ∈ Rm×k(`)

is the matrix whose jth column is φj .

Consider, to be definite, the overparametrized case m ≥ n1+δ, and assume d`+δ ≤ n. Then we can
think of φj , ψj , j ≤ k(`) as densely sampled eigenfunctions. This intuition is accurate in the sense that

ψT
≤`ψ≤` ≈ nIk(`) and φT

≤`φ≤` ≈ mIk(`) [MMM21]. Further, if n ≤ d`+1−δ, the ‘high-frequency’ part of the
decomposition (137) behaves similarly to noise along directions orthogonal to the previous ones. Namely, (i)
Φ>`φ≤` ≈ 0, ψT

≤`Φ>` ≈ 0, and (ii) its singular values (except those along the low-frequency components)
concentrate: for any δ′ > 0,

κ
1/2
` n−δ

′ ≤ σn−k(`)(Φ>`)/m
1/2 ≤ σ1(Φ>`)/m

1/2 ≤ κ1/2
` nδ

′
,

where κ` :=
∑
j≥k(`)+1 s

2
j .

In summary, regression with respect to the random features σ(〈wj , · 〉) turns out to be essentially equiv-
alent to kernel ridge regression with respect to a polynomial kernel of degree `, where ` depends on the
smaller of the sample size and the network size. Higher degree parts in the activation function effectively
behave as noise in the regressors. We will next see that this picture can become even more precise in the
proportional regime m � n.

6.3.2 Proportional scaling

Theorem 6.1 requires that m and n are well separated. When m,n are close to each other, the feature matrix
(135) is nearly square and we might expect its condition number to be large. When this is the case, the
variance component of the risk can also be large.

Theorem 6.1 also requires the smaller of m and n to be well separated from d`, with ` any integer. For
d` � m� d`+1 the model has enough degrees of freedom to represent (at least in principle) all polynomials
of degree at most ` and not enough to represent even a vanishing fraction of all polynomials of degree `+ 1.
Hence it behaves in a particularly simple way. On the other hand, when m is comparable to d`, the model
can partially represent degree-` polynomials, and its behavior will be more complex. Similar considerations
apply to the sample size n.

What happens when m is comparable to n, and both are comparable to an integer power of d? Figure
1 reports simulations within the data model introduced above. We performed ridge regression as per (122),
with a small value of the regularization parameter, λ = 10−3(m/d). We report test error and train error for
several network widths m, plotting them as a function of the overparametrization ratio m/n.

We observe that the train error decreases with the overparametrization ratio, and becomes very small
for m/n ≥ 1: it is not exactly 0 because we are using λ > 0, but for m/n > 1 it vanishes as λ → 0. On
the other hand, the test error displays a peak at the interpolation threshold m/n = 1. For λ = 0+ the
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∗‖â‖22

Figure 1: Train and test error of a random features model (two-layer neural net with random first layer) as
a function of the overparametrization ratio m/n. Here d = 100, n = 400, τ2 = 0.5, and the target function
is f∗ = 〈β0,x〉, ‖β0‖2 = 1. The model is fitted using ridge regression with a small regularization parameter
λ = 10−3(m/d). Circles report the results of numerical simulations (averaged over 20 realizations), while
lines are theoretical predictions for the m,n, d→∞ asymptotics.

error actually diverges at this threshold. It then decreases and converges rapidly to an asymptotic value as
m/n� 1. If both n/d� 1, and m/n� 1, the asymptotic value of the test error is given by ‖P>1f

∗‖L2 : the
model is fitting the degree-one polynomial component of the target function perfectly and behaves trivially
on higher degree components. This matches the picture obtained under polynomial scalings, in Theorem
6.1, and actually indicates that a far smaller separation between m and n is required than assumed in that
theorem. Namely, m/n � 1 instead of m/n ≥ dδ appears to be sufficient for the risk to be dominated by
the statistical error.

The peculiar behavior illustrated in Figure 1 was first observed empirically in neural networks and
then shown to be ubiquitous for numerous over-parametrized models [GSd+19, SGd+19, BHMM19]. It is
commonly referred to as the ‘double descent phenomenon’, after [BHMM19].

Figure 1 displays curves that are exact asymptotic predictions in the limit m,n, d→∞, with m/d→ ψw,
n/d→ ψs. Explicit formulas for these asymptotics were originally established in [MM19] using an approach
from random matrix theory, which we will briefly outline. The first step is to write the risk as an explicit
function of the matrices X ∈ Rn×d (the matrix whose ith row is the sample xi), Θ ∈ Rm×d (the matrix
whose jth row is the sample θj =

√
dwj), and Φ = σ(XΘT/

√
d) (the feature matrix in (135)). After a

straightforward calculation, one obtains

LRF(λ) =Ex[f∗(x)2]− 2

n
yTΦ(ΦTΦ/n+ λIm)−1V (139)

+
1

n2
yTΦ(ΦTΦ/n+ λIm)−1U(ΦTΦ/n+ λIm)−1ΦTy ,
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where V ∈ Rm, U ∈ Rm×m are matrices with entries

Vi := Ex{σ(〈θi,x〉/
√
d) f∗(x)} , (140)

Uij := Ex{σ(〈θi,x〉/
√
d)σ(〈θj ,x〉/

√
d)} . (141)

Note that the matrix U takes the form of an empirical kernel matrix, although expectation is taken over
the covariates x and the kernel is evaluated at the neuron parameters (θi)i≤m. Namely, we have Uij =
HRF,d(〈θi,θj〉/d), where the kernel HRF,d is defined exactly7 as in (130). Estimates similar to those of
Section 4 apply here (see also [EK10]): since m � d we can approximate the kernel HRF,d by a linear kernel
in operator norm. Namely, if we decompose σ(x) = µ0 + µ1x+ σ⊥(x), where E{σ⊥(G)} = E{Gσ⊥(G)} = 0,
and E{σ⊥(G)2} = µ2

∗, we have

U = µ2
011T + µ2

1ΘΘT + µ∗ Im + ∆ , (142)

where ∆ is an error term that vanishes asymptotically in operator norm. Analogously, V can be approxi-
mated as V ≈ a1 + Θb for suitable coefficients a ∈ R, b ∈ Rd.

Substituting these approximations for U and V in (139) yields an expression of the risk in terms of
the three (correlated) random matrices X, Θ, Φ. Standard random matrix theory does not apply directly
to compute the asymptotics of this expression. The main difficulty is that the matrix Φ does not have
independent or nearly independent entries. It is instead obtained by applying a nonlinear function to a
product of matrices with (nearly) independent entries; see (135). The name ‘nonlinear random matrix
theory’ has been coined to refer to this setting [PW17]. Techniques from random matrix theory have been
adapted to this new class of random matrices. In particular, the leave-one-out method can be used to derive
a recursion for the resolvent, as first shown for this type of matrices in [CS13], and the moments method
was first used in [FM19] (both of these papers consider symmetric random matrices, but these techniques
extend to the asymmetric case). Further results on kernel random matrices can be found in [DV13, LLC18]
and [PW18].

Using these approaches, the exact asymptotics of LRF(λ) was determined in the proportional asymptotics
m,n, d→∞ with m/d→ ψw ( ψw represents the number of neurons per dimension), n/d→ ψs (ψs represents
the number of samples per dimension). The target function f∗ is assumed to be square integrable and such
that P>1f

∗ is a Gaussian isotropic function.8 In this setting, the risk takes the form

LRF(λ) =‖P1f
∗‖2L2B(ζ, ψw, ψs, λ/µ

2
∗) (143)

+ (τ2 + ‖P>1f
∗‖2L2)V (ζ, ψw, ψs, λ/µ

2
∗) + ‖P>1f

∗‖2L2 + od(1) ,

where ζ := |µ1|/µ∗. The functions B, V ≥ 0 are explicit and correspond to an effective bias term and an
effective variance term. Note the additive term ‖P>1f

∗‖2L2 : in agreement with Theorem 6.1, the nonlinear
component of f∗ cannot be learnt at all (recall that m,n = O(d) here). Further ‖P>1f

∗‖2L2 is added to the
noise strength in the ‘variance’ term: high degree components of f∗ are equivalent to white noise at small
sample/network size.

The expressions for B, V can be used to plot curves such as those in Figure 1: we refer to [MMM21] for ex-
plicit formulas. As an interesting conceptual consequence, these results establish a universality phenomenon:
the risk under the random features model is asymptotically the same as the risk of a mathematically sim-
pler model. This simpler model can be analyzed by a direct application of standard random matrix theory
[HMRT20].

We refer to the simpler equivalent model as the ‘noisy features model.’ In order to motivate it, recall the
decomposition σ(x) = µ0+µ1x+σ⊥(x) (with the three components being orthogonal in L2(γ)). Accordingly,

7The two kernels coincide because we are using the same distribution for xi and θj : while this symmetry simplifies some
calculations, it is not really crucial.

8Concretely, for each ` ≥ 2, let f` = (fk,`)k≤B(d,`) be the coefficients of f∗ in a basis of degree-` spherical harmonics. Then

f` ∼ N(0, F 2
` IB(d,`) independently across `.
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we decompose the feature matrix as

Φ = Φ≤1 + Φ>1

= µ011T +
µ1√
d

ΘXT + µ∗Z̃ ,

where Z̃ij = σ⊥(〈xi,θj〉/
√
d)/µ∗. Note that the entries of Z̃ have zero mean and are asymptotically

uncorrelated. Further they are asymptotically uncorrelated with the entries9 of ΘXT/
√
d.

As we have seen in Section 6.3.1, the matrix Z̃ behaves in many ways as a matrix with independent
entries, independent of Θ,X. In particular, if max(m,n)� d2 and either m� n or m� n, its eigenvalues
concentrate around a deterministic value (see discussion below (137)).

The noisy features model is obtained by replacing Z̃ with a matrix Z, with independent entries, inde-
pendent of Θ, X. Accordingly, we replace the target function with a linear function with additional noise.
In summary:

ΦNF = µ011T +
µ1√
d

ΘXT + µ∗Z, (Zij)i≤n,j≤m ∼ N(0, 1) , (144)

y = b01 +Xβ + τ+g̃, (g̃i)i≤n ∼ N(0, 1) . (145)

Here the random variables (g̃i)i≤n, (Zij)i≤n,j≤m are mutually independent, and independent of all the others,
and the parameters b0,β, τ+ are fixed by the conditions P≤1f

∗(x) = b0 + 〈β,x〉 and τ2
+ = τ2 + ‖P>1f

∗‖2L2 .
The next statement establishes asymptotic equivalence of the noisy and random features model.

Theorem 6.2. Under the data distribution introduced above, let LRF(λ) denote the risk of ridge regression
in the random features model with regularization λ, and let LNF(λ) be the risk in the noisy features model.
Then we have, in n,m, d→∞ with m/d→ ψw, n/d→ ψs,

LRF(λ) = LNF(λ) ·
(
1 + on(1)

)
. (146)

Knowing the exact asymptotics of the risk allows us to identify phenomena that otherwise would be out
of reach. A particularly interesting one is the optimality of interpolation at high signal-to-noise ratio.

Corollary 6.3. Define the signal-to-noise ratio of the random features model as SNRd := ‖P1f
∗‖2L2/(‖P>1f

∗‖2L2+
τ2), and let LRF(λ) be the risk of ridge regression with regularization λ. Then there exists a critical value
SNR∗ > 0 such that the following hold.

(i) If limd→∞ SNRd = SNR∞ > SNR∗, then the optimal regularization parameter is λ = 0+, in the sense
that LRF,∞(λ) := limd→∞ LRF(λ) is monotone increasing for λ ∈ (0,∞).

(ii) If limd→∞ SNRd = SNR∞ < SNR∗, then the optimal regularization parameter is λ > 0, in the sense
that LRF,∞(λ) := limd→∞ LRF(λ) is monotone decreasing for λ ∈ (0, λ0) with λ0 > 0.

In other words, above a certain threshold in SNR, (near) interpolation is required in order to achieve
optimal risk, not just optimal rates.

The universality phenomenon of Theorem 6.2 first emerged in random matrix theory studies of (symmet-
ric) kernel inner product random matrices. In that case, the spectrum of such a random matrix was shown in
[CS13] to behave asymptotically as the one of the sum of independent Wishart and Wigner matrices, which
correspond respectively to the linear and nonlinear parts of the kernel (see also [FM19] where this remark is
made more explicit). In the context of random features ridge regression, this type of universality was first
pointed out in [HMRT20], which proved a special case of Theorem 6.2. In [GMKZ19] and [GRM+20], a
universality conjecture was put forward on the basis of statistical physics arguments and proved to hold in
online learning schemes (that is, if each sample is visited only once).

9Uncorrelatedness holds only asymptotically, because the distribution of 〈xi,θj〉/
√
d is not exactly Gaussian, but only

asymptotically so, while the decomposition σ(x) = σ0 + σ1x+ σ⊥(x) is taken in L2(γ).
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Universality is conjectured to hold in significantly broader settings than ridge-regularized least-squares.
This is interesting because analysing the noisy feature models is often significantly easier than the original
random features model. For instance [MRSY19] studied max margin classification under the universality hy-
pothesis, and derived an asymptotic characterization of the test error using Gaussian comparison inequalities.
Related results were obtained by [TPT20] and [KT20], among others.

Finally, a direct proof of universality for general strongly convex smooth losses was recently proposed in
[HL20] using the Lindeberg interpolation method.

6.4 Neural tangent model

The neural tangent model FNT —recall (125)— has not (yet) been studied in as much detail as the random
features model. The fundamental difficulty is related to the fact that the features matrix Φ ∈ Rn×md no
longer has independent columns:

Φ :=


σ′(〈x1,w1〉)xT

1 σ′(〈x1,w2〉)xT
1 · · · σ(〈x1,wm〉)xT

1

σ′(〈x2,w1〉)xT
2 σ(〈x2,w2〉)xT

2 · · · σ(〈x2,wm〉)xT
2

...
...

...
σ′(〈xn,w1〉)xT

n σ(〈xn,w2〉)xT
n · · · σ(〈xn,wm〉)xT

n

 . (147)

Nevertheless, several results are available and point to a common conclusion: the generalization properties
of NT are very similar to those of RF, provided we keep the number of parameters constant, which amounts
to reducing the number of neurons according to mNTd = pNT = pRF = mRF.

Before discussing rigorous results pointing in this direction, it is important to emphasize that, even if the
two models are statistically equivalent, they can differ from other points of view. In particular, at prediction
time both models have complexity O(md). Indeed, in the case of RF the most complex operation is the
matrix vector multiplication x 7→ Wx, while for NT two such multiplications are needed x 7→ Wx and
x 7→ Ax (here A ∈ Rm×d is the matrix with rows (ai)i≤m. If we keep the same number of parameters (which
we can regard as a proxy for expressivity of the model), we obtain complexity O(pd) for RF and O(p) for
NT. Similar considerations apply at training time. In other words, if we are constrained by computational
complexity, in high dimension NT allows significantly better expressivity.

A first element confirming this picture is provided by the following result, which partially generalizes
Theorem 6.1. In order to state this theorem, we introduce a useful notation. Given a function f : R → R,
such that E{f(G)2} < ∞, we let µk(f) := E{Hek(G)f(G)} denote the kth coefficient of f in the basis of
Hermite polynomials.

Theorem 6.4. Fix an integer ` > 0. Let the activation function σ : R → R be weakly differentiable,
independent of d, and such that: (i) |σ′(x)| ≤ c0 exp(c1x

2/4) for some constants c0 > 0, and c1 < 1,
(ii) there exist k1, k2 ≥ 2` + 7 such that µk1(σ′), µk2(σ′) 6= 0, and µk1(x2σ′)/µk1(σ′) 6= µk1(x2σ′)/µk1(σ′),
and (iii) µk(σ) 6= 0 for all k ≤ `+ 1. Then the following holds.

Assume either n = ∞ (in which case we are considering pure approximation error) or m = ∞ (that is,
the test error of kernel ridge regression) and d`+δ ≤ min(md;n) ≤ d`+1−δ for some constant δ > 0. Then,
for any λ = od(1) and all η > 0,

LNT(λ) = ‖P>`f∗‖2L2 + od(1)
(
‖f∗‖2L2 + τ2

)
. (148)

In this statement we abused notation in letting m =∞ denote the case of KRR, and letting n =∞ refer
to the approximation error:

lim
n→∞

LNT(λ) = inf
f̂∈FmNT

E
{

[f∗(x)− f̂(x)]2
}
. (149)

Note that here the NT kernel is a rotationally invariant kernel on Sd−1(
√
d) and hence takes the same form

as the RF kernel, namely KNT(x1,x2) = dHNT,d(〈x1,x2〉/d) (see (128)). Hence the m =∞ case of the last
theorem is not new: it can be regarded as a special case of Theorem 6.1.
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On the other hand, the n = ∞ portion of the last theorem is new. In words, if d`+δ ≤ md ≤ d`+1−δ,
then FmNT can approximate degree-` polynomials to an arbitrarily good relative accuracy, but is roughly
orthogonal to polynomials of higher degree (more precisely, to polynomials that have vanishing projection
onto degree-` ones). Apart from the technical assumptions, this result is identical to the n = ∞ case of
Theorem 6.1, with the caveat that, as mentioned above, the two models should be compared by keeping the
number of parameters (not the number of neurons) constant.

How do NT models behave when both m and n are finite? By analogy with the RF model, we would
expect that the model undergoes an ‘interpolation’ phase transition at md ≈ n: the test error is bounded
away from 0 for md . n and can instead vanish for md & n. Note that finding an interpolating function
f ∈ FmNT amounts to solving the system of linear equations Φa = y, and hence a solution exists for generic y
if and only if rank(Φ) = n. Lemma 5.3 implies10 that this is indeed the case for md ≥ C0n log n and n ≤ d`0
for some constant `0 (see (96)).

In order to study the test error, it is not sufficient to lower-bound the minimum singular value of Φ, but
we need to understand the structure of this matrix: results in this direction were obtained in [MZ20], for
m ≤ C0d, for some constant C0. Following the same strategy of previous sections, we decompose

Φ = Φ0 + Φ≥1, (150)

Φ0 = µ1


xT

1 xT
1 · · · xT

1

xT
2 xT

2 · · · xT
2

...
...

...
xT
n xT

n · · · xT
n

 , (151)

where µ1 := E{σ′(G)] for G ∼ N(0, 1). The empirical kernel matrix K = ΦΦT/m then reads

K =
1

m
Φ0Φ

T
0 +

1

m
Φ0Φ

T
≥1 +

1

m
Φ≥1Φ

T
0 +

1

m
Φ≥1Φ

T
≥1 (152)

= µ2
1XX

T +
1

m
Φ≥1P

⊥ΦT
≥1 + ∆ . (153)

Here P ∈ Rmd×md is a block-diagonal projector, with m blocks of dimension d× d, with `th block given by

P ` := w`w
T
` , P

⊥ = Imd − P and ∆ := (Φ0Φ
T
≥1 + Φ≥1Φ

T
0 + Φ≥1PΦT

≥1)/m.

For the diagonal entries we have (assuming for simplicity xi ∼ N(0, Id)),

E
{ 1

m

(
Φ≥1P

⊥ΦT
≥1

)
ii

}
= E

{
〈xi, (Id − P `)xi〉(σ′(〈w`,xi〉)− µ1)2

}
= E

{
〈xi, (Id − P `)xi〉

}
E
{
σ′(〈w`,xi〉)− µ1)2

}
= (d− 1)E{(σ′(G)− Eσ′(G))2} =: (d− 1)v(σ),

where the second equality follows because (Id − P `)xi and 〈w`,xi〉 are independent for xi ∼ N(0, Id), and
the last expectation is with respect to G ∼ N(0, 1). As proved in [MZ20] the matrix Φ≥1P

⊥ΦT
≥1 is well

approximated by this diagonal expectation. Namely, under the model above, there exists a constant C such
that, with high probability: ∥∥∥ 1

md
Φ≥1P

⊥ΦT
≥1 − v(σ) In

∥∥∥ ≤√n(log d)C

md
. (154)

Equations (153) and (154) suggest that for m = O(d), ridge regression in the NT model can be ap-
proximated by ridge regression in the raw covariates, as long as the regularization parameter is suitably
modified. The next theorem confirms this intuition [MZ20]. We define ridge regression with respect to the
raw covariates as per

β̂(γ) := argmin
{1

d

∥∥y −Xβ∥∥2

2
+ γ‖β‖22

}
. (155)

10To be precise, Lemma 5.3 assumes the covariate vectors xi ∼ N(0, Id).
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Theorem 6.5. Assume d1/C0 ≤ m ≤ C0d, n ≥ d/C0 and md � n. Then with high probability there exists
an interpolator. Further assume xi ∼ N(0, Id) and f∗(x) = 〈β∗,x〉. Let

Llin(γ) := E{(f∗(x)− 〈β̂(γ),x〉)2}

denote the risk of ridge regression with respect to the raw features.
Set λ = λ0(md/n) for some λ0 ≥ 0. Then there exists a constant C > 0 such that, with high probability,

LNT(λ) = Llin(γeff(λ0, σ)) +O

(√
n(log d)C

md

)
, (156)

where γeff(λ0, σ) := (λ0 + v(σ))/E{σ′(G)}2.

Notice that the shift in regularization parameter matches the heuristics given above (the scaling in
λ = λ0(md/n) is introduced to match the typical scale of Φ).

7 Conclusions and future directions

Classical statistical learning theory establishes guarantees on the performance of a statistical estimator f̂ ,
by bounding the generalization error L(f̂) − L̂(f̂). This is often thought of as a small quantity compared

to the training error L(f̂) − L̂(f̂) � L̂(f̂). Regularization methods are designed precisely with the aim of

keeping the generalization error L(f̂)− L̂(f̂) small.
The effort to understand deep learning has recently led to the discovery of a different learning scenario,

in which the test error L(f̂) is optimal or nearly optimal, despite being much larger than the training error.
Indeed in deep learning the training error often vanishes or is extremely small. The model is so rich that it
overfits the data, that is, L̂(f̂)� inff L(f). When pushed, gradient-based training leads to interpolation or

near-interpolation L̂(f̂) ≈ 0 [ZBH+17]. We regard this as a particularly illuminating limit case.
This behavior is especially puzzling from a statistical point of view, that is, if we view data (xi, yi) as

inherently noisy. In this case yi − f∗(xi) is of the order of the noise level and therefore, for a model that

interpolates, f̂(xi)−f∗(xi) is also large. Despite this, near-optimal test error means that f̂(xtest)−f∗(xtest)
must be small at ‘most’ test points xtest ∼ P.

As pointed out in Section 2, interpolation poses less of a conceptual problem if data are noiseless. Indeed,
unlike the noisy case, we can exhibit at least one interpolating solution that has vanishing test error, for any
sample size: the true function f∗. Stronger results can also be established in the noiseless case: [Fel20] proved
that interpolation is necessary to achieve optimal error rates when the data distribution is heavy-tailed in a
suitable sense.

In this review we have focused on understanding when and why interpolation can be optimal or nearly
optimal even with noisy data. Rigorous work has largely focused on models that are linear in a certain
feature space, with the featurization map being independent of the data. Examples are RKHSs, the features
produced by random network layers, or the neural tangent features defined by the Jacobian of the network at
initialization. Mathematical work has established that interpolation can indeed be optimal and has described
the underlying mechanism in a number of settings. While the scope of this analysis might appear to be limited
(neural networks are notoriously nonlinear in their parameters), it is relevant to deep learning in two ways.
First, in a direct way: as explained in Section 5, there are training regimes in which an overparametrized
neural network is well approximated by a linear model that corresponds to the first-order Taylor expansion
of the network around its initialization (the ‘neural tangent’ model). Second, in an indirect way: insights
and hypotheses arising from the analysis of linear models can provide useful guidance for studying more
complex settings.

Based on the work presented in this review, we can distill a few insights worthy of exploration in broader
contexts.
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Simple-plus-spiky decomposition. The function learnt in the overfitting (interpolating) regime takes
the form

f̂(x) = f̂0(x) + ∆(x) . (157)

Here f̂0 is simple in a suitable sense (for instance, it is smooth) and hence is far from interpolating the data,
while ∆ is spiky: it has large complexity and allows interpolation of the data, but it is small, in the sense
that it has negligible effect on the test error, i.e. L(f̂0 + ∆) ≈ L(f̂0).

In the case of linear models, the decomposition (157) corresponds to a decomposition of f̂ into two

orthogonal subspaces that do not depend on the data. Namely, f̂0 is the projection of f̂ onto the top
eigenvectors of the associated kernel and ∆ is its orthogonal complement. In nonlinear models, the two
components need not be orthogonal and the associated subspaces are likely to be data-dependent.

Understanding whether such a decomposition is possible, and what is its nature is a wide-open problem,
which could be investigated both empirically and mathematically. A related question is whether the de-
composition (157) is related to the widely observed ‘compressibility’ of neural network models. This is the
observation that the test error of deep learning models does not change significantly if —after training— the
model is simplified by a suitable compression operation [HMD15].

Implicit regularization. Not all interpolating models generalize equally well. This is easily seen in the
case of linear models, where the set of interpolating models forms an affine space of dimension p−n (where p
is the number of parameters). Among these, we can find models of arbitrarily large norm, that are arbitrarily
far from the target regression function. Gradient-based training selects a specific model in this subspace,
which is the closest in `2 norm to the initialization.

The mechanism by which the training algorithm selects a specific empirical risk minimizer is understood
in only a handful of cases: we refer to Section 3 for pointers to this literature. It would be important
to understand how the model nonlinearity interacts with gradient flow dynamics. This in turn impacts the
decomposition (157), namely which part of the function f̂ is to be considered ‘simple’ and which one is ‘spiky’.
Finally, the examples of kernel machines, random features and neural tangent models show that—in certain
regimes—the simple component f̂0 is also regularized in a non-trivial way, a phenomenon that we called
self-induced regularization. Understanding these mechanisms in a more general setting is an outstanding
challenge.

Role of dimension. As pointed out in Section 4, interpolation is sub-optimal in a fixed dimension in the
presence of noise, for certain kernel methods [RZ19]. The underlying mechanism is as described above: for

an interpolating model, f̂(xi)− f∗(xi) is of the order of the noise level. If f̂ and f∗ are sufficiently regular

(for instance, uniformly continuous, both in x and in n) f̂(xtest) − f∗(xtest) is expected to be of the same
order when xtest is close to the training set. This happens with constant probability in fixed dimension.
However, this probability decays rapidly with the dimension.

Typical data in deep learning applications are high-dimensional (images, text, and so on). On the other
hand, it is reasonable to believe that deep learning methods are not affected by the ambient dimension
(the number of pixels in an image), but rather by an effective or intrinsic dimension. This is the case for
random feature models [GMMM20b]. This raises the question of how deep learning methods escape the

intrinsic limitations of interpolators in low dimension. Is it because they construct a (near) interpolant f̂
that is highly irregular (not uniformly continuous)? Or perhaps because the effective dimension is at least
moderately large? (After all the lower bounds mentioned above decrease rapidly with dimension.) What is
the proper mathematical definition of effective dimension?

Adaptive model complexity. As mentioned above, in the case of linear models, the terms f̂0 and ∆ in
the decomposition (157) correspond to the projections of f̂ onto Vk and V⊥k . Here Vk is the space spanned
by the top k eigenfunctions of the kernel associated with the linear regression problem. Note that this is the
case also for the random features and neural tangent models of Section 6. In this case the relevant kernel is
the expectation of the finite-network kernel Df(θ0)TDf(θ0) with respect to the choice of random weights
at initialization.
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A crucial element of this behavior is the dependence of k (the dimension of the eigenspace Vk) on various

features of the problem at hand: indeed k governs the complexity of the ‘simple’ part of the model f̂0, which
is the one actually relevant for prediction. As discussed in Section 4, in kernel methods k increases with the
sample size n: as more data are used, the model f̂0 becomes more complex. In random features and neural
tangent models (see Section 6), k depends on the minimum of n and the number of network parameters
(which is proportional to the width for two-layer networks). The model complexity increases with sample
size, but saturates when it reaches the number of network parameters.

This suggests a general hypothesis that would be interesting to investigate beyond linear models. Namely,
if a decomposition of the type (157) is possible, then the complexity of the simple part f̂0 increases with the
sample size and the network size.

Computational role of overparametrization. We largely focused on the surprising discovery that
overparametrization and interpolation do not necessarily hurt generalization, even in the presence of noise.
However, we should emphasize once more that the real motivation for working with overparametrized models
is not statistical but computational. The empirical risk minimization problem for neural networks is com-
putationally hard, and in general we cannot hope to be able to find a global minimizer using gradient-based
algorithms. However, empirical evidence indicates that global optimization becomes tractable when the
model is sufficiently overparametrized.

The linearized and mean field theories of Section 5 provide general arguments to confirm this empirical
finding. However, we are far from understanding precisely what amount of overparametrization is necessary,
even in simple neural network models.
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[BLM13] Stéphane Boucheron, Gábor Lugosi, and Pascal Massart. Concentration Inequalities: a
Nonasymptotic Theory of Independence. Oxford University Press, 2013.

[BM02] P. L. Bartlett and S. Mendelson. Rademacher and Gaussian complexities: Risk bounds and
structural results. Journal of Machine Learning Research, 3:463–482, 2002.

[BMM98] P. L. Bartlett, V. Maiorov, and R. Meir. Almost linear VC dimension bounds for piecewise
polynomial networks. Neural Computation, 10(8):2159–2173, 1998.

[BMM18] Mikhail Belkin, Siyuan Ma, and Soumik Mandal. To understand deep learning we need to
understand kernel learning. In International Conference on Machine Learning, pages 541–549,
2018.

[BR92] Avrim Blum and Ronald L. Rivest. Training a 3-node neural network is NP-complete. Neural
Networks, 5(1):117–127, 1992.

[Bre98] Leo Breiman. Arcing classifiers. The Annals of Statistics, 26(3):801–849, 1998.

[BRT19] Mikhail Belkin, Alexander Rakhlin, and Alexandre B Tsybakov. Does data interpolation con-
tradict statistical optimality? In The 22nd International Conference on Artificial Intelligence
and Statistics, pages 1611–1619. PMLR, 2019.
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A Kernels on Rd with d � n

A.1 Bound on the variance of the minimum-norm interpolant

Lemma A.1. For any X ∈ Rn×d and any positive semidefinite Σ ∈ Rd×d, for n . d and any k < d,

tr
(
(XX T + dγIn)−2XΣX T

)
.

1

γ

(
λ1k

n
+ λk+1

)
, (158)

where λ1 ≥ . . . ≥ λd are the eigenvalues of Σ.

Proof. This deterministic argument is due to T. Liang [Lia20]. We write Σ = Σ≤k + Σ>k, with Σ≤k =∑
i≤k λiuiu

T
i . Then by the argument in [LR20, Remark 5.1],

tr
(
(XX T + dγIn)−2XΣ>kX

T
)
≤ λk+1

n∑
i=1

λ̂i

(dγ + λ̂i)2
≤ λk+1

n

4dγ
.
λk+1

γ
(159)

where λ̂i are the eigenvalues of XX T. Here we use the fact that t
(r+t)2 ≤ 1

4r for all t, r > 0. On the other

hand,

tr
(
(XX T + dγIn)−2XΣ≤kX

T
)
≤
∑
i≤k

λi
∥∥(dγIn +XX T)−1Xui

∥∥2
. (160)

Now, using the argument similar to that in [BLLT20], we define A−i = dγIn +X(In−uiu T
i )X T, v = Xui

and write

∥∥(dγIn +XX T)−1Xui
∥∥2

=
∥∥(A−i + vv T)−1v

∥∥2
=

v TA−2
−iv

(1 + v TA−1
−iv)2

(161)

by the Sherman-Morrison formula. The last quantity is upper bounded by

1

dγ

v TA−1
−iv

(1 + v TA−1
−iv)2

≤ 1

4γd
. (162)

Substituting in (160), we obtain an upper bound of

1

4γd

∑
i≤k

λi .
λ1k

γn
,

assuming n . d.

A.2 Exact characterization in the proportional asymptotics

We will denote by K = (h(〈xi,xj〉/d))i,j≤n the kernel matrix. We will also denote by K1 the linearized
kernel

K1 = β
XX T

d
+ βγIn + α11 T , (163)

α := h(0) + h′′(0)
tr(Σ2)

2d2
, β := h′(0), (164)

γ :=
1

h′(0)

[
h(tr(Σ)/d)− h(0)− h′(0)tr(Σ/d)

]
. (165)
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Assumption 4.12. We assume that the coordinates of z = Σ−1/2x are independent, with zero mean and
unit variance, so that Σ = Exx T. Further assume there are constants 0 < η,M <∞, such that the following
hold.

(a) For all i ≤ d, E[|zi|8+η] ≤M .

(b) ‖Σ‖ ≤M , d−1
∑d
i=1 λ

−1
i ≤M , where λ1, . . . , λd are the eigenvalues of Σ.

Theorem 4.13. Let 0 < M, η <∞ be fixed constants and suppose that Assumption 4.12 holds with M−1 ≤
d/n ≤M . Further assume that h is continuous on R and smooth in a neighborhood of 0 with h(0), h′(0) > 0,
that ‖f∗‖L4+η(P) ≤ M and that the zi’s are M -sub-Gaussian. Let yi = f∗(xi) + ξi, E(ξ2

i ) = σ2
ξ , and

β0 := Σ−1E[xf∗(x)]. Let λ∗ > 0 be the unique positive solution of

n
(

1− γ

λ∗

)
= tr

(
Σ(Σ + λ∗I)−1

)
. (166)

Define B(Σ,β0) and V (Σ) by

V (Σ) :=
tr
(
Σ2(Σ + λ∗I)−2

)
n− tr

(
Σ2(Σ + λ∗I)−2

) , (167)

B(Σ,β0) :=
λ2
∗〈β0, (Σ + λ∗I)−2Σβ0〉

1− n−1tr
(
Σ2(Σ + λ∗I)−2

) . (168)

Finally, let b̂ias
2

and v̂ar denote the squared bias and variance for the minimum-norm interpolant. Then
there exist C, c0 > 0 (depending also on the constants in Assumption 4.12) such that the following holds with
probability at least 1− Cn−1/4 (here P>1 denotes the projector orthogonal to affine functions in L2(P)):∣∣b̂ias2 −B(Σ,β0)− ‖P>1f

∗‖2L2(1 + V (Σ))
∣∣ ≤ Cn−c0 , (169)∣∣v̂ar− σ2

ξV (Σ)
∣∣ ≤ Cn−c0 . (170)

Remark A.1. The result for the variance will be proved under weaker assumptions and in a stronger form
than stated. In particular, it does not require any assumption on the target function f∗, and it holds with
smaller error terms than stated.

Remark A.2. Notice that by positive definiteness of the kernel, we have h′(0), h′′(0) ≥ 0. Hence the
conditions that these are strictly positive is essentially a non-degeneracy requirement.

We note for future reference that the target function f∗ is decomposed as

f∗(x) = b0 + 〈β0,x〉+ P>1f
∗(x) , (171)

where b0 := E{f∗(x)}, β0 := Σ−1E[xf∗(x)] as defined above and E{P>1f
∗(x)}, E{xP>1f

∗(x)} = 0.

A.2.1 Preliminaries

Throughout the proof, we will use C for constants that depend uniquely on the constants in Assumption
4.12 and Theorem 4.13. We also write that an inequality holds with very high probability if, for any A > 0,
we can choose the constants C in the inequality such that this holds with probability at least 1 − n−A for
all A large enough.

We will repeatedly use the following bound, see e.g. [EK10].

Lemma A.2. Under the assumptions of Theorem 4.13, we have, with very high probability

K = K1 + ∆ , ‖∆‖ ≤ n−c0 . (172)

In particular, as long as h is non-linear, we have K � c∗In, c∗ = βγ > 0 with probability at least 1−Cn−D.
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Define the matrix M ∈ Rn×n, and the vector v ∈ Rn by

Mij := Ex
{
h
(1

d
〈xi,x〉

)
h
(1

d
〈xj ,x〉

)}
, (173)

vi := Ex
{
h
(1

d
〈xi,x〉

)
f∗(x)

}
. (174)

Our first lemma provides useful approximations of these quantities.

Lemma A.3. Define (here expectations are over G ∼ N(0, 1)):

v0 := a0b0 +
1

d
h′(0)XΣβ0 , (175)

ai,0 := E
{
h
(√Qii

d
G
)}

, Qij :=
1

d
〈xi,Σxj〉 . (176)

and

M0 := aa T +B , B :=
1

d
DQD , (177)

ai := ai,0 + ai,1 , ai,1 =
1

6

(Qii
d

)3/2

h(3)(0)

d∑
j=1

(Σ1/2xi)
3
j

‖Σ1/2xi‖32
E(z3

j ) , (178)

D := diag(D1, . . . , Dn) , Di := E
{
h′
(√Qii

d
G
)}

. (179)

Then the following hold with very high probability (in other words, for any A > 0 there exists C such that
the following hold with probability at least 1− n−A for all n large enough)

max
i≤n

∣∣vi − v0,i

∣∣ ≤ C√log d

d3/2
, (180)

max
i 6=j≤n

∣∣Mij −M0,ij

∣∣ ≤ C log d

d5/2
, (181)

max
i≤n

∣∣Mii −M0,ii

∣∣ ≤ C log d

d2
. (182)

In particular, this implies ‖v − v0‖2 ≤ Cd−1
√

log d, ‖M −M0‖F ≤ Cd−3/2 log d.

Proof. Throughout the proof we will work on the intersection E1 ∩ E2 of following events, which hold with
very high probability by standard concentration arguments. These events are defined by

E1 :=
{
C−1 ≤ 1√

d
‖Σzi‖2 ≤ C;

1√
d
‖Σzi‖∞ ≤ C

√
log d

d
∀i ≤ n

}
(183)

=
{
C−2 ≤ 1

d
〈xi,Σxi〉 ≤ C2;

1√
d
‖Σ1/2xi‖∞ ≤ C

√
log d

d
∀i ≤ n

}
, (184)

and

E2 :=
{1

d

d∑
`=1

(Σzi)`(Σzj)
2
` ≤

log d

d1/2
;

1

d
|〈zi,Σzj〉| ≤ C

√
log d

d
;

1

d
|〈zi,Σ2zj〉| ≤ C

√
log d

d
∀i 6= j ≤ n

}
(185)

=
{1

d

d∑
`=1

(Σ1/2xi)`(Σ
1/2xj)

2
` ≤

log d

d1/2
;

1

d
|〈xi,xj〉| ≤ C

√
log d

d

1

d
|〈xi,Σxj〉| ≤ C

√
log d

d
∀i 6= j ≤ n

}
.
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Recall that, by assumption, h is smooth on an interval [−t0, t0], t0 > 0. On the event E2, we have 〈xi,xj〉/d ∈
[−t0, t0] for all i 6= j. If h is not smooth everywhere, we can always modify it outside [−t0/2, t0/2] to obtain
a kernel h̃ that is smooth everywhere. Since x is sub-Gaussian, as long as ‖xi‖/

√
d ≤ C for all i ≤ n (this

happens on E1) we have (for x ∼ P), 〈xi,x〉/d ∈ [−t0/2, t0/2] with probability at least 1 − e−d/C . Further
using the fact that f is bounded in Eqs. (173), (174), we get,

Mij := Ex
{
h̃
(1

d
〈xi,x〉

)
h̃
(1

d
〈xj ,x〉

)}
+O(e−d/C) , (186)

vi := Ex
{
h̃
(1

d
〈xi,x〉

)
f∗(x)

}
+O(e−d/C) , (187)

where the term O(e−d/C) is uniform over i, j ≤ n. Analogously, in the definition of v0, M0 (more precisely,
in defining a0, D), we can replace h by h̃ at the price of an O(e−d/C) error. Since these error terms are
negligible as compared to the ones in the statement, we shall hereafter neglect them and set h̃ = h (which
corresponds to defining arbitrarily the derivatives of h outside a neighborhood of 0).

We denote by hi,k the k-th coefficient of h((Qii/d)1/2x) in the basis of Hermite polynomials. Namely:

hi,k = E
{
h
(√Qii

d
G
)

Hek(G)
}

=
(Qii
d

)k/2
E
{
h(k)

(√Qii
d
G
)}

. (188)

Here h(k) denotes the k-th derivative of h (recall that by the argument above we can assume, without loss
of generality, that h is k-times differentiable).

We write hi,>k for the remainder after the first k terms of the Hermite expansion have been removed:

hi,>k

(√Qii
d
x
)

:= h
(√Qii

d
x
)
−

k∑
`=0

1

`!
hi,` He`(x) (189)

= h
(√Qii

d
x
)
−

k∑
`=0

1

`!

(Qii
d

)`/2
E
{
h(k)

(√Qii
d
G
)}

He`(x) .

Finally, we denote by ĥi,>k(x) the remainder after the first k terms in the Taylor expansion have been
subtracted:

ĥ>k(x) := h(x)−
k∑
`=0

1

`!
h(`)(0)x` . (190)

Of course h− ĥ>k is a polynomial of degree k, and therefore its projection orthogonal to the first k Hermite
polynomials vanishes, whence

hi,>k

(√Qii
d
x
)

= ĥ>k

(√Qii
d
x
)
−

k∑
`=0

1

`!

(Qii
d

)`/2
E
{
ĥ

(`)
>k

(√Qii
d
G
)}

He`(x) . (191)

Note that, by smoothness of h, we have |ĥ(`)
>k(t)| ≤ C min(|t|k+1−`, 1), and therefore∣∣∣∣∣ 1

`!

(Qii
d

)`/2
E
{
ĥ

(`)
>k

(√Qii
d
G
)}∣∣∣∣∣ ≤ Cd−(k+1)/2 . (192)

We also have that |ĥ>k(t)| ≤ C min(1, |t|k+1). Define vi = Σ1/2xi/
√
d, ‖vi‖22 = Qii. For any fixed m ≥ 2,

by Eq. (191) and the triangle inequality,

Ez
{∣∣∣hi,>k( 1√

d
〈vi, z〉

)∣∣∣m}1/m (a)

≤ E
{∣∣∣ĥ>k( 1√

d
〈vi, z〉

)∣∣∣m}1/m

+ Cd−(k+1)/2
k∑
`=0

E
{∣∣∣He`

( 〈vi, z〉
‖vi‖2

)∣∣∣m}1/m

≤ C
(Qii
d

)(k+1)/2

+ C d−(k+1)/2 ≤ C d−(k+1)/2 , (193)
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where the inequality (a) follows since 〈vi, z〉 is C-sub-Gaussian. Note that Eqs. (189), (193) can also be
rewritten as

h
(1

d
〈xi,x〉

)
=

k∑
`=0

1

`!
hi,` He`

( 1√
dQii

〈xi,x〉
)

+ hi,>k

(1

d
〈xi,x〉

)
, (194)

E
{∣∣∣hi,>k(1

d
〈xi,x〉

)∣∣∣m}1/m ≤ C d−(k+1)/2 . (195)

We next prove Eq. (180). Using Eq. (194) with k = 2 and recalling He0(x) = 1, He1(x) = x, He2(x) =
x2 − 1, we get

vi = Ex
{
h
(1

d
〈xi,x〉

)
f∗(x)

}
= hi,0Ex {f∗(x)}+

hi,1√
dQii

〈xi,Ex {xf∗(x)}〉

+
hi,2

2dQii
Ex
{
f∗(x)(〈x,xi〉2 − dQii)

}
+ Ex

{
hi,>2

(1

d
〈xi,x〉

)
f∗(x)

}
= hi,0b0 +

hi,1√
dQii

〈Σβ0,xi〉+
hi,2

2dQii
〈xi,F 2xi〉+ Ex

{
hi,>2

(1

d
〈xi,x〉

)
f∗(x)

}
.

Here we defined the d× d matrix F 2 = E{[f∗(x)− b0]xx T}. Recalling the definitions of hi,k, in Eq. (188),
we get hi,0 = ai,0. Comparing other terms we obtain that the following holds with very high probability,

|vi − v0,i| ≤
1

d

∣∣∣E{h′(√Qii
d
G
)}
− h′(0)

∣∣∣ · |〈Σβ0,xi〉|+
1

d2

∣∣∣E{h′′(√Qii
d
G
)}∣∣∣ · ∣∣∣〈xi,F 2xi〉

∣∣∣
+
∣∣∣Ex{hi,>2

(1

d
〈xi,x〉

)
f∗(x)

} ∣∣∣
(a)

≤ 1

d
× C

d
× C log d+

C

d2

∣∣〈xi,F 2xi〉
∣∣+ C d−3/2

≤C
d2

∣∣∣〈xi,F 2xi〉
∣∣∣+ C d−3/2.

Here the inequality (a) follows since |E{h′(Z)−h′(0)}| ≤ CE{Z2} by smoothness of h and Taylor expansion,
maxi≤n |〈Σβ0,xi〉| ≤ C

√
log n by sub-Gaussian tail bounds, and we used Eq. (195) for the last term.

The proof of Eq. (180) is completed by showing that, with very high probability, maxi≤n |〈xi,F 2xi〉| ≤
C‖P>1f

∗‖L2

√
d log d. Without loss of generality, we assume here ‖P>1f

∗‖L2 = 1. In order to show this
claim, note that (defining P>0f

∗(x) := f∗(x)− Ef∗(x))

E〈xi,F 2xi〉 = tr(ΣF 2) ≤ CE{P>0f
∗(x)‖x‖22} ≤ Var(‖x‖22)1/2 ≤ C

√
d . (196)

Further notice that

‖F 2‖ = max
‖v‖2=1

|〈v,F 2v〉| (197)

= max
‖v‖2=1

∣∣E{P>0f
∗(x)〈v,x〉2

}∣∣ (198)

≤ max
‖v‖2=1

E
{
〈v,x〉4

}1/2 ≤ C . (199)

By the above and the Hanson-Wright inequality

P
(
〈xi,F 2xi〉 ≥ C

√
d+ t

)
≤ 2 exp

(
− c
( t2

‖F 2‖2F
∧ t

‖F 2‖
))
≤ 2 e−c((t

2/d)∧t) , (200)
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and similarly for the lower tail. By taking a union bound over i ≤ n, we obtain maxi≤n |〈xi,F 2xi〉| ≤
C
√
d log d as claimed, thus completing the proof of Eq. (180).
We next prove Eq. (181). We claim that this bound holds for any realization in E1 ∩ E2. Therefore we

can fix without loss of generality i = 1, j = 2. We use Eq. (194) with k = 4. Using Cauchy-Schwarz and
Eqs. (194), (195), we get

M12 =

4∑
`1,`2=0

1

`1!`2!
h1,`1h2,`2M1,2(`1, `2) + ∆12 , (201)

M1,2(`1, `2) := Ex
{

He`1

( 1√
dQ11

〈x1,x〉
)

He`2

( 1√
dQ22

〈x2,x〉
)}

, |∆12| ≤ Cd−5/2 . (202)

Note that, by Eq. (188), |hik| ≤ Cd−k/2, and M1,2(`1, `2) is bounded on the event E1 ∩ E2, by the sub-
Gaussianity of z. Comparing with Eqs. (177), (179), we get

|M12 −M0,12| ≤
∣∣∣ 4∑
`1,`2=0

1

`1!`2!
h1,`1h2,`2M1,2(`1, `2)−M0,12

∣∣∣+ Cd−5/2 (203)

+ 2
∑

(`1,`2)∈S

∣∣h1,`1h2,`2M1,2(`1, `2)
∣∣ (204)

+ 2
∣∣∣1
6
h1,0h2,3M1,2(0, 3)− a1,0a2,1

∣∣∣+ |a1,1a2,1|+ Cd−5/2 ,

S :=
{

(0, 1), (0, 2), (0, 4), (1, 2), (1, 3), (2, 2)
}
, (205)

where in the inequality we used the identities h1,0h2,0M1,2(0, 0) = h1,0h2,0 = a1,0a2,0, and

h1,1h2,1M1,2(1, 1) =
1

d2
〈x1,Σx2〉Eh′

(√Q11

d
G
)
Eh′
(√Q22

d
G
)

= B12 .

We next bound each of the terms above separately.
We begin with the terms (`1, `2) ∈ S. Since by Eq. (188), |hik| ≤ Cd−k/2, for each of these pairs, we need

to show |M1,2(`1, `2)| ≤ Cd(`1+`2−5)/2 log d. Consider (`1, `2) = (0, k), k ∈ {1, 2, 4}. Setw = Σ1/2x2/
√
dQ22,

‖w‖2 = 1, and write Hek(x) =
∑k
m=0 ck,`x

`. If g is a standard Gaussian vector, we have EgHek
(
〈w, g〉) = 0

and therefore

M1,2(0, k) = Ez
{

Hek
(
〈w, z〉

)}
− Eg

{
Hek

(
〈w, g〉

)}
(206)

=
k∑
`=0

ck,`
∑

i1,...,i`≤n
wi1 · · ·wi`

{
E(zi1 · · · zi`)− E(gi1 · · · gi`)

}
. (207)

Note that the only non-vanishing terms in the above sum are those in which all of the indices appearing in
(i1, . . . , i`) appear at least twice, and at least one of the indices appears at least 3 times (because otherwise
the two expectations are equal). This immediately implies M1,2(0, 1) = M1,2(0, 2) = 0. Analogously, all
terms ` ≤ 2 vanish in the above sum.

As for k = 4, we have (recalling He4(x) = x4 − 3x2):

M1,2(0, 4) =

∣∣∣∣∣∣
∑

i1,...,i4≤n
wi1 · · ·wi4

{
E(zi1 · · · zi4)− E(gi1 · · · gi4)

}∣∣∣∣∣∣ (208)

≤
∑
i≤n

w4
i

∣∣E(z4
i )− 3

∣∣ ≤ C‖w‖2∞‖w‖22 ≤ C log d

d
, (209)

where the last inequality follows since ‖w‖2 = 1 by construction and ‖w‖∞ ≤ C
√

(log d)/d on E1 ∩ E2.
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Next consider (`1, `2) = (1, 2). Setting wi = Σ1/2xi/
√
dQii, i ∈ {1, 2}, we get

M1,2(1, 2) = Ez
{

He1

(
〈w1, z〉

)
He2

(
〈w2, z〉

)}
− Eg

{
He1

(
〈w1, g〉

)
He2

(
〈w2, g〉

)}
(210)

= Ez
{(
〈w1, z〉

)(
〈w2, z〉

)2}− Eg
{(
〈w1, g〉

)(
〈w2, g〉

)2}
(211)

=
∑

i1,i2,i3≤n
w1,i1w2,i2w2,i3

{
E(zi1zi2zi2)− E(gi1gi2gi3)

}
(212)

=

n∑
i=1

w1,iw2,iw2,iE(z3
i ) . (213)

Therefore, on E1 ∩ E2,

∣∣M1,2(1, 2)
∣∣ ≤ C∣∣∣ n∑

i=1

w1,iw
2
2,i

∣∣∣ ≤ C log d

d
. (214)

Next consider (`1, `2) = (1, 3). Proceeding as above (and noting that the degree-one term in He3 does
not contribute), we get

M1,2(1, 3) = Ez
{

He1

(
〈w1, z〉

)
He3

(
〈w2, z〉

)}
− Eg

{
He1

(
〈w1, g〉

)
He3

(
〈w2, g〉

)}
(215)

= Ez
{(
〈w1, z〉

)(
〈w2, z〉

)3}− Eg
{(
〈w1, g〉

)(
〈w2, g〉

)3}
(216)

=
∑

i1,...,i4≤d
w1,i1w2,i2w2,i3w2,i4

{
E(zi1zi2zi2zi4)− E(gi1gi2gi3gi4)

}
(217)

=

d∑
i=1

w1,iw
3
2,i(E(z4

i )− 3) . (218)

Therefore, on E1 ∩ E2

∣∣M1,2(1, 3)
∣∣ ≤ C∣∣∣ d∑

i=1

w1,iw
3
2,i

∣∣∣ ≤ C‖w1‖∞‖w2‖∞‖w2‖22 ≤
C log d

d
. (219)

Finally, for (`1, `2) = (2, 2), proceeding as above we get

M1,2(2, 2) =

∣∣∣∣∣
d∑
i=1

w2
1,iw

2
2,i(E(z4

i )− 3)

∣∣∣∣∣ ≤ C‖w1‖2∞‖w2‖22 ≤
C log d

d
. (220)

Next consider the term |h1,0h2,3M1,2(0, 3)/6 − a1,0a2,1| in Eq. (204). Using the fact that h1,0 = a1,0 is
bounded, we get ∣∣∣1

6
h1,0h2,3M1,2(0, 3)− a1,0a2,1

∣∣∣ ≤ C∣∣h2,3M1,2(0, 3)− 6a2,1

∣∣ . (221)

Recalling He3(x) = x3 − 3x, and letting w = Σ1/2x2/‖Σ1/2x2‖2:

M1,2(0, 3) =
∑

i1,...,i3≤d
wi1wi2wi3

{
E(zi1zi2zi3)− E(gi1gi2gi3)

}
(222)

=
∑
i≤d

w3
iE(z3

i ) . (223)
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In particular, on the event E1 ∩ E2, |M1,2(0, 3)| ≤ C
√

(log d)/d. Comparing the definitions of a2,1 and h2,3,
we get

∣∣h1,0h2,3M1,2(0, 3)− a1,0a2,1

∣∣ ≤ C|M1,2(0, 3)| ×
(
Q22

d

)3/2 ∣∣∣E{h(3)
(√Qii

d
G
)}
− h(3)(0)

∣∣∣ (224)

≤ C
√

log d

d
× 1

d3/2
× 1

d1/2
≤ C(log d)1/2

d5/2
. (225)

Finally, consider term |a1,1a2,1| in Eq. (204). By the above estimates, we get |a2,1| ≤ Cd−2(log d)1/2, and
hence this term is negligible as well. This completes the proof of Eq. (181).

Equation (182) follows by a similar argument, which we omit.

A.2.2 An estimate on the entries of the resolvent

Lemma A.4. Let Z = (zij)i≤n,j≤d be a random matrix with iid rows z1, . . . ,zn ∈ Rd that are zero mean
and C-sub-Gaussian. Further assume C−1 ≤ n/d ≤ C. Let S ∈ Rd×d be a symmetric matrix such that
0 � S � CId for some finite constant C > 1. Finally, let g : Rd → R be a measurable function such that
E{g(z1)} = E{z1g(z1)} = 0, and E{g(z1)2} = 1.

Then, for any λ > 0 there exists a finite constant C such that, for any i 6= j,∣∣∣E{(ZSZ T/d+ λIn
)−1

i,j
g(zi)g(zj)

}∣∣∣ ≤ C d−3/2 . (226)

Proof. Without loss of generality, we can consider i = 1, j = 2. Further, we let Z0 ∈ R(n−2)×d be the matrix
comprising the last n− 2 rows of Z, and U ∈ Rd×2 be the matrix with columns Ue1 = z1, Ue2 = z2. We
finally define the matrices R0 ∈ Rd×d and Y = (Yij)i,j≤2:

R0 := λS1/2
(
S1/2Z T

0Z0S
1/2/d+ λId

)−1
S1/2 , (227)

Y :=
(
ZSZ T/d+ λIn

)−1
. (228)

Then, by a simple linear algebra calculation, we have

Y =
(
U TR0U/d+ λI2

)−1

, (229)

Y12 = − 〈z1,R0z2〉/d
(λ+ 〈z1,R0z2〉/d)(λ+ 〈z1,R0z2〉/d)− 〈z1,R0z2〉2/d2

. (230)

Note that since R0 � 0, we have 〈z1,R0z2〉2 ≤ 〈z1,R0z1〉〈z2,R0z2〉, and therefore

Y12 = Y
(1)
12 + Y

(2)
12 , (231)

Y
(1)
12 := − 〈z1,R0z2〉/d

(λ+ 〈z1,R0z1〉/d)(λ+ 〈z2,R0z2〉/d)
, (232)

|Y (2)
12 | ≤

1

λ4d3
|〈z1,R0z2〉|3 . (233)

Denote by E+ expectation with respect to z1, z2 (conditional on (zi)2<i≤n). We have∣∣E+{Y12 g(z1) g(z2)}
∣∣ ≤ ∣∣E+{Y (1)

12 g(z1) g(z2)}
∣∣+ E+{(Y (2)

12 )2}1/2 E+{g(z1)2 g(z2)2}1/2

≤
∣∣E+{Y (1)

12 g(z1) g(z2)}
∣∣+ E+{(Y (2)

12 )2}1/2

≤
∣∣E+{Y (1)

12 g(z1) g(z2)}
∣∣+ C d−3/2 .
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Here the last step follows by the Hanson-Wright inequality. We therefore only have to bound the first term.
Defining qj := λ+ 〈zj ,R0zj〉/d, qj = E+qj , gj = g(zj), j ∈ {1, 2},∣∣E+{Y (1)

12 g1 g2}
∣∣ ≤ ∣∣∣E+

{
q−2 〈z1,R0z2〉

d
g1g2

}∣∣∣
+ 2
∣∣∣E+

{(
q−1
1 − q−1

)
q−2 〈z1,R0z2〉

d
g1g2

}∣∣∣
+
∣∣∣E{(q−1

1 − q−1
)(
q−1
2 − q−1

) 〈z1,R0z2〉
d

g1g2

}∣∣∣
(a)

≤
∣∣∣E+

{(
q−1
1 − q−1

)(
q−1
2 − q−1

) 〈z1,R0z2〉
d

g1g2

}∣∣∣
≤ 1

λ4
E
{
|q1 − q||q2 − q|

∣∣∣ 〈z1,R0z2〉
d

∣∣∣|g1g2|
}
.

Here (a) follows from the orthogonality of g(z) to linear functions.
We then conclude∣∣E+{Y (1)

12 g1 g2}
∣∣ (a)

≤ CE+

{
|q1 − q|8

}1/4E+

{
(〈z1,R0z2〉/d)4

}1/4

≤ CE+

{
|〈z1,R0z1〉/d− E+〈z1,R0z1〉/d|8

}1/4E+

{
(〈z1,R0z2〉/d)4

}1/4

(b)

≤ C(d−1/2)2 × Cd−1/2 ≤ Cd−3/2 .

Here (a) follows from Hölder’s inequality and (b) from the Hanson-Wright inequality using the fact that
‖R0‖ is bounded. The proof is completed by taking expectation over (zi)2<i≤n.

Lemma A.5. Under the definitions and assumptions of Lemma A.4, let Yij := (ZSZ T/d+ λIn)−1
i,j . Then,

for any tuple of four distinct indices i, j, k, l, we have∣∣E{YijYklg(zi)g(zj)g(zk)g(zl)}
∣∣ ≤ Cd−5/2 . (234)

Proof. The proof is analogous to the one of Lemma A.4. Without loss of generality, we set (i, j, k, l) =
(1, 2, 3, 4), denote by Z0 ∈ R(n−4)×d the matrix with rows (z`)`≥5, and define the d× d matrix

R0 := λS1/2
(
S1/2Z T

0Z0S
1/2/d+ λIn−2

)−1
S1/2 . (235)

We then have that Y = (Yij)i,j≤4 is given by

Y = (diag(q) +A)−1 , (236)

qi := q +Qi , q := λ+ tr(R0)/d , Qi = (〈zi,R0zi〉 − E〈zi,R0zi〉)/d , (237)

Aij :=

{
〈zi,R0zj〉/d if i 6= j,

0 if i = j.
(238)

In what follows we denote by E+ expectation with respect to (zi)i≤4, with Z0 fixed. Note that, by the
Hanson-Wright inequality, E+{|Aij |k}1/k ≤ ck d

−1/2, E+{|Qi|k}1/k ≤ ck d
−1/2 for each k ≥ 1. We next

compute the Taylor expansion of Y12 and Y3,4 in powers of A to get

Y12 = Y
(1)
12 + Y

(2)
12 + Y

(3)
12 + Y

(4)
12 , (239)

Y
(1)
12 := −q−1

1 A12q2 , (240)

Y
(2)
12 := q−1

1 A13q
−1
3 A32q

−1
2 + q−1

1 A14q
−1
4 A41q

−1
2 , (241)

Y
(3)
12 := −

∑
i1 6=i2,i1 6=1i2 6=2

q−1
1 A1i1q

−1
i1
Ai1i2q

−1
i2
Ai22q

−1
2 , (242)
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and similarly for Y34. It is easy to show that E+{|Y (`)
ab |k}1/k ≤ ckd

−`/2, for all k ≥ 1. Therefore, using
E{g(zi)

2} ≤ C and Cauchy-Schwarz inequality, and writing gi = g(zi):∣∣E{Y12Y34g1g2g3g4}
∣∣ =

∑
`1+`2≤4

∣∣E{Y (`1)
12 Y

(`2)
34 g1g2g3g4}

∣∣+ Cd−5/2 . (243)

The proof is completed by bounding each of the terms above, which we now do. By symmetry it is sufficient
to consider `1 ≤ `2 and therefore we are left with the 4 pairs (`1, `2) ∈ {(1, 1), (1, 2), (1, 3), (2, 2)}.
Term (`1, `2) = (1, 1). By the same argument as in the proof of Lemma A.4, we have |E{Aijq−1

i q−1
j gigj}| ≤

Cd−3/2 and therefore∣∣E+{Y (1)
12 Y

(1)
34 g1g2g3g4}

∣∣ =
∣∣E+{A12q

−1
1 q−1

2 g1g2}
∣∣ · ∣∣E{A34q

−1
3 q−1

4 g3g4}
∣∣ ≤ Cd−3 . (244)

Term (`1, `2) = (1, 2). Note that each of the two terms in the definition of Y
(2)
34 contributes a summand

with the same structure. Hence we can consider just the one resulting in the largest expectation, say
q−1
3 A31q

−1
1 A14q

−1
4∣∣E+{Y (1)

12 Y
(2)
34 g1g2g3g4}

∣∣ = 2
∣∣E+{q−1

1 A12q
−1
2 q−1

3 A31q
−1
1 A14q

−1
4 g1g2g3g4}

∣∣
(a)
= 2

∣∣E+{q−2
1 A12(q−1

2 − q−1)(q−1
3 − q−1)A31A14(q−1

4 − q−1)g1g2g3g4}
∣∣

(b)

≤ CE+{|A12|p}1/pE{|A13|p}1/pE{|A13|p}1/pE+{|q−1
2 − q−1|p}1/pE{|q−1

3 − q−1|p}1/p

· E{|q−1
4 − q−1|p}1/p‖g‖4L2

(c)

≤ Cd−3 .

Here (a) holds because gi is orthogonal to zi for i ∈ {2, 3, 4} and hence the terms q−1 have vanishing
contribution; (b) by Hölder for p = 12, and using the fact that q−1

i is bounded; (c) by the above bounds on
the moments of Aij , Qi, plus |q−1

i − q−1| ≤ C|Qi|.
Term (`1, `2) = (1, 3). Taking into account symmetries, there are only two distinct terms to consider in the

sum defining Y
(3)
34 , which we can identify with the following ones:∣∣E+{Y (1)
12 Y

(3)
34 g1g2g3g4}

∣∣ ≤ C∣∣E+

{
q−1
1 A12q

−1
2 q−1

3 A31q
−1
1 A12q

−1
2 A24q

−1
4 g1g2g3g4

}∣∣
+ C

∣∣E+

{
q−1
1 A12q

−1
2 q−1

3 A31q
−1
1 A13q

−1
3 A34q

−1
4 g1g2g3g4

}∣∣ =: C · T1 + C · T2 .

Notice that in the first term z3 only appears in q3, A31, and g3, and similarly z4 only appears in q4, A24,
and g4. Hence

T1 =
∣∣E+

{
q−1
1 A12q

−1
2 (q−1

3 − q−1)A31q
−1
1 A12q

−1
2 A24(q−1

4 − q−1)g1g2g3g4

}∣∣ ≤ Cd−3 ,

where the last inequality follows again by Hölder. Analogously, for the second term we have

T2 =
∣∣E+

{
q−1
1 A12(q−1

2 − q−1)q−1
3 A31q

−1
1 A32q

−1
3 A24(q−1

4 − q−1)g1g2g3g4

}∣∣ ≤ Cd−3 ,

This proves the desired bound for (`1, `2) = (1, 3).

Term (`1, `2) = (2, 2). There are four terms that arise from the sum in the definition of Y
(2)
ij . By symmetry,

these are equivalent by pairs∣∣E+{Y (2)
12 Y

(2)
34 g1g2g3g4}

∣∣ ≤ 2
∣∣E+

{
q−1
1 A13q

−1
3 A32q

−1
2 q−1

3 A31q
−1
1 A14q

−1
4 g1g2g3g4

}∣∣
+ 2
∣∣E+

{
q−1
1 A13q

−1
3 A32q

−1
2 q−1

3 A32q
−1
2 A24q

−1
4 g1g2g3g4

}∣∣
≤ 2
∣∣E+

{
q−1
1 A13q

−1
3 A32(q−1

2 − q−1)q−1
3 A31q

−1
1 A14(q−1

4 − q−1)g1g2g3g4

}∣∣
+ 2
∣∣E+

{
(q−1

1 − q−1)A13q
−1
3 A32q

−1
2 q−1

3 A32q
−1
2 A24(q−1

4 − q−1)g1g2g3g4

}∣∣
≤ Cd−3 .

This completes the proof of this lemma.
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Lemma A.6. Under the definitions and assumptions of Lemma A.5, further assume E{|g(z)|2+η} ≤ C for
some constants 0 < C, η <∞. for any triple of four distinct indices i, j, k, we have∣∣E{YijYjkg(zi)g(zj)

2g(zk)}
∣∣ ≤ Cd−3/2 , (245)∣∣E{Y 2

ijg(zi)
2g(zl)

2}
∣∣ ≤ Cd−1 . (246)

Proof. This proof is very similar to the one of Lemma A.5, and we will follow the same notation introduced
there.

Consider Eq. (245). Without loss of generality, we take (i, j, k) = (1, 2, 3). Since E{|Y (`)
ij |k} ≤ ckd

−`/2,
we have ∣∣E+{Y12Y23g1g

2
2g3}

∣∣ ≤ ∣∣E+{Y (1)
12 Y

(1)
23 g1g

2
2g3}

∣∣+ Cd−3/2 . (247)

Further ∣∣E+{Y (1)
12 Y

(1)
23 g1g

2
2g3}

∣∣ =
∣∣E+{q−1

1 A12q
−2
2 A23q

−1
3 g1g

2
2g3}

∣∣
=
∣∣E+{(q−1

1 − q−1)A12q
−2
2 A23(q−1

3 − q−1)g1g
2
2g3}

∣∣
≤ Cd−2 ,

where the last bound follows from Hölder inequality.
Finally, Eq. (246) follows immediately by Hölder inequality since E{|Yij |k}1/k ≤ Ckd−1/2 for all k.

Theorem A.7. Let Z = (zij)i≤n,j≤d be a random matrix with iid rows z1, . . . ,zn ∈ Rd, with zero mean
C-sub-Gaussian. Let S ∈ Rd×d be a symmetric matrix such that 0 � S � CId for some finite constant
C > 1. Finally, let g : Rd → R be a measurable function such that E{g(z1)} = E{z1g(z1)} = 0, and
E{|g(z1)|4+η} ≤ C.

Then, for any λ > 0, with probability at least 1− Cd−1/4, we have∣∣∣∣∣∣1d
∑
i<j≤n

(
ZSZ T/d+ λIn

)−1

i,j
g(zi)g(zj)

∣∣∣∣∣∣ ≤ C d−1/8 . (248)

Proof. Denote by X the sum on the left-hand side of Eq. (248), and define Yij := (ZSZ T/d + λIn)−1
i,j ,

gi = g(zi). Further, let Im := {(i, j, k, l) : i < j ≤ n, k < l ≤ n, |{i, j} ∩ {k, j}| = m}, m ∈ {0, 1}. Then we
have

E{X2} =
1

d2

∑
i<j

∑
k<l

E{YijYklgigjgkgl}

≤ 1

d2

∑
(i,j,k,l)∈I0

E{YijYklgigjgkgl}+
1

d2

∑
(i,j,k,l)∈I1

E{YijYklgigjgkgl}+ +
1

d2

∑
i<j

E{Y 2
ijg

2
i g

2
j }

≤ Cd2
∣∣E{Y12Y34g1g2g3g4}

∣∣+ Cd
∣∣E{Y12Y23g1g

2
2g3}

∣∣+ C
∣∣E{Y 2

12g
2
1g

2
2}
∣∣

≤ Cd−1/2 .

The proof is completed by Chebyshev inequality.

A.2.3 Proof of Theorem 4.13: Variance term

Throughout this section we will refer to the events E1, E2 defined in Eqs. (183), (185). The variance is given
by

v̂ar = σ2
ξEx

{
K(x,X) TK(X,X)−2K(x,X)

}
. (249)

The following lemma allows us to take the expectation with respect to x.
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Lemma A.8. Under the assumptions of Theorem 4.13, define M0 ∈ Rn×n as in the statement of Lemma
A.3. Then, with very high probability, we have∣∣∣∣∣ 1

σ2
ξ

v̂ar− 〈M0,K
−2〉
∣∣∣∣∣ ≤ C log d

d
. (250)

Proof. First notice that, defining M as in Eq. (173), we have

1

σ2
ξ

v̂ar = 〈M ,K−2〉 . (251)

We then have, with very high probability,∣∣∣∣ 1

σ2
v̂ar− 〈M0,K

−2〉
∣∣∣∣ ≤ ∣∣〈M −M0,K

−2〉
∣∣ (252)

≤ ‖M −M0‖F
√
n‖K−2‖ (253)

(a)

≤ C log d

d3/2
×
√
d× ‖K−1‖2 (254)

(b)

≤ C log d

d
, (255)

where (a) follows from Lemma A.3 and (b) from Lemma A.2.

In the following we define B0 ∈ Rn×n via

B0 :=
h′(0)

d2
XΣX T . (256)

The next lemma shows that B0 is a good approximation for B, defined in Eq. (177).

Lemma A.9. Let B be defined as per Eq. (177). With very high probability, we have ‖B −B0‖ ≤ Cd−3/2

and ‖B −B0‖∗ ≤ Cd−1/2.

Proof. Notice that B = DXΣX TD/d2 and, on E1 ∩ E2,

∥∥D − h′(0)I‖ = max
i≤n

∣∣∣Eh′(√Qii
d
G
)
− h′(0)

∣∣∣ ≤ C√
d
. (257)

We then have ∥∥B −B0

∥∥ ≤ C√
d

∥∥∥ 1

d2
XΣX T

∥∥∥ ≤ C

d5/2
‖X‖2 ≤ C

d3/2
. (258)

This immediately implies ‖B −B0‖∗ ≤ n‖B −B0‖ ≤ C/
√
d.

Lemma A.10. Under the assumptions of Theorem 4.13, let B be defined as per Eq. (177)and B0 as per
Eq. (256). Also, recall the definition of K1 in Eq. (163). Then, with very high probability, we have∣∣〈B,K−2〉 − 〈B0,K

−2
1 〉
∣∣ ≤ C n−c0 . (259)

Proof. Throughout this proof, we work under events E1 ∩E2 defined in the proof of Lemma A.3. Recall that
maxi≤n |Di| is bounded (see, e.g., Eq. (257)), whence

|Bij | ≤
C

d2

∣∣〈xi,Σxj〉∣∣ ≤ {C/d if i = j,

C(log d)1/2/d3/2 if i 6= j,
(260)
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whence ‖B‖F ≤ C
√

(log d)/d. Using Lemma A.2, we have∣∣〈B,K−2〉 − 〈B,K−2
1 〉
∣∣ ≤ ‖B‖Fn1/2‖K−2 −K−2

1 ‖
≤ C

√
(log d)/d× n1/2[λmin(K) ∧ λmin(K1)]−3‖K −K1‖ (261)

≤ C
√

log d‖K −K1‖ ≤ C n−c0 .
Using again Lemma A.2 together with Lemma A.9, we obtain that the following holds with very high

probability: ∣∣∣〈B,K−2
1 〉 − 〈B0,K

−2
1 〉
∣∣∣ ≤ λmin(K1)−2

∥∥∥B −B0

∥∥∥
∗

≤ C

d1/2
.

The desired claim follows from this display alongside Eq. (261).

Lemma A.11. Under the assumptions of Theorem 4.13, let a be defined as in Lemma A.3. Then, with very
high probability we have

0 ≤ 〈a,K−2a〉 ≤ C

n
. (262)

Proof. Notice that the lower bound is trivial since K is positive semidefinite. We will write

K = α11 T +K∗ , (263)

a = h(0)1 + ã . (264)

By standard bounds on the norm of matrices with i.i.d. rows (and using ‖Σ‖ ≤ C), we have 0 �XX T/d �
C I, with probability at least 1 − C exp(−n/C). Therefore, by Lemma A.2, and since βγ > 0 is bounded
away from zero by assumption, with very high probability we have C−1I �K∗ � CI, for a suitable constant
C. Note that ã = (a0 − h(0)1) + a1. Under event E1 ∩ E2, the following holds by smoothness of h:

‖a0 − h(0)1‖∞ = max
i≤d

∣∣∣∣∣E
{
h
(√Qii

d
G
)
− h(0)

}∣∣∣∣∣ ≤ C

d
. (265)

On the other hand, recalling the definition of a1 in Eq. (178), we have, always on E1 ∩ E2,

‖a1‖∞ ≤ C
1

d3/2
max
i≤d

Q
3/2
ii × d×max

i≤n
‖Σ1/2xi‖3∞
‖Σ1/2xi‖32

(266)

≤ C 1

d3/2
× d×

( log d

d

)3/2

≤ C (log d)3/2

d2
. (267)

Therefore we conclude that ‖ã‖∞ ≤ C/d, whence ‖ã‖2 ≤ C/
√
d.

We therefore obtain, again using Lemma A.2,∣∣∣〈a,K−2a〉 − h(0)2〈1,K−21〉 − 2h(0)〈1,K−2ã〉
∣∣∣ = 〈ã,K−2ã〉 ≤ λmin(K)−2‖ã‖22 ≤

C

d
. (268)

We are therefore left with the task of controlling the two terms 〈1,K−21〉 and 〈ã,K−21〉. We will assume
h(0) 6= 0 because otherwise there is nothing to control. Since h is a positive semidefinite kernel, this also
implies h(0) > 0 and α ≥ h(0) > 0. By an application of the Sherman-Morrison formula, we get

〈1,K−21〉 = 〈1, (K∗ + α11 T)−21〉 (269)

=
〈1,K−2

∗ 1〉
(1 + α〈1,K−1

∗ 1〉)2
(270)

≤ 1

α2

〈1,K−2
∗ 1〉

〈1,K−1
∗ 1〉2

≤ C

α2

1

‖1‖2 ≤
C

d
, (271)
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where we used the above remark C−1I �K∗ � CI.
Using again Sherman-Morrison formula,

〈1,K−2ã〉 =
〈ã,K−2

∗ 1〉
1 + α〈1,K−1

∗ 1〉
− α〈1,K−2

∗ 1〉〈ã,K−1
∗ 1〉

(1 + α〈1,K−1
∗ 1〉)2

, (272)

∣∣〈1,K−2ã〉
∣∣ ≤ C ‖ã‖2‖1‖2

α‖1‖22
+
‖1‖32‖ã‖2
α‖1‖42

(273)

≤ C

d
. (274)

Using the last two displays in Eq. (268) yields the desired claim.

Proof of Theorem 4.13: Variance term. By virtue of Lemmas A.8, A.10, A.11, we have

1

σ2
ξ

v̂ar = 〈B0,K
−2
1 〉+ Err(n) (275)

= 〈B0, (K0 + α11 T)−2〉+ Err(n) . (276)

Here and below we denote by Err(n) an error term bounded as |Err(n)| ≤ Cn−c0 with very high probability,
and we defined

K0 := β
XX T

d
+ βγIn . (277)

By an application of the Sherman-Morrison formula, and recalling that βγ > 0 is bounded away from zero,
we get

1

σ2
ξ

v̂ar =tr(B0K
−2
0 )− 2α

1 + αA1
tr(B0K

−2
0 11 TK−1

0 ) (278)

+
α2A2

(1 + αA1)2
tr(B0K

−1
0 11 TK−1

0 ) + Err(n) , (279)

where A` := 〈1,K−`0 1〉, ` ∈ {1, 2}. By standard bounds on the norm of matrices with i.i.d. rows (and
using ‖Σ‖ ≤ C), we have 0 � XX T/d � C I. Therefore C−1I � K0 � CI, for a suitable constant C,
with very high probability. This implies d/C ≤ A` ≤ Cd for ` ∈ {1, 2} and some constant C > 0. Further
‖B0‖ ≤ C‖X‖2/d2 ≤ C/d. Therefore, (since α > 0):∣∣∣∣∣ 1

σ2
ξ

v̂ar− tr(B0K
−2
0 )

∣∣∣∣∣ ≤ C

d

∣∣〈1,K−1
0 B0K

−2
0 1〉

∣∣+
C

d
〈1,K−1

0 B0K
−1
0 1〉+ Err(n) (280)

≤ C

d
+ Err(n) . (281)

We are therefore left with the task of evaluating the asymptotics of

tr(B0K
−2
0 ) = tr

(
XΣX T(XX T + γdIn)2

)
. (282)

However, this is just the variance of ridge regression with respect to the simple features X, with ridge
regularization proportional to γ. We apply the results of [HMRT20] to obtain the claim.

A.2.4 Proof of Theorem 4.13: Bias term

We recall the decomposition

f∗(x) = b0 + 〈β0,x〉+ f∗NL(x) =: f∗L (x) + f∗NL(x) , (283)
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where b0, β0 are defined by the orthogonality conditions E{f∗NL(x)} = E{xf∗NL(x)} = 0. This yields b0 =
E{f∗(x)} and β0 = Σ−1E{f∗(x)x}. We denote by f∗ = (f∗(x1), . . . , f∗(xn))T the vector of noiseless
responses, which we correspondingly decompose as f∗ = f∗L + f∗NL. Recalling the definition of M , v in
Eqs. (173), (174), the bias reads

b̂ias
2

= 〈f∗,K−1MK−1f∗〉 − 2〈v,K−1f∗〉+ ‖f∗‖2L2 . (284)

We begin with an elementary lemma on the norm of f∗.

Lemma A.12. Assume E{f∗(x)4} ≤ C0 for a constant C0 (in particular, this is the case if E{|f∗(x)|4+η} ≤
C0). Then, there exists a constant C depending uniquely on C0 such that the following hold:

(a) |b0| ≤ C, ‖Σ1/2β0‖2 ≤ C, E{f∗NL(x)2} ≤ C.

(b) With probability at least 1− Cn−1/4, we have |‖f∗‖22/n− ‖f∗‖2L2 | ≤ n−3/8.

(c) With probability at least 1− Cn−1/4, we have |‖f∗NL‖22/n− ‖f∗NL‖2L2 | ≤ n−3/8.

Proof. By Jensen’s inequality we have E{f∗(x)2} ≤ C. By orthogonality of f∗NL to linear and constant

functions, we also have E{f∗(x)2} = b20 + E{〈β0,x〉2}+ E{f∗NL(x)2} = b20 + ‖Σ1/2β0‖22 + E{f∗NL(x)2}, which
proves claim (a).

To prove (b), simply call Z = ‖f∗‖22/n−‖f∗‖2L2 , and note that E{Z2} = (E{f∗(x)4}−E{f∗(x)2}2)/n ≤
C/n. The claim follows by Chebyshev inequality.

Finally, (c) follows by the same argument as for claim (b), once we bound ‖f∗NL‖L4 . In order to show this,
notice that, by triangle inequality, ‖f∗NL‖L4 ≤ ‖f∗‖L4 + ‖f0‖L4 + ‖f1‖L4 , where f0(x) = b0, f1(x) = 〈β0,x〉.
Since x = Σz, with z C-sub-Gaussian, ‖f∗NL‖L4 ≤ ‖f∗‖L4 + b0 + C‖Σ1/2β0‖2 ≤ C.

Lemma A.13. Under the assumptions of Theorem 4.13, let M0, v0 be defined as in the statement of Lemma
A.3. Then, with probability at least 1− Cn−1/4, we have∣∣b̂ias2 − b̂ias

2
0

∣∣ ≤ C log d√
d

, (285)

b̂ias
2
0 := 〈f∗,K−1M0K

−1f∗〉 − 2〈v0,K
−1f∗〉+ ‖f∗‖2L2 (286)

Proof. We have ∣∣b̂ias2 − b̂ias
2
0

∣∣ ≤ ∣∣〈f∗,K−1(M −M0)K−1f∗〉
∣∣+ 2

∣∣〈v − v0,K
−1f∗〉

∣∣ (287)

≤ ‖M −M0‖F ‖K−1f∗‖22 + 2‖v − v0‖2‖K−1f∗‖2 (288)

≤ ‖M −M0‖F ‖K−1‖2‖f∗‖22 + 2‖v − v0‖2‖K−1‖‖f∗‖2 (289)

≤ C log d

d3/2
× n+ C

log d

d
×√n ≤ C log d√

d
. (290)

Here, in the last line, we used Lemmas A.2, A.3 and the fact that ‖f∗‖2 ≤ Cn by Lemma A.12.

In view of the last lemma, it is sufficient to work with b̂ias
2
0. We decompose it as

b̂ias
2
0 = b̂ias

2
L + b̂ias

2
NL + b̂ias

2
mix + ‖f∗NL‖2L2 , (291)

b̂ias
2
L := 〈f∗L,K−1M0K

−1f∗L〉 − 2〈v0,K
−1f∗L〉+ ‖f∗L ‖2L2 , (292)

b̂ias
2
NL := 〈f∗NL,K

−1M0K
−1f∗NL〉 , (293)

b̂ias
2
mix := 2〈f∗L,K−1M0K

−1f∗NL〉 − 2〈v0,K
−1f∗NL〉 . (294)

We next show that the contribution of the constant term in f∗L (x) and M0 is negligible.
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Lemma A.14. Under the assumptions of Theorem 4.13, let M0, B, v0 be defined as in the statement of
Lemma A.3. Further define

RL := 〈Xβ0,K
−1BK−1Xβ0〉 −

2h′(0)

d
〈XΣβ0,K

−1Xβ0〉+ 〈β0,Σβ0〉 , (295)

RNL := 〈f∗NL,K
−1BK−1f∗NL〉 , (296)

Rmix := 2〈Xβ0,K
−1BK−1f∗NL〉 −

2h′(0)

d
〈XΣβ0,K

−1f∗NL〉 . (297)

Then, with very high probability we have ∣∣b̂ias2
L −RL

∣∣ ≤ C

n
, (298)∣∣b̂ias2

NL −RNL

∣∣ ≤ C

n
, (299)∣∣b̂ias2

mix −Rmix

∣∣ ≤ C

n
. (300)

Proof. The proof of this lemma is very similar to the one of Lemma A.11, and we omit it.

Lemma A.15. Under the assumptions of Theorem 4.13, let B(Σ,β0) be defined as in Eq. (168), and RL

be defined as in the statement of Lemma A.14. Let a ∈ (0, 1/2). Then we have, with very high probability∣∣RL −B(Σ,β0)
∣∣ ≤ C n−a . (301)

Proof. Recall the definition of K1 in Eq. (163). and define R̃L as RL (cf. Eq. (295)) except with B replaced
by B0 defined in Eq. (256), and K replaced by K1 defined in Eq. (163). Namely:

R̃L := 〈Xβ0,K
−1
1 B0K

−1
1 Xβ0〉 −

2h′(0)

d
〈XΣβ0,K

−1
1 Xβ0〉+ 〈β0,Σβ0〉 . (302)

Letting u = Xβ0 = ZΣ1/2β0, note that ‖u‖2 ≤ ‖Z‖‖Σ1/2β0‖2 ≤ C
√
n with very high probability (using

Lemma A.12). We then have∣∣RL − R̃L

∣∣ ≤ ∣∣〈u,K−1BK−1u〉 − 〈u,K−1B0K
−1u〉

∣∣
+
∣∣〈u,K−1B0K

−1u〉 − 〈u,K−1
1 B0K

−1
1 u〉

∣∣+
C

d

∣∣〈XΣβ0,K
−1u〉 − 〈XΣβ0,K

−1
1 u〉

∣∣
=: E1 + E2 + E3 .

We bound each of the three terms with very high probability:

E1 ≤ ‖B −B0‖ · ‖K−1‖2 · ‖u‖22 ≤
C

d3/2
× C × Cn ≤ C

n1/2
, (303)

E2 ≤
(
‖B0K

−1u‖2 + ‖B0K
−1
1 u‖2

)
‖u‖2‖K−1 −K−1

1 ‖
≤ ‖B0‖

(
‖K−1‖ + ‖K−1

1 ‖
)
‖u‖22‖K−1 −K−1

1 ‖ (304)

≤ C

d
× C × Cn× n−c0 ≤ C n−c0 ,

E3 ≤
C

d
‖X‖‖Σβ0‖2‖u‖2‖K−1 −K−1

1 ‖ (305)

≤ C

d
× C√n× C × C√n× Cn−c0 ≤ Cn−c0 .

Here in Eq. (303) we used Lemma A.2 and Lemma A.9; in Eq. (304) Lemma A.2 and the fact that ‖B0‖ ≤
C/d; in Eq. (305), Lemma A.2 and ‖X‖ ≤ C

√
d. Hence we conclude that∣∣RL − R̃L

∣∣ ≤ Cn−c0 . (306)
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Finally define
≈
RL as R̃L, with K1 replaced by K0 = βXX

T

d + βγIn.

∣∣R̃L −
≈
RL

∣∣ ≤ ∣∣〈u, (K−1
1 +K−1

0 )B0(K−1
1 −K−1

0 )u〉
∣∣+

C

d

∣∣〈XΣβ0, (K
−1
1 −K−1

0 )u〉
∣∣

=: G1 +G2 .

By the Sherman-Morrison formula, for any two vectors w1,w2 ∈ Rn, we have

∣∣〈w1, (K
−1
1 −K−1

0 )w2〉
∣∣ = α

∣∣〈1,K−1
0 w1〉〈1,K−1

0 w2〉
∣∣

1 + α〈1,K−1
0 1〉

(307)

≤ C

d

∣∣〈1,K−1
0 w1〉

∣∣ · ∣∣〈1,K−1
0 w2〉

∣∣ . (308)

Further notice that

|〈u,K−1
0 ,1〉| = |〈β0,X

T(βXX T/d+ βγIn)−11〉| ≤ C
√
d log d ,

where the last inequality holds with very high probability by [KY17, Theorem 3.16] (cf. also Lemma 4.4 in
the same paper). We therefore have

G1 ≤
C

d

∣∣〈u, (K−1
1 +K−1

0 )B0K
−1
0 1〉

∣∣ · ∣∣〈u,K−1
0 1〉

∣∣ (309)

≤ C

d
‖B0‖‖u‖2‖1‖2

∣∣〈u,K−1
0 1〉

∣∣ (310)

≤ C

d
× 1

d
×
√
d×
√
d×

√
d log d ≤ C

√
log d

d
. (311)

Analogously

G2 ≤
C

d2

∣∣〈XΣβ0,K
−1
0 1〉

∣∣ · ∣∣〈u,K−1
0 1〉

∣∣ (312)

≤ C

d2
‖X‖‖Σβ0‖2‖K−1

0 ‖‖1‖2
∣∣〈u,K−1

0 1〉
∣∣ (313)

≤ C

d2
× C
√
d× C × C × C√n× C

√
d log d ≤ C

√
log d

d
. (314)

Summarizing

∣∣R̃L −
≈
RL

∣∣ ≤ C√ log d

d
. (315)

We are left with the task of estimating
≈
RL which we rewrite explicitly as

≈
RL = γ2

∥∥Σ1/2(XXT + γIn)−1β0

∥∥2

2
. (316)

We recognize in this the bias of ridge regression with respect to the linear features xi, when the responses
are also linear 〈β0,xi〉. Using the results of [HMRT20], we obtain that, for any a ∈ (0, 1/2), the following
holds with very high probability. ∣∣ ≈RL −B(Σ,β0)

∣∣ ≤ C n−c0 . (317)

The proof is completed by using Eqs. (306), (315), (317).

We next consider the nonlinear term RNL, cf. Eq. (296).
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Lemma A.16. Under the assumptions of Theorem 4.13, let V (Σ) be defined as in Eq. (167), and RNL be
defined as in the statement of Lemma A.14. Then there exists c0 > 0 such that, with probability at least
1− Cn−1/4, ∣∣RNL − V (Σ)‖P>1f

∗‖2L2

∣∣ ≤ C n−c0 . (318)

Proof. Define

≈
RNL := 〈f∗NL,K

−1
0 B0K

−1
0 f∗NL〉 (319)

=
1

d2
〈f∗NL, (XX

T/d+ γIn)−1XΣX T(XX T/d+ γIn)−1f∗NL〉 (320)

=
1

d2
〈f∗NL, (ZΣZ T/d+ γIn)−1ZΣ2Z T(ZΣZ T/d+ γIn)−1f∗NL〉 . (321)

By the same argument as in the proof of Lemma A.15, we have, with very high probability,

∣∣RNL −
≈
RNL

∣∣ ≤ C√ log d

d
. (322)

We next use the following identity, which holds for any two symmetric matrices A, M , and any t 6= 0,

A−1MA−1 =
1

t

[
A−1 − (A+ tM)−1

]
+ tA−1MA−1M(A+ tM)−1 . (323)

Therefore, for any matrix U and any t > 0, we have∣∣〈A−1MA−1,U〉
∣∣ ≤ 1

t

∣∣〈A−1,U〉
∣∣+

1

t

∣∣〈(A+ tM)−1,U〉
∣∣+ t‖A−1‖2‖M‖2‖(A+ tM)−1‖‖U‖∗ . (324)

We apply this inequality to A = ZΣZ T/d+ γIn, M = ZΣ2Z T/d and Uij = f∗NL(xi)f
∗
NL(xi)1i 6=j . Note that

‖A−1‖, ‖M‖, ‖(A + tM)−1‖ ≤ C. Further ‖U‖∗ ≤ 2‖f∗NL‖22 ≤ Cn with probability at least 1 − Cn−1/4

by Lemma A.12. Finally for any t ∈ (0, 1), by Theorem A.7, the following hold with probability at least
1− Cd−1/4:

1

d

∣∣〈A−1,U〉
∣∣ ≤ C d−1/8 ,

1

d

∣∣〈(A+ tM)−1,U〉
∣∣ ≤ C d−1/8 . (325)

Therefore, applying Eq. (324) we obtain

1

d

∣∣〈A−1MA−1,U〉
∣∣ ≤ 1

t
C d−1/8 + Ct ≤ Cd−1/16 , (326)

where in the last step we selected t = d−1/16. Recalling the definitions of A,M ,U , we have proved:∣∣∣∣∣ ≈RNL −
1

d2

n∑
i=1

[A−1MA−1]iif
∗
NL(xi)

2

∣∣∣∣∣ ≤ Cd−1/16 . (327)

We are therefore left with the task of controlling the diagonal terms. Using the results of [KY17], we get

max
i≤n

∣∣∣∣[A−1MA−1]ii −
1

n
tr(A−1MA−1)

∣∣∣∣ ≤ Cn−1/8 . (328)

Further |‖f∗NL‖22/n − ‖f∗NL‖2L2 | ≤ Cn−1/2 with probability at least 1 − Cn−1/4 by Lemma A.12. Therefore,

with probability at least 1− Cd−1/4,∣∣∣ ≈RNL − VRR‖f∗NL‖2L2

∣∣∣ ≤ Cd−1/16 , (329)

VRR :=
1

d2

∥∥Σ1/2X T(XX T/d+ γIn)−1
∥∥2

F
. (330)
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We finally recognize that the term VRR is just the variance of ridge regression with respect to the linear
features xi, and using [HMRT20], we obtain∣∣∣ ≈RNL − V (Σ)‖f∗NL‖2L2

∣∣∣ ≤ Cd−1/16 . (331)

The proof of the lemma is concluded by using the last equation together with Eq. (322).

Lemma A.17. Under the assumptions of Theorem 4.13, Rmix be defined as in the statement of Lemma A.14.
Then we have, with probability at least 1− Cd−1/4,∣∣Rmix

∣∣ ≤ C n−1/16 . (332)

Proof. The proof of this lemma is analogous to the one of Lemma A.16 and we omit it.

We are now in a position to prove Theorem 4.13.

Proof of Theorem 4.13: Bias term. Using Lemma A.13, Eq. (291) and Lemma A.14, we obtain that, with
very high probability, ∣∣b̂ias2 − (RL +RNL +Rmix + ‖f∗NL‖2L2)

∣∣ ≤ C√ log n

n
. (333)

Hence the proof is completed by using Lemmas A.15, A.16, A.17.

A.2.5 Consequences: Proof of Corollary 4.14

We denote by λ1 ≥ · · · ≥ λd the eigenvalues of Σ in decreasing order.
First note that the left hand side of Eq. (166) is strictly increasing in λ∗, while the right hand side is

strictly decreasing. By considering the limits as λ∗ → 0 and λ∗ → ∞, it is easy to see that this equation
admits indeed a unique solution.

Next denoting by F (x) := tr
(
Σ(Σ + xI)−1

)
the function appearing on the right hand side of Eq. (166),

we have, for x ≥ c∗λk+1,

F (x) =

d∑
i=1

λi
x+ λi

≥
d∑

i=k+1

λi
x+ λi

(334)

≥ c∗
(1 + c∗)x

d∑
i=k+1

λi =: F (x) . (335)

Let λ∗ be the unique non-negative solution of n(1 − (γ/λ∗)) = F (λ∗). Then, the above inequality implies
that whenever λ∗ ≥ c∗λk+1 we have λ∗ ≥ λ∗. Solving explicitly for λ∗, we get

(1 + c∗)γ
c∗λk+1

+
rk(Σ)

n
≥ (1 + c∗) ⇒ λ∗ ≥ γ +

c∗
1 + c∗

1

n

d∑
i=k+1

λi . (336)

Next, we upper bound

tr
(
Σ2(Σ + λ∗I)−2

)
=

d∑
i=1

λ2
i

(λi + λ∗)2
(337)

≤ k +
1

λ2∗

d∑
i=k+1

λ2
i (338)

≤ k + (1 + c−1
∗ )2n2

∑d
i=k+1 λ

2
i

(nγ/c∗ +
∑d
i=k+1 λi)

2
. (339)
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If we assume that the right-hand side is less than 1/2, using Theorem 4.13, we obtain that, with high
probability,

1

σ2
ξ

v̂ar ≤ k + (1 + c−1
∗ )2n2

∑d
i=k+1 λ

2
i

(nγ/c∗ +
∑d
i=k+1 λi)

2
+ n−c0 . (340)

Next, considering again Eq. (166) and upper bounding the right-hand side, we get

n
(

1− γ

λ∗

)
≤ k +

1

λ∗

d∑
i=k+1

λi . (341)

Hence, using the assumption that the right hand side of Eq. (339) is upper bounded by 1/2, which implies
k ≤ n/2, we get

λ∗ ≤ 2γ +
2

n

d∑
i=k+1

λi . (342)

Next consider the formula for the bias term, Eq. (168). Denoting by (β0,i)i≤p the coordinates of β0 in the
basis of the eigenvectors of Σ, we get

λ2
∗〈β0, (Σ + λ∗I)−2Σβ0〉 =

d∑
i=1

λ2
∗λiβ

2
0,i

(λi + λ∗)2
(343)

≤ λ2
∗

k∑
i=1

λ−1
i β2

0,i +

d∑
i=1

λiβ
2
0,i (344)

≤ 4
(
γ +

1

n

d∑
i=k+1

λi

)2

‖β0,≤k‖2Σ−1 + ‖β0,>k‖2Σ . (345)

Together with Theorem 4.13, this implies the desired bound on the bias.

B Optimization in the linear regime

Theorem 5.1. Assume

Lip(Dfn) ‖y − fn(θ0)‖2 <
1

4
σ2

min(Dfn(θ0)) . (346)

Further define
σmax := σmax(Dfn(θ0)), σmin := σmin(Dfn(θ0)).

Then the following hold for all t > 0:

1. The empirical risk decreases exponentially fast to 0, with rate λ0 = σ2
min/(2n):

L̂(θt) ≤ L̂(θ0) e−λ0t . (347)

2. The parameters stay close to the initialization and are closely tracked by those of the linearized flow.
Specifically, letting Ln := Lip(Dfn),

‖θt − θ0‖2 ≤
2

σmin
‖y − fn(θ0)‖2 , (348)

‖θt − θt‖2 ≤
{32σmax

σ2
min

‖y − fn(θ0)‖2 +
16Ln
σ3

min

‖y − fn(θ0)‖22
}

∧ 180Lnσ
2
max

σ5
min

‖y − fn(θ0)‖22 . (349)
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3. The models constructed by gradient flow and by the linearized flow are similar on test data. Specifically,
writing f lin(θ) = f(θ0) +Df(θ0)(θ − θ0), we have

‖f(θt)− f lin(θt)‖L2(P)

≤
{

4 Lip(Df)
1

σ2
min

+ 180‖Df(θ0)‖Lnσ
2
max

σ5
min

}
‖y − fn(θ0)‖22 . (350)

Proof. Throughout the proof we let Ln := Lip(Dfn), and we use ȧt to denote the derivative of quantity at
with respect to time.

Let yt = fn(θt). By the gradient flow equation,

ẏt = Dfn(θt) θ̇t = − 1

n
Dfn(θt)Dfn(θt)

T(yt − y) . (351)

Defining the empirical kernel at time t, Kt := Dfn(θt)Dfn(θt)
T, we thus have

ẏt = − 1

n
Kt(yt − y) , (352)

d

dt
‖yt − y‖22 = − 2

n
〈yt − y,Kt(yt − y)〉 . (353)

Letting r∗ := σmin/(2Ln) and t∗ := inf{t : ‖θt − θ0‖2 > r∗}, we have λmin(Kt) ≥ (σmin/2)2 for all t ≤ t∗,
whence

t ≤ t∗ ⇒ ‖yt − y‖22 ≤ ‖y0 − y‖22e−λ0t , (354)

with λ0 = σ2
min/(2n).

Note that, for any t ≤ t∗, σmin(Dfn(θt)) ≥ σmin/2. Therefore, by the gradient flow equations, for any
t ≤ t∗,

‖θ̇t‖2 =
1

n

∥∥Dfn(θt)
T(yt − y)

∥∥
2
, (355)

d

dt
‖yt − y‖2 = − 1

n
·
‖Dfn(θt)

T(yt − y)
∥∥2

2

‖yy − y‖2
(356)

≤ −σmin

2n
‖Dfn(θt)

T(yt − y)
∥∥

2
. (357)

Therefore, by Cauchy-Schwartz,

d

dt

(
‖yt − y‖2 +

σmin

2
‖θt − θ0‖2

)
≤ d

dt
‖yt − y‖2 +

σmin

2
‖θ̇t‖2 ≤ 0 . (358)

This implies, for all t ≤ t∗,

‖θt − θ0‖2 ≤
2

σmin
‖y − y0‖2 . (359)

Assume by contradiction t∗ <∞. The last equation together with the assumption (346) implies ‖θt∗−θ0‖2 <
r∗, which contradicts the definition of t∗. We conclude that t∗ =∞, and Eq. (347) follows from Eq. (354).

Equation (348) follows from Eq. (359).
In order to prove Eq. (349), let yt := fn(θ0) +Dfn(θ0)(θt − θ0). Note that this satisfies an equation

similar to (352), namely

ẏt = − 1

n
K0(yt − y) . (360)
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Define the difference rt := yt − yt. We then have ṙt = −(Kt/n)rt − ((Kt −K0)/n)(yt − y), whence

d

dt
‖rt‖22 = − 2

n
〈rt,Ktrt〉 −

2

n
〈rt, (Kt −K0)(yt − y)〉 (361)

≤ − 2

n
λmin(Kt)‖rt‖22 +

2

n
‖rt‖2

∥∥Kt −K0

∥∥‖yt − y‖2 . (362)

Using 2λmin(Kt)/n ≥ λ0 and ‖yt − yt‖2 ≤ ‖y0 − y‖2e−λ0t/2, we get

d

dt
‖rt‖2 = −λ0

2
‖rt‖2 +

1

n

∥∥Kt −K0

∥∥‖y0 − y‖2 e−λ0t/2 . (363)

Note that ∥∥Kt −K0

∥∥ =
∥∥Dfn(θt)Dfn(θt)

T −Dfn(θ0)Dfn(θ0)T
∥∥ (364)

≤ 2
∥∥Dfn(θ0)

∥∥∥∥Dfn(θt)−Dfn(θ0)
∥∥ +

∥∥Dfn(θt)−Dfn(θ0)
∥∥2

(365)

≤ 2σmaxLn‖θt − θ0‖ + L2
n‖θt − θ0‖2 (366)

≤ 5

2
σmaxLn‖θt − θ0‖ . (367)

(In the last inequality, we used the fact that Ln‖θt−θ0‖ ≤ σmin/2 by definition of r∗.) Applying Grönwall’s
inequality, and using r0 = 0, we obtain

‖rt‖2 ≤ e−λ0t/2‖y0 − y‖2
∫ t

0

1

n

∥∥Ks −K0

∥∥ds (368)

≤ e−λ0t/2t‖y0 − y‖2 sup
s∈[0,t]

1

n

∥∥Ks −K0

∥∥ (369)

≤ e−λ0t/4
2

λ0
‖y0 − y‖2 sup

s≥0

1

n

∥∥Ks −K0

∥∥ (370)

(a)

≤ e−λ0t/4
2

λ0
‖y0 − y‖2

5

2n
Lnσmax sup

s≥0
‖θs − θ0‖2 (371)

(b)

≤ e−λ0t/4
2

λ0
‖y0 − y‖2

5

2n
Lnσmax ·

2

σmin
‖y0 − y‖2 (372)

≤ 20 e−λ0t/4
σmax

σ3
min

Ln‖y − y0‖22 . (373)

Here in (a) we used Eq. (367) and in (b) Eq. (359). Further using ‖rt‖2 ≤ ‖yt − y‖2 + ‖yt − y‖2 ≤
2‖y0 − y‖ exp(−λ0t/2), we get

‖yt − yt‖2 ≤ 2e−λ0t/4‖y − y0‖2
{

1 ∧ 10σmax

σ3
min

Ln‖y − y0‖2
}
. (374)

Recall the gradient flow equations for θt and θt:

θ̇t =
1

n
Dfn(θt)

T(y − yt) , (375)

θ̇t =
1

n
Dfn(θ0)T(y − yt) . (376)

Taking the difference of these equations, we get

d

dt
‖θt − θt‖2 ≤

1

n

∥∥Dfn(θt)−Dfn(θ0)
∥∥‖yt − y‖2 +

1

n

∥∥Dfn(θ0)
∥∥‖yt − yt‖2 (377)

≤ Ln
n
‖θt − θ0‖2‖yt − y‖2 +

σmax

n
‖yt − yt‖2 (378)

(a)

≤ Ln
n
· 2

σmin
‖y − y0‖22e−λ0t/2 +

σmax

n
· 2e−λ0t/4‖y − y0‖2

{
1 ∧ 10σmax

σ3
min

Ln‖y − y0‖2
}

(379)
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where in (a) we used Eqs. (348), (354) and (374). Integrating the last expression (thanks to θ0 = θ0), we
get

‖θt − θt‖2 ≤
8Ln
σ3

min

‖y − y0‖22 +
{16σmax

σ2
min

‖y − y0‖2 ∧
160σ2

max

σ5
min

Ln‖y − y0‖22
}
. (380)

Simplifying, we get Eq. (349).
Finally, to prove Eq. (350), write

‖f(θt)− flin(θt)‖L2 ≤ ‖f(θt)− flin(θt)‖L2︸ ︷︷ ︸
E1

+ ‖flin(θt)− flin(θt)‖L2︸ ︷︷ ︸
E2

. (381)

By writing f(θt)− flin(θt) =
∫ t

0
d
ds [f(θs)− flin(θs)]ds, we get

E1 =

∥∥∥∥∫ t

0

[Df(θs)−Df(θ0)]θ̇sds

∥∥∥∥
L2

(382)

≤ Lip(Df) sup
s≥0
‖θs − θ0‖2

∫ t

0

‖θ̇s‖2ds (383)

≤ Lip(Df) · 4‖y − y0‖22
σ2

min

. (384)

In the last step we used Eq. (348) and noted that the same argument to prove the latter indeed also bounds

the integral
∫ t

0
‖θ̇s‖2ds (see Eq. (358)).

Finally, to bound term E2, note that flin(θt)− flin(θt) = Df(θ0)(θt − θt), and using Eq. (349), we get

E2 ≤ 180‖Df(θ0)‖Lnσ
2
max

σ5
min

‖y − y0‖22 . (385)

Equation (350) follows by putting together the above bounds for E1 and E2.

We next pass to the case of two-layers networks:

f(x;θ) :=
α√
m

m∑
j=1

bjσ(〈wj ,x〉), θ = (w1, . . . ,wm) . (386)

Lemma 5.3. Under Assumption 5.2, further assume {(yi,xi)}i≤n to be i.i.d. with xi ∼iid N(0, Id), and yi
B2-sub-Gaussian. Then there exist constants Ci, depending uniquely on σ, such that the following hold with
probability at least 1− 2 exp{−n/C0}, provided md ≥ C0n log n, n ≤ d`0 (whenever not specified, these hold

for both θ0 ∈ {θ(1)
0 ,θ

(2)
0 }):

‖y − fn(θ
(1)
0 )‖2 ≤ C1

(
B + α)

√
n (387)

‖y − fn(θ
(2)
0 )‖2 ≤ C1B

√
n , (388)

σmin(Dfn(θ0)) ≥ C2α
√
d , (389)

σmax(Dfn(θ0)) ≤ C3α
(√
n+
√
d
)
, (390)

Lip(Dfn) ≤ C4α

√
d

m

(√
n+
√
d
)
. (391)

Further

‖Df(θ0)‖ ≤ C ′1α , (392)

Lip(Df) ≤ C ′4α
√
d

m
. (393)
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Proof. Since the yi are B2 sub-Gaussian, we have ‖y‖2 ≤ C1B
√
n with the stated probability. Equation (388)

follows since by construction fn(θ
(2)
0 ) = 0.

For Eq. (387) we claim that ‖fn(θ
(1)
0 )‖2 ≤ C1α

√
n with the claimed probability. To show this, it is

sufficient of course to consider α = 1. Let F (X,W ) := ‖fn(θ
(1)
0 )‖2, where X ∈ Rn×d contains as rows the

vectors xi, and W the vectors wi. We also write θ
(1)
0 = θ0 for simplicity. We have

E{F (X,W )}2 ≤ E{‖fn(θ0)‖22} = nE{f(x1;θ0)2} (394)

= nVar{σ(〈w1,x1〉)} ≤ Cn . (395)

Next, proceeding as in the proof of [OS20, Lemma 7] (letting b = (bj)j≤m)∣∣F (X,W 1)− F (X,W 2)
∣∣ ≤ 1√

m

∥∥σ(XW T
1 )b− σ(XW T

2 )b
∥∥

2

≤
∥∥σ(XW T

1 )− σ(XW T
2 )
∥∥
F

≤ C
∥∥XW T

1 −XW T
2

∥∥
F

≤ C‖X‖
∥∥W T

1 −W T
2

∥∥
F
.

We have ‖X‖ ≤ 2(
√
n +
√
d) with the probability at least 1 − 2 exp{−(n ∨ d)/C) [Ver18]. On this event,

F (X, · ) is 2(
√
n +
√
d)-Lipschitz with respect to W . Recall that the uniform measure on the sphere of

radius
√
d satisfies a log-Sobolev inequality with Θ(1) constant, [Led01, Chapter 5], that the log-Sobolev

constant for a product measure is the same as the worst constant of each of the terms. We then have

P
(
F (X,W ) ≥ EF (X,W ) + t) ≤ e−dt2/C(n+d) + 2e−(n∨d)/C . (396)

Taking t = C1
√
n for a sufficiently large constant C1 implies that the right-hand side is at most 2 exp(−(n∨

d)/C), which proves the claim.
Notice that all the following inequalities are homogeneous in α > 0. Hence, we will assume—without loss

of generality—that α = 1. Equation (389) follows from [OS20, Lemma 4]. Indeed this lemma implies

m ≥ C(n+ d) log n

dλmin(K)
⇒ σmin(Dfn(θ0)) ≥ c0

√
dλmin(K) , (397)

where K is the empirical NT kernel

K =
1

d
E
{
Dfn(θ0)Dfn(θ0)

}
=
(
KNT(xi,xj)

)
i,j≤n . (398)

Under Assumption 5.2 (in particular σ′ having non-vanishing Hermite coefficients µ`(σ) for all ` ≤ `0), and
n ≤ d`0 , we have λmin(K) ≥ c0 with the stated probability, see for instance [EK10]. This implies the claim.

For Eq. (390), note that, for any vector v ∈ Rn, ‖v‖2 = 1 we have∥∥Dfn(θ0)Tv
∥∥2

2
=

1

m

∑
i,j≤n

m∑
`=1

viσ
′(〈w`,xi〉)vjσ′(〈w`,xj〉)〈xi,xj〉 (399)

= 〈M ,X,XT〉 , (400)

Mij :=
1

m

m∑
`=1

viσ
′(〈w`,xi〉)vjσ′(〈w`,xj〉) . (401)

Since M � 0, we have ∥∥Dfn(θ0)Tv
∥∥2

2
≤ tr(M)‖X‖2 (402)

=
1

m

m∑
`=1

n∑
i=1

v2
i σ
′(〈w`,xi〉)2 · ‖X‖2 (403)

≤ B2‖v‖22‖X‖2 . (404)
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Hence σmax(Dfn(θ0)) ≤ B‖X‖ and the claim follows from standard estimates of operator norms of random
matrices with independent entries.

Equation (391) follows from [OS20, Lemma 5], which yields (after adapting to the different normalization
of the xi, and using the fact that maxi≤n ‖xi‖2 ≤ C

√
d with probability at least 1− 2 exp(−d/C)):∥∥Dfn(θ1)−Dfn(θ2)

∥∥ ≤ C√ d

m
‖X‖‖θ1 − θ2‖2 .

(Here ‖θ1 − θ2‖2 = ‖W 1 −W 2‖F , where W i ∈ Rm×d is the matrix whose rows are the weight vectors.)
The claim follows once more by using ‖X‖ ≤ 2(

√
n+
√
d) with probability at least 1− 2 exp{−(n ∨ d)/C).

In order to prove Eq. (392), note that, for h ∈ L2(Rd,P),∥∥Df(θ0)∗h
∥∥

2
= E{Qh(x1,x2)P (x1,x2)} , (405)

Qh(x1,x2) :=
1

m

m∑
`=1

σ′(〈w`,x1〉)h(x1)σ′(〈w`,x2〉)h(x2) , (406)

P (x1,x2) := 〈x1,x2〉 . (407)

Here expectation is with respect to independent random vectors x1,x2 ∼ P. Denote by Qh and P the
integral operators in L2(Rd,P) with kernels Qh and P . It is easy to see that P is the projector onto the
subspace of linear functions, and Qh is positive semidefinite. Therefore∥∥Df(θ0)∗h

∥∥
2
≤ tr(Qh) =

1

m

m∑
`=1

E
{
σ′(〈w`,x1〉)2h(x1)2

}
(408)

≤ B2‖h‖2L2 . (409)

This implies ‖Df(θ0)‖ ≤ B.
In order to prove Eq. (393), define ∆`(x) := σ′(〈w1,`,x〉) − σ′(〈w2,`,x〉). Let h ∈ L2(Rd,P) and note

that ∥∥Df(θ0)∗h
∥∥2

2
=

1

m

m∑
`=1

∥∥∥E{xh(x)∆`(x)
}∥∥∥2

2
(410)

≤ 1

m

m∑
`=1

E
{
‖x‖ |h(x)∆`(x)|

}2
(411)

≤ 1

m

m∑
`=1

E
{
‖x‖2 ∆`(x)2

}
‖h‖L2 . (412)

Note that |∆`(x)| ≤ B |〈w1,` −w2,`,x〉|. Using this and the last expression above, we get∥∥Df(θ0)
∥∥2 ≤ B2

m

m∑
`=1

E
{
‖x‖2 〈x,w1,` −w2,`〉2

}
(413)

≤ B2

m
(d+ 2)

m∑
`=1

‖w1,` −w2,`‖22 =
B2

m
(d+ 2)‖W 1 −W 2‖2F , (414)

where the second inequality follows from the Gaussian identity E{‖x‖2xxT} = (d + 2)Id. This proves
Eq. (393).

Theorem 5.4. Consider the two layer neural network of (386) under the assumptions of Lemma 5.3.

Further let α := α/(1 + α) for initialization θ0 = θ
(1)
0 and α := α for θ0 = θ

(2)
0 . Then there exist constants

Ci, depending uniquely on σ, such that if md ≥ C0n log n, d ≤ n ≤ d`0 and

α ≥ C0

√
n2

md
, (415)
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then, with probability at least 1− 2 exp{−n/C0}, the following hold for all t ≥ 0.

1. Gradient flow converges exponentially fast to a global minimizer. Specifically, letting λ∗ = C1α
2d/n,

we have

L̂(θt) ≤ L̂(θ0) e−λ∗t . (416)

2. The model constructed by gradient flow and linearized flow are similar on test data, namely

‖f(θt)− flin(θt)‖L2(P) ≤ C1

{
α

α2

√
n2

md
+

1

α2

√
n5

md4

}
. (417)

Proof. Throughout the proof, we use C to denote constants depending only on σ, that might change from
line to line. Using Lemma 5.3, the condition (346) reads

α

√
dn

m
· α
α

√
n ≤ C

(
α
√
d
)2
. (418)

which is equivalent to Eq. (415). We can therefore apply Theorem 5.1.
Equation (416) follows from Theorem 5.1, point 1, using the lower bound on σmin given in Eq. (389).
Equation (417) follows from Theorem 5.1, point 3, using the estimates in Lemma 5.3.
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