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Abstract — Traditional methods for mitigating pandemics employ a dual strategy of contact tracing plus testing
combined with quarantining and isolation. The contact tracing aspect is usually done via manual (human) contact
tracers, which are labor-intensive and expensive. In many large-scale pandemics (e.g., COVID-19), testing capacity is
resource limited, and current myopic testing strategies are resource wasteful. To address these challenges, in this work,
we provide a blueprint on how to contain the spread of a pandemic by leveraging wireless technologies and advances
in sequential learning for efficiently using testing resources in order to mitigate the spread of a large-scale pandemic.

We study how different wireless technologies could be leveraged to improve contact tracing and reduce the probabilities
of detection and false alarms. The idea is to integrate different streams of data in order to create a susceptibility graph
whose nodes correspond to an individual and whose links correspond to spreading probabilities. We then show how
to develop efficient sequential learning based algorithms in order to minimize the spread of the virus infection. In
particular, we show that current contact tracing plus testing strategies that are aimed at identifying (and testing)
individuals with the highest probability of infection are inefficient. Rather, we argue that in a resource constrained
testing environment, it is instead better to test those individuals whose expected impact on virus spread is the highest.
We rigorously formulate the resource constrained testing problem as a sequential learning problem and provide efficient
algorithms to solve it. We also provide numerical results that show the efficacy of our testing strategy.
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1. INTRODUCTION

The outbreak of COVID-19 has unfolded an unprece-
dented worldwide health, economical, and social crisis.
Today, COVID-19 has spread to 188 countries, infected
nearly 30 million people globally, and resulted in close to
one million deaths. The International Monetary Fund
(IMF) has predicted that the global economy will shrink
by 3% this year, the worst decline since the Great De-
pression of the 1930s [2]. Today, millions of workers have
been laid off, and the tourism or hospitality industry has
been hurt particularly hard.

approach, relying on a human being’s memory. Such
an approach cannot scale to large and rapidly moved
populations today. Meanwhile, manual tracing may
result in delays, which could limit its utility. There-
fore, recently numerous digital contact tracing systems
have been developed and deployed across the globe, by
using a wide variety of sources to track “encounters”
including CCTYV footage, records of credit card trans-
actions [1], locations measured using cellular networks
or WiFi hotspots [26], locations via GPS, and crypto-
graphic tokens exchanged via Bluetooth Low Energy
(BLE) or acoustic channels [15]. For a recent survey
of works on contact tracing and privacy-aware contact
tracing, see [9, 11, 10, 23, 24, 28, 7, 19]. Also see [14, 25]
for some interesting recent works in this area.

The COVID-19 outbreak and the mixed successes that
nations have had in controlling the virus has under-
scored the need for the development of technological
tools for pandemic mitigation. This paper provides a
blueprint on how technologies should be used in con-
junction with smart testing techniques in order to con-

However, currently contact tracing system appears to be
uncoordinated individual efforts focused on individual

tain a pandemic such as COVID-19. The first step for

pandemic mitigation is to identify or trace the close con-
tacts who might have been exposed to the disease from
a contagious individual. Contact tracing, an old tech-
nique, has been used as effective tools to battle pan-
demics for many years, and some countries do use ag-
gressive contact tracing to successfully contain COVID-
19. However, traditionally, contact tracing is a manual

technologies and one type of data stream (e.g., camera
based systems, phone apps, etc.). Further, a number of
these solutions suffer from a variety of technological lim-
itations including a lack of coverage, privacy and secu-
rity concerns, high missed detection and/or false alarm
rates. For instance, increasingly Bluetooth-based con-
tact tracing has gained mainstream use particularly with
Apple/Google’s support. However, our recent analy-
sis [29] with the released COVID-19 contact tracing apps
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shows that most Bluetooth-based contact tracing apps
use just the received signal strength indicator (RSSI)
of the Bluetooth for distance measurements. Unfor-
tunately, in practice, numerous factors can affect the
RSSI that can make the distance measurement inaccu-
rate, such as the power of the antenna used for broad-
casting (i.e., the TzPower) and the obstacles blocking
transmission paths. Moreover, Bluetooth-based proxim-
ity tracing can also raise false positives because of the
potential misinterpretation of various scenarios. For ex-
ample, a proximity tracing system may interpret two
users have contact even if they are separated by a solid
wall, where the risk of infection is much lower than the
risk indicated by the measured distance.

Therefore, we would like to propose an improved ap-
proach by combining as many data sources as possible
in an integrated way, with the key objective of mini-
mizing false positives and false negatives in the contact
tracing and meanwhile protecting user’s privacy. The
contact tracing data we can collect includes (1) multi-
ple channels including both Bluetooth and ultrasound
(using both microphones and speakers available in the
smartphone), and multiple sources including (2) WiFi
and (3) cellular networks if they are available. We show
how we can use improved methodology to collect data
that is privacy aware, transparent, and integrated in
Section 2.

Similarly, while testing followed by quarantining/iso-
lation is a powerful tool against a pandemic such as
COVID-19, testing capacity remains an issue, especially
in hard hit areas where testing results could take multi-
ple days, even up to a week, to arrive. While traditional
approaches have focused on testing individuals who ex-
hibit symptoms or have come in contact with other in-
fected individuals, these approaches miss out many po-
tential areas of outbreak where asymptomatic or pre-
symptomatic super-spreaders seed the virus, which gets
detected only after it has already spread significantly.
Thus, testing capacity needs to be used judiciously to
prevent widespread outbreaks. In Section 4, we argue
that the current myopic approach to testing focuses on
identifying individuals with the highest probability of
being infected, which does not help minimize the over-
all number of infected individuals.

Organization. The rest of this paper is organized as
follows: In Section 2, we describe an improved and inte-
grated methodology to collect contact tracing data. In
Section 3, we describe techniques that enable us to effi-
ciently integrate the data collected from various streams.
This allows us to reduce the “error probabilities” asso-
ciated with false alarms or missed detection of diseases,
and generate a dynamic susceptibility graph. In Sec-
tion 4, we address the practical problem of testing un-
der constraints on resources. We perform simulations to
show necessities of contact tracing and building a con-
tact graph in Section 5, and conclude in Section 6.
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Fig. 1 — A Simplified Protocol for Improved Data Exchange.

2. IMPROVED DATA COLLECTION

There are two fundamental objectives that a good digital
contact tracing system must satisfy: (1) it should be ef-
fective in tracking an individual (e.g., few false positives
and missed detections), and (2) it should protect the pri-
vacy of users. For example, a CCTV footage would be
highly effective if (1) were the sole objective, however it
does not meet (2) since it is too much privacy-invasive.
Therefore, we must look for effective and privacy-aware
digital contact tracing techniques.

Since the outbreak of Covid-19, numerous techniques
based on Bluetooth, WiFi, and cellular networks have
been developed for contact tracing. Each technique has
its own pros and cons. For instance, Bluetooth based
solutions can achieve reliable communication and a low
energy operation, but these suffer from a high rate of
false positives due to a long communication range. WiF'i
based solutions do not require installation of apps on
mobile phones, and they rely heavily on access point
(AP) deployment, and its coverage. Therefore, in this
paper, we aim to present an integrated approach that
improves the accuracy of a Bluetooth-based approach
with additional channels, and combines WiFi and cel-
lular information if they are available. Furthermore by
utilizing clever algorithms that are provably optimal, it
aims to increase the efficiency with which infected indi-
viduals are contained early without infecting too many
of their “neighbors”.

Improving Bluetooth-based Contact Tracing
with Ultrasound Signals. Since Bluetooth-signals
can penetrate obstacles such as solid walls, and also
have a long transmission range, we would like to leverage
other sensors in a smartphone to improve its proximity
accuracy. In particular, we can use the inaudible ultra-
sound generated from the speaker and recorded by the
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microphone for distance measurement. This feature can
be used very easily. Ultrasound-based distance measure-
ment is promising, and it has been shown to achieve a
centimeter-level accuracy, e.g. BeepBeep [16]. It can
help to improve the performance of mobile contact trac-
ing systems. According to the CDC guidelines [6], for
the purpose of Covid transmission, it can be assumed
that two individuals are in close contact (and hence
likely to spread infection) if the distance between them
is within 6 feet. Clearly, with an accuracy of a few
centimeters, ultrasound is a very reliable and accurate
technique for the purpose of mobile contact tracing.

Note that ultrasound cannot penetrate solid walls, and
hence it can also help us to rule out those “false con-
tacts” that have been declared by the Bluetooth con-
nections occurring across walls.Using ultrasound for dis-
tance measurement requires a pair of devices to ex-
change data between each other [16]. Fortunately,
Bluetooth-based mobile contact tracing systems have al-
ready implemented such an information exchange mech-
anism, and hence developers can easily extend these sys-
tems in order to support ultrasound distance measure-
ment. This means that we can conveniently deploy both
ultrasound and Bluetooth technologies.

An illustration of how we can integrate ultrasound and
Bluetooth for improved contact tracing is presented in
Fig. 1. The scheme is composed of six steps for the im-
proved data exchange. In particular, when two smart-
phones encounter, they first use Bluetooth to discover
each other and initiate connections. At the beginning,
in Step @, one smartphone keeps advertising BLE pack-
ets to nearby devices. Meanwhile, another smartphone
scans its environment for any possible advertising pack-
ets from its nearby devices, and initiates the connection
in Step @. After a connection has been established, two
devices emit ultrasound signals in turns (Step ® and @).
When both devices have received signals from the other
device, they record the information that is required by
algorithms in order to measure distances, and then ex-
change this information amongst each other via Blue-
tooth in Step ®. For example, when using the algorithm
from BeepBeep [16] for distance measurement, in Step
®, alongside emitting an ultrasound signal, the phone
(P4) will record the timestamp T4, when it senses the
signal sent by itself, and the other phone (Pg) will also
store the timestamp Tz, when it receives such a sig-
nal. Similarly, in Step @, phone Pg records the times-
tamp for signal emitting as Tz, and phone P, stores the
timestamp 7',, when receiving signal. Next, in Step @,
phone P, has to send both T4, and T4, to phone Py,
and phone Py also needs to share its two timestamps
(i.e., Tg; and Tgy) with P,.
Distance(Py, Pg) =

c (1)
5 X (Tya —Tpy) — (Tpa —Tg1)) + D+ Dy a

When each phone has these four timestamps, it can cal-

culate the distance by using Equation (1), where C is
the sound speed, and D4 4 or D g is the distance from
one phone’s speaker to its microphone respectively!. Fi-
nally, in Step ®, two devices disconnect Bluetooth when
the transmissions of other types of data for contact trac-
ing finish.

Integrated Contact Tracing with WiFi.

Besides the above mobile phone based contact tracing
approaches, we can also use WiFi logs. Different from
the above approaches, the WiFi based solution does not
require app installation on mobile phones, and relies
upon widely deployed WiFi access points. It also does
not require active involvement of mobile phones for ex-
changing the required information. The basic principle
is described as follows: WiFi networks log all the associ-
ations and disconnections of devices connected to access
points. We can analyze these WiFi logs to know where
and when the devices (and hence their users) are close
to each other. This provides information about the con-
tacts of device users.

One of the advantages of such a WiFi-based solution is
that the WiFi log data is always available as long as
WiFi networks are active. Such networks allow both a)
reactive and b) proactive techniques for contact tracing.
Let’s take the example of a university campus in order
to illustrate this. In reactive contact tracing, once a stu-
dent is confirmed to be infected, the university health
administration can use the WiFi MAC addresses of the
student’s mobile phone and his/her other computing de-
vices such as laptop and Apple watch etc. to search
in the WiFi logs of campus networks, thereby deter-
mining the locations where the student visited during a
certain time period, and also his/her contacts at these
locations. In proactive contact tracing, the university
health administration can proactively analyze WiFi logs
to identify potential high risk users such as super spread-
ers, and hot-spots (such as big gathering) in the cam-
pus. The university health administration can proac-
tively pull WiFi logs and determine if the number of
students in a gathering exceeds the limit that social dis-
tancing allows, and take appropriate measures.

The WiFi based contact tracing technique described
above has its own limitations, for example the AP as-
sociation logs can generate false alarms. In order to
overcome these, we might consider using Received Sig-
nal Strength Indicator (RSST) and Channel State Infor-
mation (CSI) to reduce the errors. WiFi based solu-
tion cannot be applied in areas without WiFi connec-
tivity. We should consider enhancing contact tracing by
integrating multiple solutions such as Bluetooth, WiFi
and acoustic symbiotically, where one helps or replaces
the other depending on user preferences, environmental
dynamics, and resource availability. For example, in a
WiFi-AP dense area such as a campus academic build-
ing, the WiFi-based solution can play a dominant role,
while the mobile app running Bluetooth and acoustic

IFor more details, please refer to BeepBeep [16]
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based contact tracing can be automatically switched off
for better energy savings. Similarly, if the density of
WiFi AP is less, then Bluetooth and acoustic based so-
lutions could be activated. They can help each other in
a crowded and occluded (e.g., by walls and other types
of obstacles) environment for accurate and reliable con-
tact tracing. Note that Bluetooth gives relative loca-
tion information whereas WiFi gives absolute location
information. There might be a mismatch in the loca-
tions as identified by WiFi data modality in conjunction
with Bluetooth data. In order to resolve this issue, we
can model the location of the user using probabilistic
techniques, and then use filtering techniques in order to
derive a more accurate location. Readers interested in
more details about these techniques can refer to Kalman
filtering and related topics in [17, 13].

Integrated Contact Tracing with Cellular Net-
work. The location of a smartphone can also be iden-
tified from its communication with nearby cell towers.
Since a phone has to connect with cell towers in order to
send and receive data through cellular network, it con-
stantly searches nearby cell towers and initiates connec-
tions during movements. In each established connection,
a cell tower not only knows which phone is trying (each
phone has a unique identifier) to connect at which time,
but can also calculate the distance from itself to such a
phone (e.g., using the time elapsed between a ping com-
mand, and the corresponding reply). As such, having
access to the locations of cell towers, as well as the dis-
tance of a phone from each of the involved towers, we
can use a “triangulation” technique to pinpoint the lo-
cation of a phone. However, in practice, such techniques
often can only locate a smartphone in an area instead
of an exact position.Moreover, using this technique for
location tracking could raise privacy concerns, in that,
it requires access to the identifier of each phone that
may disclose user identify as well. Therefore, when only
having the corresponding permissions, cellular network
can be used for contact tracing, and meanwhile the user
identity must also need to be protected.

How to collect the encounter records. Even though
there are distributed models for contact tracing which
allow each user to individually control whether or not
to disclose its own encounter records, we advocate a
centralized model in which each individual user’s con-
tact is collected by a central agency, and then stored
at a central backend. This is bound to raise pri-
vacy concerns, and hence we need to introduce privacy-
preserving mechanisms.To this end, we will generate
pseudonyms for each user periodically and the linkage
between a pseudonym and the real user is only resolved
at the trust authority. The authority is only allowed
to link pseudonyms to real users when the pseudonyms
belong to (i) infected individuals that are confirmed by
healthcare authorities or (i¢) individuals who have close
contact with infected ones. As such, the privacy of indi-
viduals who have no risk of infection will be preserved.

A similar approached has been proposed and adopted
in ROBERT |[3].

Moreover, privacy concerns might arise from using the
cell tower information for locating users because the
identifier of a user’s phone needs to be accessed. In order
to mitigate these, we can also link such identifiers with
pseudonyms. Similar approaches can also be applied
in WiFi positioning. Therefore, the entry of data for
upload involves self pseudonym, encounter pseudonym,
timestamp, Bluetooth proximity, ultrasound proximity.

After processing each upload data entry, the output of
this improved data collection procedure is data entries
that involve pseudonyms of two encounters, the times-
tamp, the adjusted proximity, and the infection risk. In
particular, the adjusted proximity is the weighted av-
erage from combining proximity measured from differ-
ent sources (i.e., Bluetooth, ultrasound, WiFi, and cell
tower), and the infection risk can be obtained by using
environment detecting heuristics. For example, when
there is no proximity measurement from ultrasound and
the WiFi proximity indicates encounters are in different
rooms, the infection risk can be adjusted to a low level.
Besides the above privacy-preserving data collection
methods, we can also apply tools from the field of differ-
ential privacy [8]. These utilize different kinds of data
processing and noise injection methods, thereby making
it difficult for any party to determine whether or not a
particular individual is in the original data records and
providing privacy protection to the users. Such a guar-
antee on the privacy would encourage more users to join
the system.

3. DATA INTEGRATION AND SUS-
CEPTIBILITY GRAPH

Here, the goal will be to create a “susceptibility graph”
that describes compactly the different ways in which
disease is likely to spread. We begin by introducing
this graph, and then also describe how to construct this
graph by integrating the data from multiple sources.
The graph would be time-variant.

3.1 Graph Structure

A basic version of the graph would contain the following
components, and the designer is free to make reasonable
modifications on it.

e Nodes. Each node represents an individual that
could be potentially infected. Individuals that are
isolated will be removed from the graph. Also, we
can remove individuals who have recovered from
the virus from the graph. However, since recovered
individuals lose their antibodies for most viruses
(including COVID-19), re-infections are possible af-
ter a period of time, so they would have to be re-
introduced into the graph after some time. We use
N to denote the set of nodes (individuals).
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« Node infection state. For each individual 7 and

time ¢, we use X,(t) to denote its infection state,
where X, () = —1 means that this individual does
not have the disease, X;(¢) = 0 denotes that it has
the virus but cannot spread the virus, and X, (t) =
1 denotes that it has the virus and is able to spread
the virus. For individual ¢ and time ¢, we use U, (%)
to denote its test results at time ¢. U,(t) = 0 means
individual ¢ does not take a test at time ¢, U,(t) =
—1 means it is tested as negative at time ¢, and

U,(t) = 1 means it is tested as positive at time t¢.

Edges. For every two nodes i and j, If persons
i, 7 have direct contact, then there is an undirected
edge (i, 7) between them. We are free to choose the
way in which we define “contact”: for example if
these people are staying less than 6 feet apart for
at least a certain duration of time co-occurrence in
a narrow space (e.g., a room and a bus), or par-
ticipating in the same event. The contact informa-
tion can be deduced by the techniques introduced
in Section 2. We use £ to denote the set of undi-
rected edges and that (¢, 7) is in € means there is a
contact between ¢ and j.

Base infection probabilities. Given the fact
that we cannot test every individual, each untested
individual has a base probability of being infected.
This probability can be helpful for some tasks like
finding a suspected infected individual. For in-
stance, a person who contacted 500 people yester-
day could be more likely to be infected than some-
one who was in contact with a confirmed positive
person; and we can use the base infection proba-
bilities to deduce this probability. The simulations
in Section 5 also indicate that take the base infec-
tion probabilities into account can find and isolate
more infected people. The base infection probabil-
ity could be time-varying (e.g. abrupt changes due
to certain events), and we use p,(t) to denote the
base infection probability at time t.

Spreading probabilities. In case two individu-
als 7, j have been in contact, and one of them, say
user i, was a positive case, then there is a chance
that individual j got infected by the contact. This
chance may also be time-variant. We let the spread-
ing probability be denoted as p;_,; ;(), which is the
probability that j got infection from a contact with
i. The calculation of the probability will be dis-
cussed later.

Time. The time can either be continuous or dis-
crete. Continuous time better fits the reality, but
such an assumption also needs more storage and
computation power to process the graph. Besides,
given the fact that there are delays, or the occur-
rence time of events or contacts are not known pre-
cisely, how to construct an accurate timely graph

needs to be investigated. If time is discretized, then
the duration of a discrete time-slot could be any-
where from several minutes to one day. Using time
slots can help reduce the storage and computation
resources required.

3.2 Graph Construction

As discussed earlier, the graph G consists of a set of
nodes and a set of edges, where each node holds a base
infection probability and each edge holds a spreading
probability. The nodes, edges, and the probabilities all
need to be deduced from the data, and the data can be
multi-sourced, for example wifi access logs of all users,
CCTV cameras, or Bluetooth scanning based contact
tracing. More details on how to construct such a graph
are as follows:

¢ Individual identification. Identifying the indi-
viduals and avoiding duplication are necessary for
the success of graph construction. How to do these
may depend on the data collection methods. For
instance, in the university WiFi logging system, an
individual has and only has one access ID, and thus,
this ID can be used to identify an individual. How-
ever, in general WiFi systems, an individual may
have multiple devices, and removing the duplication
is significant in this case. One method is restricting
the tracking to one type of device such as mobile
phones. When using the Bluetooth contact tracing,
we can use the IDs of the mobile phones to iden-
tify the individuals, which is also applicable when
using Bluetooth contact tracing and WiFi logging
simultaneously.

o Edge detection. If there is a possible contact
between two individuals, then an edge should be
generated to connect these two individuals. The
contact can have multiple types. For instance, the
contact can be staying less than 6 feet, co-occurring
in the same room at some time period, or connected
to the same access point during some time period.
This information can be deduced from the collected
data.

e Base infection probabilities. The base infec-
tion probability can be deduced from the positive
rate per test or the number of confirmed posi-
tive cases per randomly tested individuals. For in-
stance, a university randomly tested 1,000 students
and found 20 positive cases, then we can assume
that each student of the university has 2% proba-
bility to be positive. If we do not have this infor-
mation, we can use the number of newly detected
infections in a period with a multiplier as the esti-
mate.

o Spreading probabilities (link probabilities).
Deducing the spreading probabilities is a relatively
harder task, which can be divided into two steps.
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The first step is to infer the type or level of con-
tacts between two individuals. Have they stayed
closer than 6 feet or stayed in the same room for a
while? The second step is to deduce the link proba-
bility. Accurate characterizations of the link prob-
abilities could come from exposure data studies to
the virus. However, a reasonable model would be
to use a concave function of time to estimate the
link probability.

o Testing results. For an individual, if this individ-
ual has taken a virus test and got the result, then
we know whether this individual has the disease or
not (with a certain confidence).

3.3 Data Integration

In real-world scenarios, there are multiple data sources.
For example, different contact tracking data sources as
described earlier (Bluetooth or ultrasound contact trac-
ing data, WiFi logs, GPS, etc.) could be integrated to
greatly improve the quality of contact tracing. The in-
tegration could be done by using filtering techniques,
in which we compute the probability of an edge condi-
tioned on the (multi-source) information available to us.
We would typically rely upon generative models of the
data in order to compute these conditional probabilities.
With multiple data sources, we need to deal with incon-
sistent data. For instance, Bluetooth gives relative loca-
tion information whereas WiFi gives absolute location
information, and the information of two sources may
be inconsistent. We can deal with this issue by assum-
ing that the data collections of the sources are random
and independent and assign probability distributions to
them. Probabilistic description allows “soft recovery”
of data after we use filtering algorithms. Bayesian up-
dates can be used to merge or pool information from
various source. We can use Kalman filtering or some
other filtering algorithm.

Such an integration can yield us the following kind of
improvements:

e Reduced inaccuracies and better estimates of the
link probabilities. Consider for example the case
when people could have social contact by virtue of
being located in a crowded facility such as students
in the same classroom or people in the same flight.
However, data sources such as building information,
WIFT access might be noisy. In this case, one could
combine GPS data (collected from probably smart-
phone usage) in order to yield an accurate estimate
of social contacts.

4. TESTING UNDER RESOURCE
CONSTRAINTS

The goal here is to leverage the information contained in
the susceptibility graph in order to sequentially choose
individuals for testing so as to minimize the spread of

the pandemic. Note that this objective is quite differ-
ent from focusing on testing individuals with the highest
probability of infection, which is what current systems
try to do. Rather our focus must be on testing individu-
als that have the highest expected impact on viral spread.
Consider the following example as an illustration.
Example: Assume that two individuals 7 and j are in-
fected with probabilities 0.1 and 0.3, respectively. How-
ever, assume that the expected number of individuals
that ¢ encounters is 50 times larger than the expected
number of individuals that j comes in contact with. In
this case, it makes more sense to prioritize testing indi-
vidual ¢ over individual j. This is another reason why
we should test healthcare workers more often, because
of their frequent contact with a large number of individ-
uals. Based on this key insight, our goal will be to:

e Develop learning based approaches that result in
smart testing capabilities which balance the ex-
ploration and exploitation subject to testing con-
straints. Isolate individuals who have been tested
positive and quarantine their contacts.

e Our model will also incorporate practical issues
such as inaccurate estimates, testing errors, pool
testing, etc.

e Develop efficient rules of thumb that can be eas-
ily implemented in practice. This could mean test-
ing asymptomatic individuals who have not encoun-
tered a confirmed infected person, but have made
a large number of contacts.

4.1 Suspicious Infection Inference

One significant task is to find the most likely infected
individuals from the partial observations, i.e., the test
results of some individuals. To do this, one way is to
interpret the probability that a person is infected given
the partial observations, such as (“noisy”) contact graph
or test results of a few individuals from the graph etc.
These algorithms could be based upon the susceptibil-
ity graph constructed by using the methods stated in
Section 3.

4.1.1  Partial Observed Markov Decision Pro-
cess (POMDP)

We formulate the problem of sequential testing for
COVID-19 as a Markov Decision Process (MDP). Pop-
ulation is composed of N individuals, and the state
evolves at discrete times ¢ € [1,T]. Let X,(¢) € {0,1}
denote the hidden state of individual i at t, where
X,;(t) = 0 means that ¢ is free of disease at ¢ and
X, (t) = 1 indicates that ¢ is infected. We use the vector
X(t) == (X, (t), X5(t), ..., X5(t)) € {0,1}" to represent
the state of the entire system. Let X := {0,1}"V de-
note the state-space of the network. Note that the state
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vector X (t) is never fully revealed to the learner?.

Test and Quarantine: At each time t € [1,7T], the

learner has a unit budget to choose an individual i €
[1, N] in order to “sample” (test for infection). Sam-
pling an individual i at t reveals the state X,(t). We
let U(t) € [0, N] denote the sampling decision at time
t. In case no one is sampled at ¢, we let U(t) = 0. We
let Y;(t) denote the test result at time t; Y;(t) = +1
means the person tested positive, Y;(¢) = —1 means the
test was negative, and Y;(¢) = 0 means that the individ-
ual was not tested at time ¢. The vector comprising of
observations Y;(t) is denoted Y'(¢).
If sampled individuals are found to be infected, then
they are isolated, i.e., kept out of the population, and
hence cannot spread the disease to their neighbors. We
let Q(t) denote the set of those individuals who are iso-
lated at time ¢.

State Transition: Let us now look at the controlled
transition probabilities of the controlled Markov process
X(t). We first introduce some notations. For z,y € X,
define

N
A1($a9)21{2|$i—yi|:1} and (2)

Ay(z,y) = {Z if 7, # y; and A, (z,y) = 1, )

0 otherwise .

Clearly, A, (y, z) assumes value 1 only if z and y differ
in a single position; since disease can spread to only one
more person during two consecutive times, this function
is 0 if « cannot evolve to y in one single time-step. A,
provides us with the node that “transitioned” to dis-
eased state when the system evolved in a unit step from
x to y. Thus, the single-step transition probabilities are
given as

Py(x,y) = Ay (2,y)p > wili, Aoly, ). (4)

. ’
i€Vy

Objective: Let F, :=U._; (U(s),Y(s),£(s)) be the ob-
servation history of the learner [18]. Then, the policy
m is a sampling decision at ¢ on the basis of F,_;, i.e.,
w:F,_ 1= U@R), t €[1,T]. Our goal is to find a policy
that solves the following problem,

min £ (Z IX(t)II1> : (5)
st. [, (in (U(t) # 0)) <c, (6)

where ||-|; denotes the L; norm and C'is the total testing
capacity. The instantaneous cost | X (¢)|; encourages the
policy to keep the infections as low as possible in an as
early as possible manner. The capacity constraints are

2So this problem is a partially observable MDP (POMDP), which
is non-trivial to solve in general case.

crucial because not many testing kits are available dur-
ing epidemics. An alternative, somewhat equivalent and
simpler objective is to remove the capacity constraints
altogether and include a cost for using testing kits,

T
mink, (Z IX (@), + AL (U(#) # 0)) (7

where A > 0. We now briefly discuss how to solve the
above discussed MDP. Theoretical results on the ex-
istence of optimal policies, and methods to solve con-
strained MDPs, or POMDPs can be found in [4, 21, 22].
In case the parameters describing the environment are
unknown, we can use machine learning techniques de-
veloped in [20].

Belief State MDP: We introduce a belief state, which is
a posterior distribution over the state space X. This
transforms the POMDP to a continuous-state MDP
on the belief state. We denote the belief state by
J(t) = {I(t,x)}yex, where I(t,z) := P (X(t) = z|F,).
By Bayes’ Rule, the terms J,(z) are computed recur-
sively as

Toa(@) = Z T(y)P (YU(t)|X(t) = y) P(y,z), (8)
yeX

where the state transition probabilities P,(y,x) are as
discussed in (4).

Optimal Policy: The optimal sampling policy can be
obtained by solving the following set of non-linear Dy-
namic Programming equations [12],

Vi(7) =) el J(x)

zeX
+ u?ﬂg% (E Vi1 (Jppr) + A1{u # 0}), (9)
Ve(7) = |l I (x), VI € A(X), (10)
zeX

where A(X') denotes simplex on X" and J, denotes rep-
resentative belief state at time ¢. Optimal sampling ac-
tion at time ¢ in state J, corresponds to a minimizer
of the r.h.s. in the above equation. However, equa-
tions (9), (10) are computationally intractable because
the number of required computations is O(2"). Thus,
we propose tractable provably approximate solutions
next.

4.1.2  Hidden Markov Model

Since we might not observe the susceptibility graph G,
we can model it as a hidden Markov process [17]. As-
sume that the system evolves at discrete time-instants
t =1,2,...,T. Each slot could be of a duration equal
to half hour, one hour, or one day. For each time slot
t, we use X,(t) to denote the infection state of the i-th
individual. In this section we slightly tweak the binary-
valued state model that was described earlier, and allow
it to assume 4 values. This allows us to design an algo-
rithm that is more accurate. Thus, we let X, (¢) = —1 if
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individual 7 is not infected by the virus at time ¢, and
X, (t) = 0 if individual 7 is infected by the virus but can-
not spread the virus, i.e., is in incubation, X,(¢) = +1
if individual ¢ is infected by the virus and can spread
the virus, and finally X;(¢) = —2 if they have recovered
from the virus or have been isolated already. We call
X, (t) =0 “inactive” and X,(t) = 1 active.

The rest of the discussion in this section makes the fol-
lowing simplifying assumptions:

o States X;(¢) and decisions U,(t) do not change
within a slot.

e Upon becoming an active spreader, an individual
can spread the disease only after the current time-
slot ends. This might seem to be restrictive, but is
justifiable since our modeling procedure already in-
troduces “noise” due to erroneous tracing and test-
ing.

o The spreading probability, denoted as p,, is a con-
stant that is independent of other parameters such
as the values of the states, the number of days one
has been infected, etc.

e After becoming an inactive infected person, at each
time slot the individual becomes active with a prob-
ability equal to py ;.

e For an active infected person, for every time slot,
this individual has a constant probability to get re-
moved. We use p; _, to denote this probability.

o For an individual at state X;(t) = a, it has a
constant probability p,_,; to be tested to be state
U;(t) =b.

Let F, be the filtration generated by (X;(s),Y;(s),i €
N, s < t). With the above assumptions in place, we can
write the “dynamics” or transition probabilities govern-
ing X(t) = {X;(t))}, as follows,

P{X;(t+1) = 2] F,}

=Ly, (-2 + Lx,)=1 P12, (11)
P{X,t+1)=1]|5,}
=1x, =11 =p12) + Lx,(5)=0 " Po,1> (12)

P{X;t+1)=0|F,}
= ]lXi(t):O (1 —P0,1)

L, (1 (L=p,®), (13)
Gi(i.4)€E. X, (t)=1
PIXi(t+1) =—1]7,)
=1-P{X,;(t+1)=1,0, or —2]|F,}, (14)

and the dynamics or transition probabilities of U(t) =

{U, ()}, as follows,
P{U(t) =1|F,}
- ]lUi<t)#0< Z Ix,t)=s 'le>, (15)

s=—1,0,1

P{U(t) =1]F,}

= ]lUi@);éo( Z ]lxi(t):s'PHq), (16)

s=—1,0,1

where whether U,(t) = 0 or not is determined by the
tracing or testing algorithms.

Clearly, X(t) = {Xi(t)}iew is a Markov process, and if
we are provided with the values of U,(0), U; (1), U;(2), ...,
then our goal is to find the most likely values of X(¢).
In order to do this, we might use Markov chain Monte
Carlo (MCMC) algorithms such as Gibbs Sampling.
Readers may refer to [27] for a review of MCMC al-
gorithms.

4.1.3  Graph Embedding

Computing the infection probabilities of individuals di-
rectly will be computationally cumbersome, and we can
utilize graph embedding [5] techniques in order to find
suspicious infected individuals. These techniques map
the nodes of a graph to points in R%, where d is a natural
number. If the graph embedding algorithm is properly
chosen, then if two points are close in the space R? then
they are also close in the susceptibility graph, so that the
probability that the virus spreads from one individual to
the other is high. Note that in the graph each node may
have up to | V| edges, but in the embedded graph, each
node only has d coordinates. Since the number of edges
might be much more than d, performing computations
with the embedded coordinates is much more efficient
than directly working with the original graph.

5. SIMULATIONS

In this section, we use a simulation to indicate the ne-
cessities of contact tracing and building a contact graph.
Contact tracing is an essential technique for finding po-
tential infectious people. A commonly employed naive
contact tracing technique is to trace and test only those
who have had contact with a confirmed positive person.
We call this simple and intuitively appealing contact
tracing policy as Policy 1. However, this method may
not be optimal, especially under circumstances when a
sizeable proportion of the population is infected. To
see why this might be the case, consider the scenario
when two people are waiting to get tested. The first
person had a close contact with a confirmed infected
person, while the second person did not have any such
close contact with a confirmed infected person; but did
closely contact 500+ untested people (for example this
person works in a supermarket). Policy 1 will suggest to
us to test the first person; however, when a significant
proportion of the population (e.g., 1%) are positive, in
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expectation, the second person would have been in close
contact with more than one infected people. Thus, tak-
ing the number of contacts with all people into con-
sideration could significantly improve the tracing. The
simulation in this section also confirms our claim.
These two policies can be mathematically described as
follows.

e Policy 1: Fix a time frame of a duration say 2 weeks,
and call the time duration composed of the previous
two weeks as the “tracing window”. At any given
time we only take into account those contacts that
occurred during the tracing window. Let p, be the
probability that the virus spreads from an infected
person to a healthy person during a contact. We
assume that p, is constant and known. For any per-
son s, given that person s contacted m confirmed
infected persons during the tracing window, we use

P ({s got infected}) =1— (1 —p, )™ (17)

to measure the risk that person s is infected. We
then choose to test those persons who have the
highest probabilities of being infected.

e Policy 2: It additionally utilizes the contact graph,
and checks the number of contacts of each person
s € §. Hence, if n is the number of contacts of s in
the tracing window, we let

P({s got infected}) =1 — (1 —p,)™ (1 — pyp,)"
(18)

in order to measure the risk that person s is in-
fected. Over here, p, is the so-called base infection
probability, which can either be a constant or de-
pend on the proportion of confirmed cases of the
population (i.e., adaptive). Note that we are as-
suming that the infection status of these n people
are unknown.

Our simulations results are depicted in Fig. 2, and
clearly show the superior performance of Policy 2 as
compared to that of Policy 1. More details on the sim-
ulation setup are as follows:

e The population size is 1000 people, and a single
person (that is chosen uniformly at random from
the population) is infected by the virus at day zero.

¢ Regarding the transmission capability of the virus,
we assume that a person will be able to spread the
virus 1 day after getting infected. Moreover, a per-
son remains infected for at least 7 days. After this
duration, on each day the person will change his
state (to either isolated due to its symptoms, recov-
ered, or deceased) with a probability of 1/7. Thus,
in expectation, the virus lasts for 14 days. A per-
son whose state has changed to removed, will not
spread the virus or get infected.

e During any particular day, any two people in the
city meet each other with a probability of 0.01.
Thus, on average, a person meets around 10 people
per day in expectation. When two people meet, and
one of them is infected while the other is not, the
virus will spread with a probability of 3/(14 x 10);
hence an infected person spreads the virus to an
average of R = 3 people before being removed.

¢ FEach day the community chooses 20 people to quar-
antine by using its policy. If quarantined persons
are found to be infected, then they will be isolated
until they are removed. Otherwise, they will be
quarantined for 14 days, and then will be back to
the normal schedule.

¢ We assume that the community as a whole knows
all the contacts between all of its people, and when-
ever a person is removed the community gets to
know this information at the beginning of the next
day. Also, we assume that the spreading probabil-
ity p, is known to the community. We note that,
with the knowledge of p, and assuming the value of
Py, the community is able to compute Eq. (17) and

Eq. (18).

We perform simulations for 150 consecutive days, and
record the cumulative infections in the population for
the following 5 policies and parameters:

e No contact tracing of any sort is utilized.
e Policy 1 (Eq. (17)).

e Policy 2 with p, = 0.02, where 0.02 is a well tuned
value.

o Policy 2 with p, = 0.2, where 0.2 is an example of
a not well tuned value of p,.

o Policy 2 with adaptive p, = Ny/1000, where “rr”
denotes “recently removed” and N, means the
number of people removed in the tracing window
(i-e., the last two weeks).

Our simulation results are summarized in Fig. 2. We
explicitly state the number of total infections in Table 1.

tracing policy | parameter p, | total infections
no tracing — 987
Policy 1 — 617
Policy 2 0.02 540
Policy 2 0.2 669
Policy 2 adaptive 569

Table 1 — Total number of infections of the virus under different
tracing policies.

We summarize our findings as follows.

o Contact tracing and quarantine facilities are essen-
tial in order to control the spread of virus. Without
these, the total number of infections are around 987,
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Fig. 2 — Simulation of the spreading of the virus under different
tracing policies.

which is approximately the entire population. Even
a simple contact tracing technique such as Policy 1,
reduces the total infections to 617 (which is a 37%
reduction). Thus, it is worth the effort to establish
a system that can track the contacts of the people
in order to better detect the infections.

e Compared to Policy 1 that only considers the con-
tacts with confirmed infected people, Policy 2 also
takes contacts with untested (but probable to be
infected) people into account, and hence it has a
better performance. This is clearly demonstrated
in its superior performance in all of the three ex-
periments, for example when p, = 0.02, we get a
gain of around 12%.

e When p, is tuned properly (e.g., p, = 0.02), Pol-
icy 2 performs better. However, the tuning effort
is substantial, and might be deemed infeasible in
practice. For instance, when p, = 0.2, the perfor-
mance of Policy 2 is worse than Policy 1. Thus,
Policy 2 with adaptive values of p; is a good option
in practice.

o If we are to use only contact tracing and quarantine
facilities, our performance is not very good. Even if
tracing is possible for 2% of the population per day,
the majority of the population will get infected af-
ter a few months. Hence, it is necessary to combine
contact tracing and quarantines with other policies,
e.g., avoiding contacts to reduce the number of con-
tacts, and also wearing masks to reduce the virus
spreading probability.

6. CONCLUSION

In this paper, we have provided a detailed blueprint on
how to contain the spread of a pandemic by integrating
the use of various wireless technologies with sequential
learning based techniques. In particular, we show how
different wireless technologies could be leveraged to im-
prove contact tracing efforts and reduce the probabilities

of detection and false alarms. The idea is to use possibly
disparate wireless data streams for data collection, then
integrate this data to improve coverage, reduce probabil-
ities of errors and false alarms and create a susceptibility
graph that could be used for intelligent testing. Based
on this susceptibility graph, we show how to develop
efficient sequential learning based algorithms in order
to minimize the spread of the virus infection. Another
contribution is that we develop provably optimal algo-
rithmic solutions that rely upon the theory of partially
observable Markov decision processes. In particular, we
show that current contact tracing plus testing strategies
that are aimed at identifying (and testing) individuals
with the highest probability of infection are inefficient.
Instead, we find that it is better to test those individuals
whose expected impact on virus spread is the highest.
We formulate the testing problem as a Partially Observ-
able Markov Decision Process whose goal is to minimize
the expected spread of the virus subject to testing ca-
pacity constraints. We provide efficient algorithmic so-
lutions to this problem and show via numerical results
that our solution substantially reduces the spread of the
virus.
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