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Abstract

Finding Nash equilibria in two-player zero-sum continuous games is a central problem in machine
learning, e.g. for training both GANs and robust models. The existence of pure Nash equilibria requires
strong conditions which are not typically met in practice. Mixed Nash equilibria exist in greater generality
and may be found using mirror descent. Yet this approach does not scale to high dimensions. To address
this limitation, we parametrize mixed strategies as mixtures of particles, whose positions and weights
are updated using gradient descent-ascent. We study this dynamics as an interacting gradient flow over
measure spaces endowed with the Wasserstein-Fisher-Rao metric. We establish global convergence to
an approximate equilibrium for the related Langevin gradient-ascent dynamic. We prove a law of large
numbers that relates particle dynamics to mean-field dynamics. Our method identifies mixed equilibria in
high dimensions and is demonstrably effective for training mixtures of GANSs.

1 Introduction

Multi-objective optimization problems arise in many fields, from economics to civil engineering. Tasks that
require optimizing multiple objectives have also become a routine part of many agent-based machine learning
algorithms including generative adversarial networks [Goodfellow et al., 2014], imaginative agents [Racaniére
et al., 2017], hierarchical reinforcement learning [Wayne and Abbott, 2014] and multi-agent reinforcement
learning [Bu et al., 2008]. It not only remains difficult to carry out the necessary optimization, but also to
assess the optimality of a given solution.

Multi-agent optimization is generally cast as finding equilibria in the space of strategies. The classic notion
of equilibrium is due to Nash [Nash, 1951]: a Nash equilibrium is a set of agent strategies for which no agent
can unilaterally improve its loss value. Pure Nash equilibria, in which each agent adopts a single strategy,
provide a limited notion of optimality because they exist only under restrictive conditions. On the other hand,
mixed Nash equilibria (MNE), where agents adopt a strategy from a probability distribution over the set of
all strategies, exist in much greater generality [Glicksberg, 1952]. Importantly, MNE exist for games with
infinite-dimensional compact strategy spaces, in which each player observes a loss function that is continuous
in its strategy. We encounter this setting in different game formulations of machine learning problems, like
GANSs [Goodfellow et al., 2014].



Although MNE are guaranteed to exist, it is difficult to identify them. Indeed, worst-case complexity analyses
have shown that without additional assumptions on the losses there is no efficient algorithm for finding
a MNE, even in the case of two-player finite games [Daskalakis et al., 2009]. Some recent progress has
been made; Hsieh et al. [2019] proposed a mirror-descent algorithm with convergence guarantees, which is
approximately realizable in high-dimension.

Contributions. Following Hsieh et al. [2019], we formulate continuous two-player zero-sum games as a
multi-agent optimization problem over the space of probability measures on strategies. We describe two
gradient descent-ascent dynamics in this space, both involving a transport term.

e We show that the stationary points of a gradient ascent-descent flow with Langevin diffusion over the
space of mixed strategies are approximate MNE.

e We analyse a gradient ascent-descent dynamics that jointly updates the positions and weights of two
mixed strategies to converge to an exact MNE. This dynamics corresponds to a gradient descent-ascent
flow over the space of measures endowed with a Wasserstein-Fisher-Rao (WFR) metric [Chizat et al.,
2018].

e We discretize both dynamics in space and time to obtain implementable training algorithms. We
provide mean-field type consistency results on the discretization. We demonstrate numerically how
both dynamics overcome the curse of dimensionality for finding MNE on synthetic games. On real data,
we use WFR flows to train mixtures of GANs, that explicitly discover data clusters while maintaining
good performance.

2 Related work

Equilibria in continuous games. Most of the works that study convergence to equilibria in continuous
games or GANs do not frame the problem in the infinite-dimensional space of measures, but on finite-
dimensional spaces. That is because they either (i) restrict their attention to games with convexity-concavity
assumptions in which pure equilibria exist [Mertikopoulos et al., 2019, Lin et al., 2018, Nouiehed et al., 2019,
or (ii) provide algorithms with convergence guarantees to local notions of equilibrium such as stable fixed
points, local Nash equilibria and local minimax points [Heusel et al., 2017, Adolphs et al., 2018, Mazumdar
et al., 2019, Jin et al., 2019, Fiez et al., 2019, Balduzzi et al., 2018]. Both approaches differ from ours, which is
to give global convergence guarantees without convexity assumptions. Some works have studied approximate
MNE in infinite-dimensional measure spaces. Arora et al. [2017] proved the existence of approximate MNE and
studied the generalization properties of this approximate solution; their analysis, however, does not provide a
constructive method to identify such a solution. In a more explicit setting, Grnarova et al. [2017] designed
an online-learning algorithm for finding a MNE in GANs under the assumption that the discriminator is a
single hidden layer neural network. Balandat et al. [2016] apply the dual averaging algorithm to the minimax
problem and show that it recovers a MNE, but they do not provide any convergence rate nor a practical
algorithm for learning mixed NE. Our framework holds without making any assumption on the architectures
of the discriminator and generator and provides explicit algorithms with some convergence guarantees.

Mean-field view of nonlinear gradient descent. Our approach is closely related to the mean-field
perspective on wide neural networks [Mei et al., 2018, Rotskoff and Vanden-Eijnden, 2018, Chizat and Bach,
2018, Sirignano and Spiliopoulos, 2019, Rotskoff et al., 2019]. These methods view training algorithms as
approximations of Wasserstein gradient flows, which are dynamics on measures over the space of neurons. In
our setting, a mixed strategy corresponds to a measure over the space of strategies.



Particle approaches for two-player games. Our theoretical work sheds a new light on the results
of Hsieh et al. [2019], and rigorously justifies important algorithmic modifications the authors introduced.
Specifically, they give rates of convergence for infinite-dimensional mirror descent on measures (i.e. updating
strategy weights but not their positions). The straightforward implementation of this algorithm performs
poorly unless the dimension is low (Figure 1), which is why they proposed an ‘implementable‘ two-timescale
version, in which the inner loop is a transport-based sampling procedure closely related to our Algorithm 1.
This implementable version is not studied theoretically, as the two-timescale structure hinders a thorough
analysis. Our analysis includes transport on equal footing with mirror descent updates.

3 Problem setup and mean-field dynamics

Notation. For a topological space X we denote by P(X) the space of Borel probability measures on X', and
M (X) the space of Borel (positive) measures. For a given measure p € P(X) that is absolutely continuous
with respect to the canonical Borel measure dz of X and has Radon-Nikodym derivative Z—Z € C(X), we define

its differential entropy H(u) = — flog(‘;—’;)du. For measures u,v € P(X), Wy is the 2-Wasserstein distance.

3.1 Lifting differentiable games to spaces of strategy distributions

Differentiable two-player zero-sum games. We recall the definition of a differentiable zero-sum game,
and show how finding a mixed Nash equilibrium to such a game is equivalent to solving a bi-linear game in
the infinite dimensional space of distributions on strategies. We will use gradient flow approaches for solving
the lifted problem.

Definition 1. A two-player zero-sum game consists of a set of two players with parameters z = (z,y) €
Z =X x )Y, where players observe a loss functions £1: Z — R and ly: Z — R that satisfy for all (z,y) € Z,
01 (z,y) + lo(x,y) = 0. £ 2 0y = —Ly is the loss of the game.

The compact finite-dimensional spaces of strategies X and ) are endowed with a certain distance function d
(which we assume Euclidean in what follows—Subsec. GG.5 derives our results on arbitrary strategy manifolds).
This allows to define differentiable games, amenable to first-order optimization. We make the following mild
assumption over the regularity of losses and constraints [Glicksberg, 1952].

Assumption 1. The parameter spaces X and ) are compact Riemannian manifolds without boundary of
dimensions dg,d, embedded in RP= RPv respectively. The loss ¢ is continuously differentiable and L-smooth
with respect to each parameter. That is, for all z,2' € X and y,y' € Y, ||Vil(z,y) — Vi l(z',y)|, <
L(d(z,2") + d(y,y")), [IVyl(z,y) = Vyl(z",y)|, < Ld(z,2) + d(y,y")).

From pure to mixed Nash equilibria. Assuming that both players play simultaneously, a pure Nash
equilibrium point is a pair of strategies (z*,y*) € X x Y such that, for all (z,y) € X x Y, l(z*,y) <
(z*,y*) < L(z,y*). Such points do not always exist in continuous games. In contrast, mixed Nash
equilibria (MNE) are guaranteed to exist [Glicksberg, 1952] under Assumption 1. Those distributions
(1, 15) € P(X) x P(Y) are global saddle points of the expected loss L(pix, ty) = [[ €(,y)dpe () dpy (y).
Formally, for all pi, p,y, € P(X) x P(Y),

L, pry) < Lty pry) < L(pas piyy)- (1)
We quantify the accuracy of an estimation (fi, fi,) of a MNE using the Nikaid6 and Isoda [1955] error

NI(fig, fry) = sup  L(fg, ty) — inf  Lwa, fy). 2
(Fizs fiy) L (s fy) o (s fry) (2)

We track the evolution of this metric in our theoretical results (Subsec. 4.2) and in our experiments. We
obtain guarantees on finding e-MNE (ug, p ), i.e. distribution pairs such that NI(u5, p5) < €.



Algorithm 1 Langevin Descent-Ascent (L-DA).

1: Input: IID samples x{, ...,z from g o € P(X), IID samples yg,...,y5 € Y from py 0 € P(Y)
2: fort=0,...,T do

3: fori=1,...,ndo _

4 Sample AWtZ ~ N(071)7 Ii-‘rl = ‘I% - %Z?:l ng(l‘;?yg) + V 277571AW1‘,1'

5 Sample AW/ ~ N(0,1), yiq = yi + £ 301 Vyl(at,yf) + /205~ LAWY

1 n _ 1 n .
s Return pf) 7 = 3700 0gi s My = 5 2oy Oy

=2

3.2 Training dynamics on discrete mixtures of strategies

We study three different dynamics for solving (1). Let us first assume that the two players play finite mixtures
of n strategies i, = Y 1"y Wiy € P(X), py = >0 wydy: € P(Y), where {2*, 4" }ic1.0) are the positions of
the strategies and wy, w,, > 0 are their weights. In the simplest setting, those mixtures are assumed uniform, i.e.
wh = w), =1/n. Flndmg the best 2n strategies involve ﬁndlng a saddle pomt of L{pig, py) = 22 3 > Uiy yj)
Startlng from random independent initial strategies x} = & ~ pa.0, 95 = & ~ 14,0, we may hope that the
gradient descent-ascent dynamics

dx! d )
4:—*ZV€ tayt ﬁ: ngl‘tayt7 V?,E[lln] (3)

finds such a saddle point. Yet this may fail in simple nonconvex-nonconcave games, as illustrated in
Subsec. G.2—the particle distributions collapse to a stationary point that is not a MNE.

To mitigate this convergence problem, we analyse a perturbed dynamics analogous to Langevin gradient

descent. Using the same initialization as in (3), we add a small amount of noise in the gradient dynamics and
obtain the stochastic differential equations

, 1 <& S 92 , 1 & S 2 .
axt = S vt v 2aw, v = 2w v [Ga @)

j=1 j=1

where W}, W} are independent Brownian motions. The discretization of (1) results in Alg. 1; it is similar to
Alg. 4 in Hsieh et al. [2019].

We propose a second alternative dynamics to (3), that updates both the positions and the weights of the
particles, using relative updates for weights. We will show that it enjoys better convergence properties in the
mean-field limit.

dl’i - i i j d %
dtt = —'wa;’tsz(ﬁt,yg), Zw xtayt + K(t) | wy (5)
j=1

and similarly for all y; (fipping the sign of ¢). K(t) =Y }_, Zj 1 w; qwk 0(xt,y!) keeps w,, in the simplex.
We use uniform weights for initialization. When v =0 and a = 1, only the weights are updated: this results
in the continuous-time version of the infinite-dimensional mirror descent studied by Hsieh et al. [2019]. The

Euler discretization of (5) results in Alg. 2

3.3 Training dynamics as gradient flows on measures

The three dynamics that we have introduced at the level of particles induces dynamics on the associated
empirical probability measures. If {x},y]}ic(1,n) is a solution of (3), then i, (t) = £ 327 ,: and py(t) =



Algorithm 2 Wasserstein-Fisher-Rao Descent-Ascent (WFR-DA).
(1 ) B (n)
(')

1: Input: IID samples x from v, ¢ € P(X), IID samples y( ). ,yén) from vy, o € P(Y). Initial

() _ 4

weights: For all ¢ € [1: n] wy’ =1, wy

2: fort=0,...,7 do
5 e, = ) — Y wi Vel g,

4 [w; )t+1 i= 1_[w;)teXp< n' 3 1w(J)€(x Y (])))] ) [ch i1 lici=[w mt+1]z 1/ 25— 1“’y1+1
-1
(1) (1) )
5: vl = e +ndi 1“’ Y g( ’yt izt
6: [w?(j)t+1]ZL 1= [wfﬂ,exp(n Z?:1 w;{lé(xy),ygl)))} > [wil)t+1 fe1= [ Y, t+1]z 1/2;L 1wy f+1
i=1

. s n n (1) ) =n )
7. Return v}, = T+1 Zt:O > i1 wx,T(sxg'j% Vyr = T+1 Zt:o Ei:1 wy,T(Sygp

% Py d,i are solutions of the Interacting Wasserstein Gradient Flow (IWGF) of L:
Ope =V - (1aVaValpy, ),  pa(0) = %Z?:l (;;cgv (6)
Oty = =V (1y Vo Vy(piz,y)),  1y(0) = %Z?:l 6y6

The derivation of (6) is provided in Subsec. G.3. We use the notation V,(u,,z) = %(uw,uy)(x) =
[ 4(z, y)duy(y) for the first variations of the functional £(u, ui,). Holding u, fixed, the evolution of y, is a
Wasserstein gradient flow on L£(-, f1,) [Ambrosio et al., 2005]. We interpret these PDEs in the weak sense, i.e.
equality holds when integrating measures against bounded continuous functions.

The distributions i, (t) = £ 327", 0y and p,(t) = £ Y21, Oy, where {X*,Y"};c(1.n) are solutions of (4)

n

follows a Entropy-Regularized Interacting Wasserstein Gradient Flow (ERIWGF):
at:u/z = vx : (,uaszvw(ﬂyy JJ)) + ﬁ_lAwaa Mw(o) = %Z?zl 6110 (7)
Oy = =V - (/iyvyvy(/l:my)) + ﬁilAy/‘yv ,“y(o) = %2?21 5y3

The derivation of (7) is provided in Lemma 10. It is a system of coupled nonlinear Fokker-Planck equations,
that are the Kolmogorov forward equations of the SDE (4). They correspond to the IWGF of the entropy-

regularized loss Lg(fie, fy) = Lty piy) + B~ H(H (py) — H(11).

Finally, if {z%, 4", w}, w} }ic[1:n) s0lve (9), then pu,(t) = Y27y wi (6, py(t) = 220wy, 6, solve the Interact-
ing Wasserstein-Fisher-Rao Gradient Flow (IWFRGF) of L:
Otz =Va - (HaVaVa(py, ) — ape(Va(py, ©) — L(pa, fry)), p2(0) = Z:l 1 w; 06 ' (8)
Oty = —7Vy - (y Vi Vy(ptz, y)) + iy (Vi (b, y) — Ly b)), 1y (0) = 2501, w), o5y0~

The derivation of (8) is provided in App. A and Lemma 11. The Wasserstein-Fisher-Rao or Hellinger-
Kantorovich metric [Chizat et al., 2015, Kondratyev et al., 2016, Gallouét and Monsaingeon, 2016] is
a metric on the probability space M (X) induced by a lifting to the space P(X x RT) of the form
v = [pr wdr(-,w). If we keep v, fixed, the first equation in (%) is a Wasserstein-Fisher-Rao gradient flow
(slightly modified by the term aupiy £(ftz, pty) to constrain pg in P(X)). The term —opy (Ve (tty, ) — L, fty)),
which also arises in entropic mirror descent, allow mass to ‘teleport’ from bad strategies to better ones with
finite cost by moving along the weight coordinate. Wasserstein-Fisher-Rao gradient flows have been used by
Chizat [2019], Rotskoff et al. [2019], Liero et al. [2018] in the context of optimization.

Initialization of (6), (7) and (8) may be done with the measures fi, 0 and p, o from which {z}}, {yi} are
sampled, in which case the measures p,(t) and p,(t) are not discrete and follow the mean-field dynamics. In
Subsec. 4.3 we link the dynamics starting from discrete realizations to the mean-field dynamics.



4 Convergence analysis

We establish convergence results for the entropy-regularized dynamics and the WFR dynamics.

4.1 Convergence of the entropy-regularized Wasserstein dynamics

The following theorem characterizes the stationary points of the entropy-regularized dynamics.

Theorem 1. Suppose that Assumption 1 holds, that £ € C*(X x V) and that the initial measures iy o, fiy.0
have densities in L*(X), L*(Y). If a solution (uz(t), py(t)) of the ERIWGF (7) converges in time, it must
converge to the point (i, fiy) which is the unique fizxed point of the problem

| 1 e oz
pa(z) = e P dn) - (y) = — BT Hm0) dinal), 9)

T Y

(fiz, fty) is an e-Nash equilibrium of the game given by L when 8 > %log (21;;/5 (2K /e — 1))7 where
Ky :=max, , l(x,y) — ming , {(z,y) is the length of the range of £, § := ¢/(2Lip(¢)) and V5 is a lower bound

on the volume of a ball of radius 6 in X, ).

The proof is in App. C. Theorem 1 characterizes the stationary points of the ERIWGF but does not provide
a guarantee of convergence in time. It implies that if the dynamics (7) converges in time, the limit will be
an e-Nash equilibrium of £, with ¢ = O(1/3) (disregarding log factors). The dynamics (7) correspond to a
McKean-Vlasov process on the joint probability measure p, x p,,. While convergence to stationary solutions
of such processes have been studied in the Euclidean case [Eberle et al., 2019]l, their results would only
guarantee convergence for temperatures 3~ > Lip(f) in our setup, which is not strong enough to certify

convergence to arbitrary e-NE.

There is a trade-off between setting a low temperature 3!, which yields an e-Nash equilibrium with small &
but possibly slow or no convergence, and setting a high temperature, which has the opposite effect. Linear
potential Fokker-Planck equations (that we recover when both players are decoupled) indeed converge
exponentially with rate e=*#* for all 8, with A\ decreasing exponentially with 3 for nonconvex potentials
[Markowich and Villani, 1999, sec. 5|. Entropic regularization also biases the dynamics towards measures
with full support and hence precludes convergence to sparse equilibria even if they exist. This problem does
not arise in the WFR dynamics.

4.2 Analysis of the Wasserstein-Fisher-Rao dynamics

Theorem 2 states that, at a certain time ¢y, the time averaged measures of the solution (v4,v,) of (8) are an
e-MNE, where € can be made arbitrarily small by adjusting the constants «y, a of the dynamics. We define
U, (t) = %fot vz(s) ds and vy (t) = %fot vy(s) ds, where v, and v, are solutions of (8).

Theorem 2. Let € > 0 arbitrary. Suppose that vy o,Vy,0 are such that their Radon-Nikodym derivatives with

respect to the Borel measures of X, are lower-bounded by e‘K;,e*Kz'/ respectively. For any 6 € (0,1/2),

there exists a constant Cs x .k, k;, > 0 depending on the dimensions of X', Y, their curvatures and K, K7,

2
1-6

such that if’y/oz <1, % < (5/057/1»73;,;(&7}(&)

NI(7(to), 7y(to)) <& where to = (ay)~ /2

The proof (App. D) builds on the convergence properties of continuous-time mirror descent and closely
follows the proof of Theorem 3.8 from Chizat [2019]. We explicit the dependency of Csx,y k7, x; on the



dimensions of the manifolds and the properties of the loss £. Notice that Theorem 2 ensures convergence
towards an e-Nash equilibrium of the non-regularized game. Following Chizat [2019], it is possible to replace
the regularity assumption on the initial measures v, o, 1,0 by a singular initialisation, at the expense of using
O(exp(d)) particles. This result is not a convergence result for the measures, but rather on the value of the
NI error. Notice that it involves time-averaging and a finite horizon. Similar results are common for mirror
descent in convex games [Juditsky et al., 2011], albeit in the discrete-time setting.

Theorem 2 does not capture the benefits of transport, as it regards it as a perturbation of mirror descent
(which corresponds to v = 0). When targetting a small error £, we need to set 7 < « because of the bound
on 7/a. In this case, mirror descent is the main driver of the dynamics. However, it is seen empirically
that taking much higher ratios v/« (i.e. increasing the importance of the transport term) results in better
performance. A satisfying explanation of this phenomenon is still sought after in the simpler optimization
setting [Chizat, 2019].

4.3 Convergence to mean-field

The following theorem (proof in App. I) links the empirical measures of the systems (4), (5) to the solutions
of the mean field dynamics (7) and (8) respectively. It can be seen as a law of large numbers. It shows that by
Theorem 3, Alg. 1 and Alg. 2 approximate the mean-field dynamics studied in Subsec. 4.1 and Subsec. 4.2.

Theorem 3. (i) Let p = L3 b6y € C([0,T],P(X)), s = =37 6yw € C([0,T],P(Y)) be the
empirical measures of a solution of (1) up to an arbitrary time T'. Let g, € C([0,T],P(X)), uy € C([0,T], P(Y))
be a solution of the ERIWGF (7) with mean-field initial conditions py(0) = g0, ty(0) = iy 0. Then,

n—oo n— oo

EDV3 (15 45 tha,t) + W3 (1 45 t1y,0)) = 0, BIINI(pz 4, gy 1) = NIpra g 1y.0)|] = 0,
uniformly over t € [0, T). NI is the Nikaido-Isoda error defined in (2).
(it) Let v = Y27 wh 6xw € C([0,T],P(X)), py = > wi yw € C([0,T],P(Y)) be the (projected)

empirical measures of a solution of (5) up to an arbitrary time T. Let v, € C([0,T],P(X)), vy, € C([0,T],P(Y))
be a solution of (8) with mean-field initial conditions ji;(0) = piz,0, fty(0) = piy,0. Then,

n— oo

E[WS(V;:L,U Vo,t) + sz(vg,u Vy,t)] e 0, EHNI(D"J, 1737,15) = NI(Uy 4,0y 1)|] —— 0,

xT

. I, . I,
uniformly over t € [0,T). Uy, Uy, Uy, Vy are the time-averaged measures, as in Theorem 2.

5 Numerical Experiments

We show that WFR and Langevin dynamics outperform mirror descent in high dimension, on synthetic
games. We then show the interests of using WFR-DA for training GANs. Code has been made available for
reproducibility.

5.1 Polynomial games on spheres

We study two different games with losses 4, £, : S?~! x §9~! — R of the form

lo(z,y) =2 Aoz +a Ay +y' Asy +y " As(2?) +ajz +aly
(e,5) = =7 AT Aoz + 2T Avy + 47 AT Agy + a2 + aly,

where Ag, A1, Aa, A3, ag, a1 are matrices and vectors with components sampled from a normal distribution
N(0,1), and 22 is the vector given by component-wise multiplication of z. £} is a convex loss on the sphere,



Figure 1: Nikaido-Isoida errors for L-DA;, WFR-
DA and mirror descent, as a function of the
problem dimension, for a nonconvex loss £,
(left) and convex loss ¢ (right). L-DA and
WFR-DA outperforms mirror descent for large
dimensions. Values averaged over 20 runs after

10 +—--r-o— — .y 30000 iterations. Error bars show standard
Dimen® 1 2 4 8 16 32 1 2 4 8 16 32 deviation acCross runs.
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Figure 2: Training mixtures of GANs over a synthetic mixture of Gaussians in 2D. WFR-DA converges
faster with models with low number of parameters, and similar performance with over-parametrized models.
Mixtures naturally perform a form of clustering of the data. Errors bars show variance across 5 runs.

while ¢, is not. We run Langevin Descent-Ascent (updates of positions) and WFR Descent-Ascent (updates of
weights and positions), and compare it with mirror descent (updates of weights).We note that the computation
of the NT error (2) entails solving two optimization problems on measures, or equivalently in parameter space.
We solve each of them by performing 2000 gradient acsent runs with random uniform initialization and
selecting the highed minimum final value. This gives a lower bound on the NI error which is precise enough
for our purposes. We perform time averaging on the weights of mirror descent and WFR-DA, but not on the
positions of WFR-DA because that would incur an O(t) overhead on memory.

Results. Wirror descent performs like WFR-DA in low dimensions, but suffers strongly from the curse of
dimensionality (Figure 1). On the other hand, algorithms that incorporate a transport term keep performing
well in high dimensions. In particular, WFR-DA is consistently the algorithm with lowest NI error. Notice

that the errors in the n = 50 and n = 100 plots do not differ much, confirming that we reach a mean-field
regime.

5.2 Training GAN mixtures

We now use WFR-DA to train mixtures of generator networks. We consider the Wasserstein-GAN [Arjovsky
et al., 2017] setting. We seek to approximate a distribution Pgat. with a distribution G, defined as the
push-forward of a noise distribution N (0,I) by a neural-network g,. The discrepancy between Pga. and G,
is estimated by a neural-network discriminator f,, leading to the problem

minmax (2, y) = Eapy [y (@)] = Eeono,n [y (92(2))]-

We lift this problem in the space of distributions over the parameters z and y (see Subsec. G.4), that we
represent through weighted discrete distributions of Z _q Wz )595( » and Zqﬂ wg(f )6y(j). We solve

i () (J)g (1) 49
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Figure 3: Training mixtures of GANs over CIFAR10. We compare the algorithm that updates the mixture
weights and parameters (WFR-DA flow) with the algorithm that only updates parameters (W-DA flow).
Using several discriminators and a WFR-DA flow brings more stable convergence. Each generator tends to
specialize in a type of images. Errors bars show variance across 5 runs.

using Alg. 2, where A? is the g-dimensional simplex. The optimal generation strategy corresponding to an
equilibrium point (z*);, w,, (y)) j; Wy is then to randomly select a generator g,, with I sampled among [n]
with probability wg(f), and use it to generate g, (¢), with € ~ N(0, I). Training mixtures of generators has
been proposed by Ghosh et al. [2018], with a tweaked discriminator loss. Our formulation only involves a
lifting in the space of measures, and uses a new training algorithm.

Results on 2D GMMs. We first set Pgata to be an 8-mode mixture of Gaussians in two dimensions.
We use the original W-GAN loss, with weight cropping for the discriminators ( fy<,-))j. We measure the
interest of using mixtures when a single generator g, cannot fit Pgata (single-layer MLP), and when it
can (4-layer MLP). We report results in Figure 2, measuring the log likelihood of G, for the GMM during
training. The WFR dynamic is stable even with few particles. When training under-parametrized generators,
using mixtures permits faster convergence (in terms of generator updates). In the over-parametrized setting,
training a single generator or a mixture of generators perform similarly. WFR-DA is thus useful to train
mixtures of simple generators. In this setting, each simple generator identifies modes in the training data,
doing data clustering at no cost (Figure 2 right).

Results on real data. We train a mixture of ResNet generators on CIFAR10 and MNIST. We replace the
position updates in Alg. 2 by extrapolated Adam steps [Gidel et al., 2019] to achieve faster convergence, and
perform grid search over generator and discriminators learning rates. Convergence curves for the best learning
rates are displayed in Figure 3 right, measuring test FID [Heusel et al., 2017]. With a sufficient number
of generators and discriminators (G > 5, D > 2), the model trains as fast as a normal GAN. WFR-DA is
thus stable and efficient even with a reasonable number of particles. Using the discretized WFR versus
the Wasserstein flow provides a slight improvement over updating parameters only. As with GMMs, each
generator trained with WFR-DA becomes specialised in generating a fraction of the target data, thereby
identifying clusters. Those could be used for unsupervised conditional generation of images.

6 Conclusions and future work

We have explored non-convex-non-concave, high-dimensional games from the perspective of optimal transport.
As with non-convex optimization, framing the problem in terms of measures provides geometric benefits, at
the expense of moving into non-Euclidean metric spaces over measures. Our theoretical results establish
approximate mean-field convergence for two setups: Langevin Descent-Ascent and WFR D-A, and directly
applies to GANSs, for mixtures of generators and discriminators.

Despite the positive convergence guarantees our results are qualitative in nature, i.e. without rates. In the
entropic case, the unfavorable tradeoff between temperature and convergence of the associated McKean-Vlasov
scheme deserves further study, maybe through log-Sobolev-type inequalities [Markowich and Villani, 1999]. In



the WFR case, we lack a local convergence analysis explaining the benefits of transport observed empirically,
perhaps leveraging sharpness Polyak-F.ojasiewicz results such as those in [Chizat, 2019] or [Sanjabi et al., 2018].
Finally, in our GAN formulation, each generator is associated to a single particle in a high-dimensional product
space of all network parameters, which is not scalable to large population sizes that would approximate their
mean-field limit. A natural question is to understand to what extent our framework could be combined with
specific choices of architecture, as recently studied in [Lei et al., 2019].

10



Broader impact

We study algorithms designed to find equilibria in games, provide theoretical guarantees of convergence and
test their performance empirically. Among other applications, our results give insight into training algorithms
for generative adversarial networks (GANSs), which are useful for many relevant tasks such as image generation,
image-to-image or text-to-image translation and video prediction. As always, we note that machine learning
improvements like ours come in the form of “building machines to do X better”. For a sufficiently malicious
or ill-informed choice of X, such as surveillance or recidivism prediction, almost any progress in machine
learning might indirectly lead to a negative outcome, and our work is not excluded from that.
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A Lifted dynamics for the Interacting Wasserstein-Fisher-Rao Gra-
dient Flow

Recall the IWFRGF in (8), which we reproduce here for convenience.

at,umc =7V (,U;cvﬁcvx(:uyvx)) - a,ua:(vac(,ufyvx) - E(,fo;.uy))a ﬂw(o) = Hzx,0
Oupry = =vVy - (1yVyVy (i, y)) + apiy(Vy(pa, y) — Lk, py))s 1y (0) = py0

Given v, € P(X x RT) define pi, = [, wy dve(-,w,) € P(X), that is

| o@ dun@) = [ wopla) doiewn),

for all ¢ € C(X). Given v, € P(Y x R"), define p, = [, wy dvy(-,w,) € P(Y) analogously. We say that
Vg, vy are “lifted” measures of y,, py, and reciprocally p, i1, are “projected” measures of v, vy.

By Lemma | below, we can view a solution of (8) as the projection of a solution of the following dynamics on
the lifted domains X x Rt and Y x R*:

(10)

6tl/x = vwm,x . (ng;ty (x7wx))7 Vx(o) = Uz0 X 5wz=1
Opvy = *va,y (VyGu. (Y, wy)),  vy(0) = iy 0 X 5w,,:1

where

G, (3’3’ wm) = (O‘wm(vx(ﬂyvx) - L(Nm;ﬂy))a'}/vzvx(ﬂyvx)))v
G s wy) = (0wy (Vy (pa, ®) = L(pas py)), ¥V Vy (15 9)))-

Lemma 1. For a solution v, : [0,T] — P(X x RT), v, : [0,T] = P(Y x RT) of (10), the projections i, jiy,
are solutions of (8).

That is, given any ¢, € C}(X), ¢, € C*(Y), we have

L]
dt J
d

i Lo dm =7 [ Vo) Vi) diy o o)Vl ) — £t iy, Y

oo(@) dpts = — /X V() - VaValjiy ) dpta — a /X (@) (Vi (s 2) — £t 1)) i

,ua:(o) = Hz,0, /”'y(o) = Hy,0

From (10) in the weak form, we obtain that given any 1, € C1(X x RT),¢, € C1(Y x RT),

d
pn Yo (x,wy) dvg(x, wy) = / =YV (z,wy) - Vi Vi, x)

X xR+ X xR+

dip,
— QWy dw (x,wz)(vx(,uy,x) - E(erﬂy)) dpig,

d _ (12)
dt Yy (y, wy) dvy(y, wy) = YV oy ¥y (Y, wy) - Vi Vy (pa, )

Y xRt Y xR+

dyp
+ awy (g, wy) (Vs y) = L(1as 1)) dpy,

Vg (0) = Hz,0 X 5wm:1, I/y(O) = /uLywo X 5wy:1~
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Taking thy (2, we) = watpa (), Yy (y, wy) = wypy(y) yields

d
o wx@x(x) dVac(zywac) = / *'wavm@x(x) : vanc(:ufyvx)
X xRt X xRt
— awgz () (Va (tiy, ) — L(ptzs py)) dpiz, (13)
d
at wy%(y, wy) dyy(yawy) = / ’wavy@y(y) : vyVy(an y)
VxRt VxRt

+ awy oy (Y) (Vy (e, y) — Lt f1y)) dity.

Notice that (13) is indeed (11).

B Continuity and convergence properties of the Nikaido-Isoda error

Lemma 2. The Nikaido-Isoda error NI: P(X) x P(Y) — R defined in (2) is continuous when we endow
P(X),P(Y) with the topology of weak convergence. Specifically, it is Lip(£)-Lipschitz when we use the distance
Wit ) + W (s 1) between (e, 1y) and (s i) in P(X) x PD).

Proof. For any fi,, the function V,(uy,-) : X — R defined as x — [ £(x,y) dp, is continuous and it has the
same Lipschitz constant Lip(¢) as . Hence, for any i, ul, € P(X),

sup  L(pz, pry) —  sup  L(ug,py) = sup /Vz(ﬂyax)dﬂz* sup /Vm(uy,x)du’z

Huy€P(Y) uy €P(Y) uy €P(Y) py€PY)

< sup / Vi (thy, x)dpy, +  sup / Vi (py, ©)d(pte — ) —  sup / Vi (pay, x)dpa,
uy €P(Y) 1y €P(Y) pry€PY)

= sup /Vz(ﬂyvx)d(um — 1) < Lip(O)Wh (e, ;)
;LHGP(:)/)

The same inequality interchanging the roles of g, pi;, shows that |sup, cp(y) Ltz thy)—SUp,, ep(y) L1y, ty)| <
Lip()W1 (po, 14),) holds. An analogous reasoning for #(u,,-) : Y — R and the triangle inequality complete
the proof. O

Lemma 3. Suppose that (42 )nen s a sequence of random elements valued in P(X) such that
E[Ws (1, pra)] == 0,

where pu, € P(X). Analogously, suppose that (MZ)nGN is a sequence of random elements valued in P(Y) such
that

where p, € P(Y).

Then,

n— oo

E[|NI(py s bty ) — NI(pay py))|]] —— 0

Proof. First, y
1/2
B (3 p12)] < BV (12 )] < (EDVE (i a)]) (14)
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which results from two applications of the Cauchy-Schwarz inequality on the appropriate scalar products. An
analogous inequality holds for EDV: (uy, 1y)]. Hence, by Lemma 2,

BIINI(, 15) — Nt )] < Lip OBV )+ W )]
<ip(e) ( (B etp)) "+ (EVR G2 ) )
< Lip(0V2 (EDV3 (1)) + EDVS i)

where the second inequality uses (14) and the third inequality is another application of the Cauchy-Schwarz
inequality. Since the right hand side converges to 0 by assumption, this concludes the proof. O

C Proof of Theorem 1

We restate Theorem 1 for convenience.

Theorem 1. Suppose that Assumption | holds, that £ € C**(X x Y) for some o € (0,1) and that the initial
measures fiz o, Hy,0 have densities in L*(X), L*(Y). If a solution (. (t), py(t)) of the ERIWGF (7) converges
in time, it must converge to the point (fiy, fly) which is the unique fized point of the problem

1 1
pal) = e P AED A () — BT e dia(2)
Z. Z,

(fiz, fty) is an e-Nash equilibrium of the game given by L when 8 > %log (2%(2[(@/5 - 1))7 where
Ky :=max, , l(x,y) — ming , {(z,y) is the length of the range of £, § := ¢/(2Lip(¢)) and V5 is a lower bound

on the volume of a ball of radius 6 in X, .
Theorem 1 is a consequence of the following three results, which we prove separately.

Theorem 4. Assume X,Y are compact Polish metric spaces equipped with canonical Borel measures, and
that £ is a continuous function on X x Y. Let us consider the fized point problem

pz(T) Ziefﬁff(%y) dpy (y)
pyy) = Ziceﬁ IRICED) dux(x)’
v

where Z, and Z, are normalization constants and p,p, are the densities of pg, . This fized point
problem has a unique solution (fi,,ft,) that is also the unique Nash equilibrium of the game given by

Lg(pras pry) £ L, py) + B (H (1) — H (1))

Theorem 5. Let K, := max, , {(x,y) — min, , £(z,y) be the length of the range of {. Let e > 0, § :=
e/(2Lip(¢)) and Vs be a lower bound on the volume of a ball of radius § in X,Y. Then the solution (fiz, fiy)
of (9) is an e-Nash equilibrium of the game given by L when

1-Vs

B> glog <2 (2K, /e — 1)) .

Theorem 6. Suppose that Assumption 1 holds and £ € C>*(X x V) for some a € (0,1), i.e. the second
derivatives of £ are a-Hélder. Then, there exists only one stationary solution of the ERIWGF (7) and it is
the solution of the fized point problem (9).
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C.1 Proof of Theorem 4: Preliminaries

Definition 2 (Upper hemicontinuity). A set-valued function ¢ : X — 2Y is upper hemicontinuous if for
every open set W C Y, the set {x|p(x) C W} is open.

Alternatively, set-valued functions can be seen as correspondences I' : X — Y. The graph of T" is Gr(T") =
{(a,b) € X xY|b€T'(a)}. T is upper hemicontinuous, then Gr(I') is closed. If Y is compact, the converse
is also true.

Definition 3 (Kakutani map). Let X and Y be topological vector spaces and ¢ : X — 2¥ be a set-valued
function. If'Y is convex, then ¢ is termed a Kakutani map if it is upper hemicontinuous and @(x) is
non-empty, compact and convex for all v € X.

Theorem 7 (Kakutani-Glicksberg-Fan). Let S be a non-empty, compact and convex subset of a Hausdorff
locally convex topological vector space. Let ¢ : S — 2° be a Kakutani map. Then ¢ has a fized point.

Definition 4 (Lower semi-continuity). Suppose X is a topological space, xo is a point in X and f: X —
R U {—00,00} is an extended real-valued function. We say that f is lower semi-continuous (l.s.c.) at xq if for
every € > 0 there exists a neighborhood U of xg such that f(x) > f(xg) — e for all x in U when f(zq) < +o0,
and f(x) tends to +00 as x tends towards xo when f(xg) = +00.

We can also characterize lower-semicontinuity in terms of level sets. A function is lower semi-continuous if
and only if all of its lower level sets {x € X : f(x) < a} are closed. This property will be useful.

Theorem 8 (Weierstrass theorem for l.s.c. functions). Let f : T — (—o0,+0o0] be a l.s.c. function on a
compact Hausdorff topological space T'. Then f attains its infimum over T, i.e. there exists a minimum of f
i T.

Proof. Proof. Let ap = inf f(T). If oy = +o00, then f is infinite and the assertion trivially holds. Let
ag < +00. Then, for each real @ > «v, the set {f < a} is closed and nonempty. Any finite collection of such
sets has a nonempty intersection. By compactness, also the set (), {f < a} ={f < ao} = fap) is
nonempty. (In particular, this implies that «q is finite.) O

Remark 1. By Prokhorov’s theorem, since X and ) are compact separable metric spaces, P(X) and P(Y)
are compact in the topology of weak convergence.

C.2 Proof of Theorem 4: Existence

Lemma 4 and 5 are intermediate results, and Lemma 6 shows existence of the solution.

Lemma 4. For any py € P(Y), Ls(-, tty) : P(X) = R is lower semicontinuous, and it achieves a unique
manimum in P(X). Moreover, the minimum my(p,) is absolutely continuous with respect to the Borel measure,
it has full support and its density takes the form

dma(py) v 1 g L@ydu
d(t (x) B le«y ‘ y’ (15)

where Zuy is a normalization constant.

Analogously, for any py € P(X), =L (g, ) : P(Y) = R is lower semicontinuous, and it achieves a unique
minimum in P(Y). The minimum my(pg) is absolutely continuous with respect to the Borel measure, it has
full support and its density takes the form

dmy (pa) (y) = L B[ L(zy)dus

dy 76

Hax

where Z,,, is a normalization constant.
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Proof. We will prove the result for L£g(-, 1ty), as the other one is analogous. Let dz denote the canonical
Borel measure on X, and let p be the probability measure proportional to the canonical Borel measure, i.e.

% = Vol( POk Notice that vol(X) is by definition the value of the canonical Borel measure on the whole X'.
We rewrite

L, py) = // Uz, y)dpydps + 571 /log (du"”) dpie + B~ H (1)

// (x,y)dpydps + 8~ /lo (
_ // () — 6~ log (vol(X)) ) dpydpis + 5~ /log (d(Z;) dpts + 57 H (1)

Notice that the first term in the right hand side is a lower semi-continuous (in weak convergence topology)
functional in p, when p, is fixed. That is because it is a linear functional in 1, with a continuous integrand,
which implies that it is continuous in the weak convergence topology. The second to last term can be seen as
the relative entropy (or Kullback-Leibler divergence) between pu, and p:

dpa
Hﬁ(/-’/ac) = /10g< C/l; ) dfiy

The relative entropy Hj(ue) is a lower semi-continuous functional with respect to p, (see Theorem 1 of
Posner [1975], which proves a stronger statement: joint semi-continuity with respect to both measures).

)dum B H ()

Therefore, we conclude that L£s(-, 1y) (with p,, € P(Y) fixed) is a Ls.c. functional on P(X). By Theorem &
and using the compactness of P(X), there exists a minimum of Lg(-, p1y) in P(X).

Denote a minimum of Lg(-, fty) by fiz. fi, must be absolutely continuous, because otherwise —3~'H (ji,)
would take an infinite value. By the Euler-Lagrange equations for functionals on probability measures, a
necessary condition for /i, to be a minimum of Lg(-, i) is that the first variation W(MJ)( ) must take
a constant value for all € supp(/i,) and values larger or equal outside of supp(fi,). The intuition behind
this is that otherwise a zero-mean signed measure with positive mass on the minimizers of %';”y)(ﬂx) and
negative mass on the maximizers would provide a direction of decrease of the functional. We compute the
first variation at fi,:

P ) ) = 5o ([ Lo = 57 o) + 57 H )

— [ Ll + 5710 (B )

We equate [€(z,y)dp, + B" 1og(d“1( )) = K, Va € supp(fi;), where K is a constant. The first variation
g

must take values larger or equal than K outside of supp(fi,), but since log(“%= (x)) = —oo outside of supp(fi.),

we obtain that supp(fi,) = X. Then, for all z € X,

dﬂw( )= ¢ A Llzy)duy +5K Le*ﬁfL(w,y)duy
dx Hy

where Z,, is a normalization constant obtained from imposing Ik dd%(x) dx = [1dji, = 1. Since the necessary
condition for optimality specifies a unique measure and the minimum exists, we obtain that m, () = fi5 is
the unique minimum. An analogous argument holds for m,,(fi,) O

Lemma 5. Suppose that the measures (fiy.n), ey and py are in P(Y). Recall the definition of m, : P(Y) —
P(X) in equation (15). If (py, ")nGN converges weakly to pu,, then (my(fy.n)), ey converges weakly to my (i),
i.e. my is a continuous mapping when we endow P(Y) and P(X) with their weak convergence topologies.

The same thing holds for m, and measures (fzn), ey and pz on X.
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Proof. Given z € X, we have [{(z,y)duyn — [ €(x,y)dp,, because £(x,-) is a continuous bounded function
on ). By continuity of the exponential function, we have that for all z € X, e 2/ @) dnyn _y =B [ t@y)dpy
Using the dominated convergence theorem,

/ efﬂff(z,y)duy,ndxﬁ/ e~ B y)dpy g,
X X

We need to find a dominating function. It is easy, because Vn € N, Vo € X, e 8/ {@v)diyn L o=Bming yexxy L(z.y)
And [, e AminG yexxy (@) gy = e=AMine yexxy =Yyl (X) < co. By the Portmanteau theorem, we just
need to prove that for all continuity sets B of mg(p,), we have mg(f1y.n)(B) = mg(py)(B). This translates

to

fB 6_6 fe(xay)dﬂy,n d.’,U fB e_ﬂ fé(x,y)duy d.’L‘
[ e BTy - [ e BTy iy

We have proved that the denominators converge appropriately, and the numerator converges as well using the
same reasoning with dominated convergence. And both the numerators and the denominators are positive
and the numerator is always smaller denominator, the quotient must converge. O

Lemma 6. There exists a solution of (9), which is the Nash equilibrium of the game given by Lg.

Proof. We use Theorem 7 on the set P(X) x P(Y), with the map m : P(X) x P(Y) — P(X) x P(Y) given
by m(ta, tty) = (Ma(py), my(pz)). The only condition to check is upper hemicontinuity of m. By Lemma 5
we know that mg,m, are continuous, and since continuous functions are upper hemicontinuous as set valued
functions, this concludes the argument. Indeed, we could have used Tychonoff’s theorem, which is similar to
Theorem 7 but for single-valued functions. O

C.3 Proof of Theorem 4: Uniqueness
Lemma 7. The solution of (9) is unique.

Proof. The argument is analogous to the proof of Theorem 2 of Rosen [1965]. Suppose (fig,1, tty,1) and
(Ha,2, by 2) are two different solutions of (9). We use the notation Fi (g, tty) = La(te, ty)s Fo(tia, ty) =
—Ls(g, tty). Hence, there exist constants K, 1, Ky 1, K, 2, Ky 2 such that

5F 0F,

x,15 Ka: = O, x,1 K :07
o (1,15 py1) () + K1 5, (t,15 py 1) (y) + Ky 1
0F 0Fy
ey Kpo=0,—2(tgo, K,5=0
5, (12,25 py,2) () + Kz 2 5, (12,2, py,2) (y) + Ky 2

On the one hand, we know that

OF: OF:
(a1 1) (@) A2 — 1) + / 2 (b1 119,2) (y) dpry2 — piy1)
Ly Oty
OF; OF:
+ / 71(/%,27/11;,2)(%) d(uz,l - Mw,2) + / 72(/%,27/17;,2)(1/) d(My@ - My72)
= - /Km,l d(ﬂm,Z - ,um,l) - /Ky,l d(ﬂyﬂ - Nyyl)

- /Kx,2 d(Mx,l - /Jx,2) - /Ky,Q d(ﬁbyyl - My,2) =0
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We will now prove that the left hand side of (16) must be strictly larger than 0, reaching a contradiction. We
can write

OF, OF,
S oty 2)(@) = 5 (1, p0) ) = / L(e.y) d(y — piy1)

+ 87 (log (. 2()) — log (1 (2))),
(M‘TQ’MZ/,Q)(Q:) - g%(:u’z,h,uy,l)(x) = _/L(‘T7y) d(ﬂw,? - Mw,l)

+ 57 (log(py,2(w)) — log (py,1()))

oF,
Opty

Hence, we rewrite the left hand side of (16) as

// L(;v,y) d(My,z - ,uy,l)d(uz,Q - Mz,1) + 5_1 /(log(,uw,g(x)) - IOg(,uz,l(x))) d(Mz,z - Mz,1)
// z,Y) d(pz,2 — pa1)d(thy2 — py1) + 67 / log(py,2(2)) — log(py,1(2))) d(ty,2 — py,1)

(Huz 1(/%’ 2) + Hﬂz z(luz 1) + Huy 1(My 2) + H;Ly 1(Ny 2))

Since the relative entropy is always non-negative and zero only if the two measures are equal, we have reached
the desired contradiction. O

C.4 Proof of Theorem 5

We will use the shorthand V,(z) = V,(fiy)(z) = [ L(z,y)di, Vy(y) = V,(i:)(y) = [ L(z,y)dfiy. Since
{:X x)Y — R is a continuous function on a compact metric space, it is uniformly continuous. Hence,

Ve > 0,36 > 0 st. \/d(z,2)2 +d(y,y')2 <6 = |l(z,y) — L', y)| <e

Which means that
dwa) <5 = [Va(a) |—\/ (e,y) — € y))dy| < <

This proves that V, is uniformly continuous on X (and V, is uniformly continuous on Y using the same
argument).

We can write the Nikaido-Isoda function of the game with loss £ (equation (2)) evaluated at (fis, fiy) as
NI(fiz, fry) = L{fia fry) = min{ L(pi, fiy)} + (— L, fry) + m3xX{ LB 1) })
x Y

[ Vi(2)e Ve dy V() 4 — [V, (y)ePVv®ay (17)
= — min T
[ e AVa@)dy zel; [ BV dy yeCs

The second equality follows from the definitions of £, V,, V. We observe that in the right-most expression
the first two terms and the last two terms are analogous. Let us show the first two terms can be made smaller
than an arbitrary € > 0 by taking 8 large enough; the last two will be dealt with in an analogous manner.
Let us define Vw(x) =V (2) — ming e, Va(2).

f Vx(l‘)e—BVm(f)d f(VJ,(x) — ming e, Vw(x’))e‘ﬁvw(“f)dx
— min V,(z) =
[ e PVal@)dz 2€C; [ e BVa(®)dy

_ [ Va(z)eFV=) (ﬂmmss/z} T2t @<ey T 1{e<Vz<w>}) de
J e PO g ycepmydr + [Py i ycayda + [P0y oy da

(18)
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Let us define

—BVa (I)]l{f/z (m)<5/2}dx,

UV (2)<e/2y = / €
and gy, ;o (2)<e} A0 Gy, () analogously.

Similarly, let

TV (e)<e/2) = / Vio(@)e POy ey,
and Tt /2< T (2)<e} and Teai,(2)} analogously.

Let
q{5/2<\7$(w)<5}

ﬁ =
UV, (2)<e/2y T Ye/2<Vu(@r<er T Ue<Va(a)}

Then, we can rewrite the right-most expression of (18) as

" (Va(@)<e/2) T T{e/2<Vi(@)<e} T T{e<Vaul@)}

U7, (2)<e/2) T Uej2<V(@)<ey T YoV ()}
Me/2<Veli<e) | (1-5) T (Ve (@)<e/2) T {e<u(@)}
Ue/2<V, (z)<e} U7, (2)<e/2r T Ue<Vu(@)}

(19)

=p

Since V(z) < ¢ in the set {z|e/2 < V,(z) < &}, Tie/2<V(z)<e} Ue 2V (z)<e} S E-

Let @min be such that V(zpyin) = mingec, V(x) (possibly not unique). By uniform continuity of V., we know
there exists d > 0 (dependent only on &) such that B(zmin,d) C {z|Vy(z) < &/2}. The following inequalities
hold:
€
T{a(@)<e/2) S 3UT(0)<e/2p

MeVu(oy S (maxVo(2) — min Vo (2))4pecv, o)y < (max Liz,y) —min L(z,9))q. v, @) (20)

= KLy, (2)}-

where we define K, = max, , ¢(x,y) — min, , ¢(x,y). Using (20), we obtain

"Va(@)<e/2y T Te<tu@) 397, (0)<e/2y T KLq{am(m)}.

U7, (2)<e/2t T YoV (o)} U7, (2)<e/2} T Ye<iu(@)}

If the right-hand side is smaller or equal than ¢, then equation (19) would be smaller than € and the proof would
be concluded. For that to happen, we need (KZ—E)Q{S<V.E(I)} < 5UT(0)<e2y = q{%(m)gs/z}/q{sd}w(z)} >
2(K¢/e —1). The following bounds hold:

VOI(B(xlnin, 5))67’3(min"”€c1 Va (1)+E/2),
(1 o VO](B@Smina 5)))6—,3(minmecl Vx(“’)‘i‘&)_

UV, (z)<e/2} 2
<

q{5<‘7r (I)}
Thus, the following condition is sufficient:
Vol(B(Zmin, 9))

Be/2 > _
T Vol(Blamm0)) = 2UHe/e=1).

Hence, if we take

2 1 — Vol(B(%min, 0

55 2 1og (1= VOUB (i, 5)
€ Vol(B(%min, 9))

then (fis, fy) is an e-Nash equilibrium. Since we have only bound the first two terms in the right hand side

of (17) and the other two are bounded in the same manner, the statement of the theorem results from setting
e=¢/2in (21).

(K /e - 1)) (21)
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C.5 Proof of Theorem 6

First, we show that any pair fi., fi, such that

A (x) = ie*ﬁﬂ(ﬂﬁ,y) dfiy (y) %(y) _ ieﬁ‘f[(z’y) djia (z)

dx Zy T dy Z,

7

is a stationary solution of (7). Denoting the Radon-Nikodym derivatives
see that

e dity
d

=y by pz, py, it is sufficient to

{0 =V,.- (ﬁzvmvm(/‘y’ z)) + BilAmﬁm (22)

holds weakly. And

Vafe = Zie*ﬂf @) dity () (6% / Uz,y) dﬂy(y>) = eV Valfiy, ),

x

N 1 x iy (x ~ A ~
Yy

implies that (22) holds.
Now we will prove the converse. Suppose that fi,, i, are (weak) stationary solutions of (7). That is, if
s € C*(X),p, € C?(Y) are arbitrary twice continuously differentiable functions, the following holds

0= /X (— /y Van(2) - Voll(z,y) diy + - Aw%(x)> dfia "

O/y(/X ~Vyey(y) - Vyl(z,y) dﬂmﬁlAywy(%y)> df

(23) can be seen as two measure-valued stationary Fokker-Planck equations. We want to see that they have
densities and that the densities satisfy the corresponding classical stationary Fokker-Planck equations (22).
Works in the theory of PDEs have studied sufficient conditions for measure-valued stationary Fokker-Planck
equations to correspond to weak stationary Fokker-Planck equations, and further to classical stationary
Fokker-Planck equations. See page 3 of Huang et al. [2015] for a more detailed explanation on the two steps.
That measure-valued stationary correspond to weak stationary solutions is shown in Theorem 2.2 of Bogachev
et al. [2001]. That weak stationary solutions are classical stationary solutions requires that the drift term is
in Cﬁ)’g‘ (locally a-Holder continuous with exponent 1), meaning that it is in C! and that its derivatives are
a-Holder in compact sets. The result follows from the theory of Schauder estimates. Differentiating under

the integral sign, the drift terms — fy Vol(x,y) diiy, [ Vyl(z,y) dfiy fulfill the condition if £ € C*°.

D Proof of Theorem 2

Recall the expression of an Interacting Wasserstein-Fisher-Rao Gradient Flow (IWFRGF) in (8):

e =7V (1 Ve Valpy, x))

_O‘Nz(vz(/J'ZN x) — L(Hz, Ny))v pa(0) = a0
Opy = -V~ (Myvyvy<ﬂway))

+opy (Vy(pa,y) — Ltz by)),  11y(0) = py,0

The aim is to obtain a global convergence result like the one in Theorem 3.8 of Chizat [2019]. First, we will
rewrite Lemma 3.10 of Chizat [2019] in our case.
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Lemma 8. Let umuy be the solution of the IWFRGF in (8). Let Wys by, be arbitrary measures on X, ).

Let fi,(t f te(s) ds and [iy(t) = %fot ly(s) ds. Let || - | g be the bounded Lipschitz norm, i.e.
IfllBL = ||f||<>o + sz(f) Let

Qo (1) = b Sl = ell e + 'H(u, Ho) (24)
with © = X or ). Let
1 .
B= 3 (mergayxeyﬁ(m y) — zer)r(une £z, y)) + Lip(?) (25)
Then,
L(fa(t), py) — Ly, fy () < BQus o (Bt) + BQus 41, o (aBt) + vB?t (26)

Proof. The proof is as in Lemma 3.10 of Chizat [2019], but in this case we have to do everything twice.
Namely, we define the dynamics

dpg e
dus
dty ==V - (15 VVy iz, y))

initialized at p5(0) = pg o, p5(0) = pg o arbitrary such that ug o and pg  are absolutely continuous with
respect to iz 0 and piy o respectively.

Let us show that

) = [ S ) d - ) (1)

where H(pS, p,) is the relative entropy, i.e.

d d -
p5 being the Radon-Nikodym derivative dys /dpi,.

Assume to begin with that p$ remains absolutely continuous with respect to py, through time. We can write

d (4 _ d €
G [es@pi@aunte) = 5 [e@di)
We can develop the left hand side into

d

dt 901( )p;(x)dlul(x) =

=YV (pz(7)p5 (7)) - VVi(py, T)dpe ()
_O“P:c(z)p;(x)(vx(ﬂyz x) - E(Nza Hy))dﬂw(x)
0 (2) 222 (2) o ()

/
/
/
— [ ATes @pila) + () VB ) - TVt ) ds(o)
/
/

— iy () pg (2) (Va (p1y, ) = L, i) ()
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and the right hand side into

& [e@iic@) = [ 190u(0) TValiay 21 (0)

Note that comparing terms, we obtain

/ o (B)VE () - TV, ) i ()

= /O‘@x(x)p;(z)(vx(.“va) - L(Hmvﬂy)) - 9096(1') 6(;? (:r) dﬂx(gj)

Since ¢, is arbitrary, it must be that

=YV (@) - VVi(py, ) = apy(2) (Ve (py, ©) = L(ptas py)) = %pi(fﬂ) (28)

holds p,-almost everywhere. Now,

G [os(e2) i == [V (log (52(2)) - WValay.0) di (o)

dt
! c . x) dys(x

== [V ) TVl 2) di ()

= [0htia) = Elpenie) i) = [ Tt (o)
Here,

| st @iie) = [ i@ =0
And since
oL
E(vauy) = E(Mwﬂy)(m) dpiy,

the first term yields (27). We assumed that pZ existed and was regular enough. To make the argument
precise, we can define the density of xS with respect to p, to be a solution pg of (28), and thus specify ug.

Now, recall that p is an arbitrary measure in P(X). By linearity of £ with respect to p,,
g

/%(um, p) (@) A, = piz) = / %(Nraﬂy)(x) Ay = ) + / %(M’My)(x) ) (29)

* oL € K
< —(Llpas pry) = L1, py)) + ”W(ﬂmaﬂ’y)”BL”uz — wellBe

Notice that we can take H%(ﬂx:ﬂy)HBL to be smaller than B (defined in (25)). If we integrate (27) and
(29) from 0 to t and divide by ¢, we obtain

1/ 1t
i [ L0 (o) ds =4 [ LGt s) s
0 0
1 B [ (30)
< o 0ume0) = MOS0 e 0) + [ = i,
We bound the last term on the RHS:
B ¢ * || % * || % B ¢ *
r HM; - Mz||BL ds < B”Mi,o - Um”BL +— HM;,O - M;HBL ds (31)
t Jo t Jo
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And

I15.6) — bl = / pawso - = s [ [
|\f\|BL<1 fGC'Z(X) IfllBL<1, fGCZ(X) §
(32)
- [ VR ) i) s < [ [ i) as =
|\f\|BL<1 fGC'2
Also, by linearity of £ with respect to fi,,
1 t
1 | 2 o)) s = =0, 1) (33)
If we use (31), (32) and (33) and the non-negativeness of the relative entropy on (30), we obtain:
1 _ H(pg 0 Ha,0) " B2y
+ [ ) s)) ds = £y o) < T g+ B0 (e
0 ot 2
1 _ o Hu505 y0) . By
3 [ o) o) st L0005 < P gl P @)

Equation (35) is obtained by performing the same argument switching the roles of x and y, and £ by —L.
By adding equations (34) and (35) and considering the definition of Q in (24), we obtain the inequality (206).

O

Notice that by taking the supremum wrt 7, uy on (26) we obtain a bound on the Nikaido-Isoda error of

(Ha (1), iy (1)) (see (2)).

Next, we will obtain a result like Lemma E.1 from Chizat [2019] in which we bound Q. The proof is a
variation of the argument in Lemma E.1 from Chizat [2019], as in our case no measures are necessarily sparse.

Lemma 9. Let © be a Riemannian manifold of dimension d. Assume that Vol(By .) = e K& for all 6 € O,

where the volume is defined of course in terms of the Borel measure' of ©. pr = M is the Radon-Nikodym

derivative of pg with respect to the Borel measure of ©, assume that p(6) > —K for all 8 € ©. The function
Qur 1o (T) defined in (24) can be bounded by

1
Qe uo (1) < —(1 —logd +logr) + —(K + K')

*1\&.

Proof. We will choose ;i in order to bound the infimum. For § € ©,¢ > 0, let £ . be a probability measure
on © with support on the ball By of radius ¢ centered at § and proportional to the Borel measure for all
subsets of the ball. Let us define the measure

“(4) = /@ €9.+(A) du* (0)

for all Borel sets A of X. Now, we can bound ||p® — p*||f, < Wi(u®, 1*). Let us consider the coupling
between pf and p* defined as:

V(A x B) = /A €0.-(B) d* (0)

for A, B arbitrary Borel sets of ©. Notice that v is indeed a coupling between u° and p*, because v(A x ©) =
w*(A) and v(O© x B) = p(B). Hence,

1
Wi(p®, 1) < de(0,0") dv(6,¢ :/7/ de(0,0") do du* (0 36
< [ da0.0) 600 = [ o [ de0.6) a0 @) (36)

IThe metric of the manifold gives a natural choice of a Borel (volume) measure, the one given by integrating the canonical
volume form.
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where the inner integral is with respect to the Borel measure on O. Since dg(6,6’) < € for all § € By ., we
conclude from that (36) that W7 (us, pu*) < e.

Next, let us bound the relative entropy term. Define p. as the Radon-Nikodym derivative of pu® with respect
to the Borel measure of ©, i.e.

dus / 1 ,
0) =L 0= | ——— 15, (0) du*(0)).
pe(0) := 4 (0) o Vol(By o) 7 0 d(©)
Also, recall that p := dd%. Then, we write
H(p®, po) = / log P2 dyp = / log(p<)pedf — / log(p) p=db. (37)
e P e S

On the one hand, we use the convexity of the function z — z logx:

p-(0) 10gp.(0) = ( |, veig e ) dwe’)) log ( |, i e ) du*<9’>>

1 1 * (!
< /@ (ane/yswg log (anm,,s(e)) dp* (0).

We use Fubini’s theorem:

1 1 i
/@Pe(e) log p<(0) df < /@/@ (V()I(Be/,g)]lBel’E(HO log (Vol(ngs)]lBe/'E(eo df dp*(0")

1 (38)
= —— —log (Vol(By: d@d*&'z—/lo Vol(By: ) du* (6
/GVOI(BW,s)/BG/’E g (Vol(By ) db dp*(¢') Loz (Vol(By o)) du”(¢')
< —dloge + K
where d is the dimension of © and K is a constant such that Vol(By o) > e ¥¢e? for all ¢’ € ©.
On the other hand,
1
= [ 1ostolo9pe(0) a0 = [ o [ og(p(6)) db di”(@)
e o Vol(By ) Vol(By: )
; | (39)
< | ——— K' df du*(0') = K’
/@ Vol(By: ) /\101(39,15) @)
where K’ is defined such that p(6) > e X for all § € ©.
By plugging (38) and (39) into (37) we obtain:
1 1
™ = o llsn + — Mk po) S &+ —(=dloge + K + K').
If we optimize the bound with respect to € we obtain the final result. O

Theorem 2. Let € > 0 arbitrary. Suppose that .0, phy,0 are such that their Radon-Nikodym derivatives with

respect to the Borel measures of X, are lower-bounded by e‘Ki,e*K; respectively. For any 6 € (0,1/2),

there exists a constant Cs x .k, k;, > 0 depending on the dimensions of X', Y, their curvatures and K, K7,
such that if v/a < 1 and

=5
v €
A ) [ — 40
a <C§,X,y,K;,K;> (40)
Then, at to = (ary)~ Y2 we have
Nl(ﬂw(tO)aﬂy(tO)) ‘= Sup £(ﬂx(t0)7ﬂ2) - E(M;aﬂy(tO)) <e€
sy
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Proof. We plug the bound of Theorem 9 into the result of Theorem 8, obtaining
_ . . - dy
L(pa(t), 1) = Lz, Ay (1) < (1 = log d, +log(aBt))
d
+ %(1 — logd, + log(aBt))
e
1
+ @(KI + K, + K, + K,) +vB%*

Now, we set t = (ay)~ /2

y dy @ d @
’/E dy (1—10gB+log,/7> + dy <1—logé’+1og,/7> + K.+ K, +K,+ K, +B*| (41)

Let € > 0 arbitrary. We want (41) to be lower or equal than . For any § such that 0 < § < 1/2, there exists
Cs such that log(z) < Csz®. This yields

—5/2 —6/2
o Cloe & o Coe T a
\/; dy <1 logB + Cs (7) >+dy <1 logB+C’5 <'y) )

, and thus the right hand side becomes

(42)
0 / ’ 2
+\/;(KI+KI+Ky+Ky+B )
If we set v < a, (7/a)™%/2 > 1 then (42) is upper-bounded by
= d d
(l) (dx(l — 1og§ + Cs) +dy (1 — 1og§ +Cs)+ K, + K, + K, + K, +B2>
If we bound this by e, we obtain the bound in (40). O

Corollary 1. Let (Xa,,Va,,la,.d,) cn g ey b€ @ family indexed by N2, Assume that fig 0, f1y,0 are set to be
x 1y

the Borel measures in Xq,,Va,, that Xy, ,Va, are locally isometric to the dy, d,-dimensional Euclidean spaces,

and that the volumes of Xa,, Va, grow no faster than exponentially on the dimensions dy,d,. Assume that

la,.a, are such that B is constant. Then, we can rewrite (10) as

Q1=

=5
15
<0
((dz +dy)log(B) + d; log(dz) + dy log(dy) + BQ)

Proof. The volume of n-dimensional ball of radius r in n-dimensional Euclidean space is
n/2

B

R",

and hence, if X', are locally isometric to the d, and d,-dimensional Euclidean spaces we can take

dy dy dy dy ds
K, =logT (2 + 1> - 710g(7r) < (2 + 1) log (2 + 1) Y log(m) < O(dglogdy)

d
K, =logD(F +1) - glog(w) < 0(d, log dy)

If the volumes of X', ) grow no faster than an exponential of the dimensions d,, d, and we take pi, 0, tty,0 to
be the Borel measures, we can take K, = log(Vol(X)), K = log(Vol())) to be constant with respect to the
dimensions dg, d,,. O
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E Proof of Theorem 3(i)

E.1 Preliminaries

Throughout the section we will use the techniques shown in Subsec. (:.5 to deal with SDEs on manifolds.
Effectively, this means that for SDEs we have additional drift terms h, or h, induced by the geometry of the
manifold, and that we must project the variations of the Brownian motion onto the tangent space.

Define the processes X" = (X*!,...,X") and Y" = (Y!,...,Y™) such that for all i € {1,...,n},

, 1 & ; , . .
X! = - Z UXLY?) +ho (X)) | dt+ /2871 Projp  x(dWy), Xg* =& ~ ptap
! (43)
i 1 ¢ i i i i : i n,i 5i
Ay = | =3 VXY + By () | dt+ V267 Projy (W), Yy =€~ gy
j=1 '

where W, = (W}, ..., W), and W, = (W}, ..., W) are Brownian motions on R"P= and R"Pv respectively.
Notice that X; is valued in X™ C R"P= and Y, is valued in )» C R"Pv. (43) can be seen as a system of 2n
interacting particles in which each particle of one player interacts with all the particles of the other one. It
also corresponds to noisy continuous-time mirror descent on parameter spaces for an augmented game in
which there are n replicas of each player, choosing || - ||3 for the mirror map.

Now, define X = (X*,...,X")and Y = (Y',...,Y") forall i € {1,...,n} let
e e

VExY)duzt—&—h YZ> dt + /28~ 1PTOJT y(th)

=& ~ e, pye=Law(Yy), Yo =& ~pyo0, e = Law(X])

Lemma 10 (Forward Kolmogorov equation). The laws (pz)iefo0,17, (thy)tefo, ) Of @ solution XY of (44) with
n =1 (seen as elements of C([0,T], P(X)),C([0,T],P(}))) are a solution of (45).

{atﬂw = vz . (:uszvm(uya x)) + /B_IAQJM:E; Mz(o) = Ma:,O (45)

8tﬂy =—-Vy- (Myvyvy(ﬂway)) + ﬁ_lAyﬂya Ny(o) = Hy,0

Proof. We sketch the derivation for the forward Kolmogorov equation on manifolds. First, we define the
semigroups

PPog(z) = Elpa (Xy)|Xo = 2], Ploy(y) =Elp,(V2)|Yo =y,

where X,Y are solutions of (44) with n = 1. We obtain that if £F,£Y are the infinitesimal genera-
tors (i.e., L7 gaz( ) = limy o+ +(PP¢s(z) — ¢a(z))), the backward Kolmogorov equations & Py, (z) =
LEPE o (z), L PYo,(y) = L{Pp,(y) hold for ¢,, ¢, in the domains of the generators. Since £F and Pf
commute for these choices of ¢, we have £ PFp, () = PFLp,(2), L PYo,(y) = PYLYp,(y). By integrating
these two equations over the initial measures jiz 0, f1y,0, We get

d d
[ oe@) e = [ Eione) diass 5 [ 04(0) ditya = [ £60(0) di
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We can write an explicit form for £F PF¢, (x) by using I1t6’s lemma on (44):

- _ . T .
Loz (x (/ Vol(z,y) diy,s ds — hw($)> Voe(x) + B Tr ((PrOJTwX) Hep,(x) PrOJTlX) ,
where we use ProjTXi x to denote its matrix in the canonical basis.

Let {{x} be a partition of unity for X' (i.e. a set of functions such that >, {x(«) = 1) in which each & is
regular enough and supported on a patch of X. We can write

(;lt o )dﬂx,t( ) = :lit/ @z (T) d.uxt Zdt/ § () 0o (2 d,umt( )

=Y [ L@ aen(o) due
k

Now, let @f(x) = &k (2)pa ().

/ LYe S% ) dpiz

~ - _ . T .~ .
= / (vxvx(ﬂy,sax) - hx(x)) vx@i(z) +5 "Tr ((PrOJTmX) H‘F’];(m) PrOJTmX) dpz ¢
x

Notice that this equation is analogous to (66). We reverse the argument made in Subsec. G.5. Using the fact

that the support of @¥(x) is contained on some patch of X' given by the mapping ¢ : Uga CR?Y — U C X C
RP | the corresponding Fokker-Planck on Uga is

% /U S (@) d(Wr ) wttas(q)
_ /U VWV lbty.s, ¥(q)) - V@;@M(@) + ,BflA@ﬁ(z/)k(q)) d(¢]:1)*ﬂx,t(Q)7

where the gradients and the Laplacian are in the metric inherited from the embedding (as in Subsec. G.5).
The pushforward definition implies

d

i [ ) die(a / VVity,00) - V() + 57 AGE() i),

By substituting @%(x) = & ()¢, (), summing for all k and using >, & (x) = 1, we obtain:

c;lt oz(z) dppgi(v) = / Vi Vi (ty,s: ) - Vape (z) + ﬂilAz@r(x) dpiz +(x)
X

which is the same as the first equation in (7). The second equation is obtained analogously. O

Let p? = 23" | 6xi be a P(C([0,T], X))-valued random element that corresponds to the empirical measure
of a solution X" of (43). Analogously, let uy = LS Oy be a P(C([0,T],))-valued random element
corresponding to the empirical measure of Y.

Define the 2-Wasserstein distance on P(C([0,T], X)) as
Wi(p,v) == inf / d(z,y)? dr(z,y) (46)
mell(nv) Jo(jo,1),x)2

where d(x,y) = sup;co, 7] da (%(t),y(t)). Define it analogously on P(C([0,T],Y)).

We state a stronger version of the law of large numbers in the first statement of Theorem 3(i).
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Theorem 9. There ezists a solution of the coupled McKean-Viasov SDEs (44). Pathwise uniqueness and
uniqueness in law hold. Let pi, € P(C([0,T], X)), py € P(C([0,T],Y)) be the unique laws of the solutions for
n =1 (all pairs have the same solutions). Then,

n—oo

EW3 (1, ) + W3 (1), piy)] = 0

Let us comment on why Theorem 9 implies the first statement in Theorem 3(i). We make use of the
mapping P(C([0,T], X)) > p = (u¢)tejo,r) € C([0,T], P(X)) into the time marginals. By the definition (46),
SUD o, Wa (1 4 tat) < W3 (12, jiz) and the same holds for !, p,. At this point, Lemma 10 states that
(k2 )teo, 1> (Hy)tejo,r) is a solution of the mean-field ERIWGEF (45) and concludes the argument. The proof
of Theorem 9 uses a propagation of chaos argument, originally due to Sznitman [1991] in the context of
interacting particle systems. Our argument follows Theorem 3.3 of Lacker [2018].

E.2 Existence and uniqueness

We prove existence and uniqueness of the system given by

Xt:/ < /VZ s Y )dﬂysd3+h X )ds+v261/PI’OJT XdW)
Y, = / (/ Vo l(x,Ys) dpg,s + fly(Y;"Z)) ds+ /2871 / Projy, y(dWs),
0 x 0 °

Mzt = LaW(th), Myt = Law(f/tn)z XO =&~ Hz,0, }N/O = g ~ Hy,0-

Path-wise uniqueness means that given W, W, £, €, two solutions are equal almost surely. Uniqueness in law
means that regardless of the Brownian motion and the initialization random variables chosen (as long as they
are fi o and p, o-distributed), the law of the solution is unique. We prove that both hold for (47).

We have that for all z,2’ € X, u,v € P(Y),

‘/Vxﬁ(x,y) d/i_/vrf(w’vy) dv| <

This is obtained by adding and subtracting the term [ V,¢(2'y) du, by using the triangle inequality and the
inequality W (i, v)) < Wa(u,v)) (which is proven using the Cauchy-Schwarz inequality). Hence,

2
‘/Vmﬁ(x,y) dﬂ—/vz‘g(xlvy) dv

On the other hand, using the regularity of the manifold, there exists £ such that

|y (2) — ha(2')| < Lad(z,2),
[Projp, x — Projr, x| < Lad(z,2)

L(d(z,2") + Wa(p,v)) (48)

< 2L2(d(x,2')* + W3 (1, v)) (49)

where Projr_» denotes its matrix in the canonical basis and the norm in the second line is the Frobenius
norm. Also, let ||z — 2’| be the Euclidean norm of X in R+ (the Euclidean space where X is embedded)
and let Ky > 1 be such that d(z,z") < Kx|lx — /|

Let puy, vy € P(C([0,T], X)) and let X*v, X*v be the solutions of the first equation of (417) when we plug p,

(vy resp.) as the measure for the other player. X#v and X"v exist and are unique by the classical theory of
SDEs (see Chapter 18 of Kallenberg [2002]). Following the procedure in Theorem 3.3 of Lacker [2018], we
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obtain

2
E[|X* — X"v||2] [ /v 0XP, ) dpy, — /v UX,y) dvy, dr]
+3ﬂE[/ [h, (XH) — hy (X)) [? dr]
0
. (50)
+ 121}3“ |Projr, x — Projr, x|? dr}
0
t
< 3(3t+ 4)L2E[/ (| XHy — XY |12+ W3 (py s vy 1)) dr},
0
where L? = (L? + L%)K%. Using Fubini’s theorem and Gronwall’s inequality, we obtain
t
E[[| X" — X*|2] < 3(3T + 4) L2 exp(3(3T + 4)E2)/ W2 (g, Vy.r) dr (51)
0

Let Cp := 3(3T + 4)L? exp(3(3T + 4)L?). For p,v € P(C([0,T), X)), define

W2,(u,v) = inf / sup d(x(r), y(r)) 7(dz, dy)
c([0,T],Xx)

m€ll(p,v) 2 re(0,t]

Hence, (51) and the bound W3 (py.r, vy.r) < W3 (11, 1) yield

t
B[l X" — X2 < Cr [ W3, (1) dr
0

Reasoning analogously for the other player, we obtain
t t
E[|X* — X" |7 +[[Y#= — Y= ||7] < CT/ W3 (ty, vy) dTJrCT/ Wity Vi) dr
0 0

Given p,, € P(C([0,T1],Y)), define @, (p1,) = Law(X*v) EP(C([ T), X)

, ,X)), and define ®, analogously. Notice
that W3, (®a(py), ®a(vy)) S E[|XHr — X Z] W3 (D4 (1), Dy (v2)) <

);
E[|| X#= — X”TH ]. Hence, we obtain

t
Wg,t((bm(ﬂy)a P (vy)) + W22,t(q)y(ﬂr)v Dy (v2)) < CT/O sz,r(/‘yv vy) + sz,r(,um V) dr

Observe that W3 ,(pa, va) + W3 (11, vy) is the square of a distance between (pig,py) and (v, v,) on
P(C([0,T), X)) x P(C([0,T],Y)). Hence, we can apply the Piccard iteration argument to obtain the
existence result and another application of Gronwall’s inequality yields pathwise uniqueness.

Uniqueness in law (i.e., regardless of the specific Brownian motions and initialization random variables)
follows from the typical uniqueness in law result for SDEs (see Chapter 18 of Kallenberg [2002] for example).
The idea is that when we solve the SDEs with W/, W, ¢, & plugging in the drift the laws of a solution for
W, W, €, €, the solution has the same laws by uniqueness in law of SDEs. Hence, that new solution solves the
coupled McKean-Vlasov for W/, W’ &' €.

E.3 Propagation of chaos

Let p? = L3 6xi,pu = 23" | 6yi. Using the argument from existence and uniqueness on the i-th

components of X, 5(,

t
E[|Xi - X2 < 36T + 4>L2E[ O = X4 W )
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Arguing as before, we obtain
S t
BIIX - X2 < OrB | [ 98, (g ar
0

Let v? = L 3" | §5. be the empirical measure of the mean field processes in (44). Notice that £ 3" | O(xi %0
is a coupling between v} and w7}, and so

n .n 1 - 7 i
WA, (o) < - ST IXT - X
i=1
Thus, we obtain

t
EDV ()] < CrE| [ W8, o) |

We use the triangle inequality
EDVS (ki 1)) < 2BV (1, v)] + 2EDVS 4 (17 1))

t
<2008 [ WR, o) dr] 42BN 02 )

At this point we follow an analogous procedure for the other player and we end up with

IV )+ R )] < 200 [ W3, ) + 3, )
+ Q]E[Wzg,t(’/;la fiz) + Wg,t(”;’ fiy)]
We use Fubini’s theorem and Gronwall’s inequality again.
EDVS (17 i) + Wi o (1), 1)) < 2expRCrT)E[W; (V2 ia) + Wi o (V3 1y )]
If we set t =T we get
EW3 (12, p1z) + W3 (i, 1y)] < 2exp(2CrT)EWE (U, 1g) + W3 (V2 1y)]

and the factor E[W3 (v}, pz) + W3 (1)), 11))] goes to 0 as n — oo by the law of large numbers (see Corollary
2.14 of [Lacker, 2018]).

E.4 Convergence of the Nikaido-Isoda error

Corollary 2. Fort € [0,T], if W ¢s He,ts [y g5 oyt arE the marginals of wy, fia, py s fly al time t, we have

n—0o0

EHNI(M;L,ta NZ,t) — Nl(pg 1, pry )|]] —— 0

Proof. See Lemma 3. O
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F  Proof of Theorem 3(ii)

F.1 Preliminaries

Define the processes X = (X',..., X"),w, = (wl,...,w") and Y = (Y',...,Y"),w, = (w;,...,w;‘) such
that for all ¢ € {1,...,n}

% = —’y% fjlwz;,tvmaxz,w‘), Xo =6~ fiap
j=
dt;%t = %Zn: szyj ig Zn:zn: yth té XZvY) waic,tv waic,O =1
j=1 k=1 j=1
. " (52)
d;f = 'V% lei,tvyé(thﬂ Ytl)7 Y()l = gi ~ Hy,0
j=

Ay = ij oxiyy izﬂ:iw] wk (XYY | w! wh =1

dt TL2 y,t Pt tr 5t x,tr y,0

k=1 j=1

Let v}, = %E? 1007wk RS P(X xRT), vy Vyt = 5 Z (yt ™ ,) € P(YxR¥). Let Wy = ¥ ZZL 1w;t5X’i

P(X), py = D wy, Oy € P(Y) be the prOJectlons of Vi ts y ;- Notice that we have changed the notation

Wlth respect to the main text, multlplymg w; by n: now wj o = 1 and w?, + = n,Vt > 0 instead of
who=1/nand Yy, wl, =1,V >

Let hg, hy be the projection operators, i.e. hyv, = fR+ We Vg (-, wy). We also define the mean field processes
X,Y,w,, W, given component-wise by

Xm i i 7
dtt = —va/é(Xt,y)duy,u Xo=¢&" ~ 20

dis , i i i
dtﬁ =« */K(Xtay)dﬂyytJrﬁ(#z,t,/ly-,t) Wyt Wy =1

dy; i Vi ¢l 53)
dtt = 'Yvy K(x, )/t )duw,ta YO = g ~ Hy,() (

dﬁ/; t Vi =i =i
dt7 = /E(xa}/t )d,“m,t - E(Nrﬂ,tvﬂy,t) Wy gy Wyo = 1

Mzt = thaw(Xti:w;:,t)’ Kyt = hyLaW(ﬁi’w;/vt)

for i between 1 and n.

Lemma 11 (Forward Kolmogorov equation). If X, w,,Y, W, is a solution of (53) with n =1, then its laws

Vg, vy fulfill (10).

Proof. Let 1, : X x R — R. Plug the laws v, v, of the solution (X, ), (Y, d,) into the ODE (53). Let
Py = (X7, wh,): (X xRT) = (X x RT) denote the flow that maps an initial condition of the ODE (53) to

the correspondlng solution at time ¢. Then, we can write v, s = (P t)«Vs,0, Where (P4 1) is the pushforward.
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Hence,

i wL(.T,ww) dyw,t(]"vww)
dt X xR+

d
= 7 1/}:c(q)£,t(xawm)) dVﬁc,O(zywac)
dt Jxxr+
dyp,,

[ (T st w0, G @) ) - i) o)

= / vwwm((bw,t(l'yww)) . (_'vava:(hyl/y,ty X;g),t))
X xRt

dips
L W

dw (‘bw,t(xvww))a(_vx(hyyy,taX;D,t) + L(haVa,ts hytiy.t)) dveo(z, ws)

And we can identify the right hand side as the weak form of (10), shown in (12). The argument for v, is
analogous. O

We state a stronger version of the law of large numbers in the first statement of Theorem 3(ii).

Theorem 10. There exists a solution of the coupled SDEs (53). Pathwise uniqueness and uniqueness in law
hold. Let v, € P(C([0,T], X x RY)),v, € P(C([0,T],Y x RT)) be the unique laws of the solutions for n =1
(all pairs have the same solutions). Then,

EDVE (v, va) + W3 (v, 1)) == 0
Theorem 10 is the law of large numbers for the WFR. dynamics, and its proof follows the same argument of
Theorem 9. The reason Theorem 10 implies Theorem 3(ii) is analogous to the reason for which Theorem 9
implies Theorem 3(i), with the additional step that W3 (12, piat) = W3 (haip s hava) < eMTWE (W2 va ),
and this inequality is shown in (55).

F.2 Existence and uniqueness

We choose to do an argument close to Sznitman [1991] (see Lacker [2018]), which yields convergence of the
expectation of the square of the 2-Wasserstein distances between the empirical and the mean field measures.

First, to prove existence and uniqueness of the solution (4 ¢, tty,¢) in the time interval [0, 7] for arbitrary T,
we can use the same argument as in the App. E. Now, instead of (47) we have

t
Xy =&— ’y/ / Vo l(Xs,y) dpy s ds,
0 JY
t
ww,t =1+ a/ <_/£(Xtay>duy,t + ‘C(M:p,hﬂy,t)) wz,s ds,
0
t
th = g+ 7/ / vy€($7Y8) d:u'z,s dSv
0 X

t

Wy =1+ O‘/ (/ (2, Ye)dpg s — L(Hx,tv.uyi)) Wy,s ds,
0

Mt = ha:LaW(Xta ww,t% Myt = huLaW(ﬁa wy,t)7

where ¢ and ¢ are arbitrary random variables with laws K05 [hy,0 Tespectively. For xz, 2’ € X, r,r’ € RT,

35



fhas fy € P(X), py, p1, € P(Y), notice that using an argument similar to (48) the following bound holds

' </£<x’y)dﬂy + ﬁ(um,uy)) v ( /E(x',y)du; + E(u;,u;)) v

<2M|w —w'[ + [w'| L(jz — 2’| + 3Wi(v, ) < 2M |w — w'| + [w'| L(|2 — 2’| + 3Wa(py, i1,))

2

= ' </f(ﬂc,y)duy + E(mu;,)) r— ( /é(z’, y)dp, + .C(%%)) r

< 12M%w — w'|? 4 3w’ |PL2(Jz — o' + IW3 (1, 11,))

Recall that M is a bound on the absolute value of ¢ and L is the Lipschitz constant of the loss . A simple
application of Gronwall’s inequality shows |, ;| is bounded by e2MT for all t € [0,T]. Hence, we can write

2
ds}

2
ds}
t
z d5:| + K/tE|:/ W22(Uy,3a :u’;/,s) dS:| 9
0
where K = max{12a2M? 2L2y? + 3L2%e*MT a2} K" = 21242 + 27L%e*MT o2, Notice that we have used (49)

as well. This equation is analogous to equation (50), and upon application of Fubini’s theorem and Gronwall’s
inequality it yields

E[IX* — XH|[7 + [k — wh|[7] < VQtE{

t
+a2t]E{/
0

/Z XM y)dpy s — Vy /é s ,y)du;,s

(= [ oxtr i, + Lam )t = (= [y + L) )t

24 [t — wt

t
< KtIE[/ [ XH — X
0

/ t
E[J|X# — X% |2 + |lwk — wh |2 < TK' exp(TmEU W3ty iy, ) dS] (54)
0

Now we will prove that

W3 (hyv, o) < eMTWE (1, 1)), (55)
where v,, v, € P(X x [0,e2MT]). Define the homogeneous projection operator i : P((X x R1)2) — P(X?) as
VfeCXx?),

f(,y) dli) (z,y) = / wowyf(2,y) dr(@, we,y,wy), Yr € P(X x RY)?).
x2 X x[0,e2MT1)2

Let 7 be a coupling between h,v,, h,v,. Then hr is a coupling between h,v,, h, v, and
[t =P dim e = [ wow, e — yl? dr(e,w,,y.w,)
XZ (XX[O eZIWT])Z
<o | o =yl dn(e, sy, w,)
X x[0,e2MT])

<o [ o = 9l + e = 0, (2. 0230,
(XX [0 e2JMT])
Taking the infimum with respect to @ on both sides we obtain the desired inequality.

Let v,y = Law(X[", wh}), v, = Law(Xtu”,wiyt) and recall that ji,; = hyves,py, = hevy,. Given
vy € P(C([0,T],Y x RT)), define ®,(v,) = Law(X"»,w;") € P(C([0,T], X)) where we abuse the notation
and use (X", wy") to refer to (X*v wh"). Notice also that

) <E| sup [ X% — X102+ [fukts, — wlt
s€[0,t] (56)

E[J[ X" — X5 + ks — w2

WQQ,t((I)x(Vy)v(I)m(V; 2
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We use (55) and (56) on (54) to conclude

t
Wit(%(uy),@:c(u;)) <TK' exp(TK)E[/ W227S(1/y,1/;) ds}
0

The rest of the argument is sketched in App. E.

F.3 Propagation of chaos
Following the reasoning in the existence and uniqueness proof, we can write
E[| X" = X7 + [lwh — @ |I7]
t t
< wem| [0 TR 4 ol - b2 |+ K| [ R0 as).
0 0
Hence, we obtain
B - X1 + ol — a4 < TR oxp(TROE| [ WG i) s
0

Let o, = =570, O(%i,mi) € P(X X RT) be the marginal at time ¢ of the empirical measure of (52). As in
App. E,

_ 1 <& S . . 1 &< S S
Wi, (2, ) < = sup [|XE = XUP + fwp o — @ P < = DX = XF A+ [lw), — @)
n i—1 S€[0,t] n i—1

which yields
t
BV (2, 72)] < TR explTROE| [ WRG 0 p0) s
0
t
< TK'exp((K +4M)T)E U Ws (v vy) ds]
0

The second inequality above follows from inequality (55) W3 (v, vy,s) < W3 (1), v,). Now we use the
triangle inequality as in App. E:

EW3(vy,ve)] < 2EWS  (vy, 7)) + 2E[WVS (77, v )]
<2TK' exp((K + 4M)T)1EU; W3 (V) 1y) ds] + 2E[W3 (02, va)]
If we denote C := 2T' K’ exp((K +4M)T) and we make the same developments for the other player, we obtain
BV, 02 ve) + W) < CE| [ WAL (05m) 4 W3, 02 ms) ]

+ 2EIW3 (72, va) + W3 (5, 1y)]

From this point on, the proof works as in App. E.

F.4 Convergence of the Nikaido-Isoda error

Corollary 3. Fort € [0,T], let iy, = ¢ fot hov}} . dr, i, = %fot haVe, dr and define fiy ;, fiy ¢ analogously.

—t
Then,

n—00

EHN]([LZ,“ ﬂz,t) — N[z, fiy,t)|]] —— 0
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Proof. Notice that since the integral over time and the homogeneous projection commute, we have iy , =
hm(% f(f vy dr), flgy = hz(% fot Vg dr). Since %fot vy, dr and %fot Ve dr belong to P(X x [0,e2MT]), (55)

implies
2 1 ! n 1 ! AMT A2 1 ! n 1 !
Wi lhe| = | vi,dr| kel < | Vgrdr LeIWy - | vp,dry - | v dr
tJo 7 tJo tJo & tJo
Notice that W3 (1 fo n . dr, 3 fo Vg dr) < %fg W3 (Wi ., Ve,r) dr. Indeed,
1 [ 1 [ 1 1 [
Wi f/ygTdr,f/%rdr max f//godugrdr—l—f//gocdu;ﬂdr
t 0 ’ t 0 ’ L,DG\I/C(X)t 0 ’ t 0 ’
1t
- dv™ < Ay d
= / WZ xr?VﬂC 7”)

Hence, using the inequality W3 (v ., va,r) < W3 (V2 vy):

1/t 1/t 1/t
E{W3 | he |~ vl odr ) he | = Vg dr < MTE|Z WiV, V) dr
¢ 0 z,r t 0 ) n 0 z,r s

< HMMTEW (v, v0)]

N

Since the right hand side goes to zero as n — oo by Theorem 10, we conclude by applying Lemma 3. O

F.5 Hint of the infinitesimal generator approach

Let ¢, : X = R, ¢, : Y — R be arbitrary continuously differentiable functions, i.e. ¢, € C*(X,R), ¢, €
CY(Y,R). Let us define the operators E;nt) : CHA,R) — CO°(X,R), Cgbt) :CYY,R) — C°(Y,R) as

£02u(w) = 1V [ 6ol Faspals) +a (— [ oy, + e, uz,o)

Loy (y) =1V, /f(% y)dp o - Vypy(r) + o (/ Uz, y)dpg , — ﬁ(uZ,t,uZ,t)) 7
Notice that from (52) and (57), we have
G et =3 [ v atiew) - iéw;tmm
= zn: dl; eu (X)) + wa Vopu (X)) - df (58)

=/ we LMo, (2) du? (i, w,) /z ©) diit,(x)
X xR+

The analogous equation holds for pj ;:

jt/%( ity (y /ﬂyt% ) dy 4 (y) (59)
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Formally taking the limit n — oo on (58) and (59) yields

d
% @w(x) dﬂm,t(x) :/ ‘Cz,t@az(-’r) d,ux,t(x)
X X

d
- dpiy ¢ = ﬁy,t y d y,t ;
i [ o) ) = [ Luew) dia()

where

Loape@) = =195 [ o)y Vospula) + 0 (— [t + Ll /W))
Lyoy(y) =Yy /€(fv,y)duz,t -Vypy(z) + o </ Uzyy)dpg s — L 1, uy,t)>

and Lz 0, fy,0 are set as in (52).

To make the limit n — oo rigorous, an argument analogous to Theorem 2.6 of Chizat and Bach [2018] would
result in almost sure convergence of the 2-Wasserstein distances between the empirical and the mean field
measures. In our case almost sure convergence of the squared distance implies convergence of the expectation
of the squared distance through dominated convergence, and hence the almost sure convergence result is
stronger. Nonetheless, such an argument would require proving uniqueness of the mean field measure PDE
through some notion of geodesic convexity, which is not clear in our case.
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G Auxiliary material

G.1 &-Nash equilibria and the Nikaido-Isoda error

Recall that an e-NE (p, py) satisfies Vy € P(X), L, py) < L(py, p1y) + € and Yy € P(Y), L(pta, pty) =
L(ptz, py) — €. That is, each player can improve its value by at most ¢ by deviating from the equilibrium
strategy, supposing that the other player is kept fixed.

Recall the Nikaido-Isoda error defined in (2). This equation can be rewritten as:

NI(pas pry) = sup  Llpa, piyy) = L(pay pry) + L pa pry) — nf Lz, i) -
wi€P(Y) 13 €P(X)
The terms sup,«cpy) L(Wa, tty) — L(fa, fiy) > 0 measure how much player y can improve its value by

deviating from p, while p1, stays fixed. Analogously, the terms £(py, ptyy) — inf s eP(X) L}, pty) > 0 measure
how much player = can improve its value by deviating from p, while 1, stays fixed.

Notice that

Vg € P(X), L(pa, py) < Lty py) + = Lpta, py) — _inf  Llpg, py) <e

B3 EP(X)

<L
Yty € P(Y), Lttas py) 2 L(pa, p1yy) — € = S‘;,p(y) L(pias py) = L(pta py) < €
My €

Thus, an e-Nash equilibrium (ps, pyy) fulfills NI(us, pty) < 2¢, and any pair (g, py) such that NI(p,, 1) < €
is an e-Nash equilibrium.

G.2 Example: failure of the Interacting Wasserstein Gradient Flow
Let us consider the polynomial f(x) = 5z* + 1022 — 2z, which is an asymmetric double well as shown in
Figure 4.

Let us define the loss £: R x R — R as £(x,y) = f(x) — f(y). That is, the two players are non-interacting
and hence we obtain V(z, uy) = f(x) + K, V,(y, te) = —f(y) + K’. This means that the INGF in equation
(6) becomes two independent Wasserstein Gradient Flows
Oipy =V - (Uxf/(x))a Uac(o) = Hz,0,
atﬂy =-V- (Myf/(y))’ My(o) = Hy,0-

The particle flows in (3) become

dmi . , dyi o

dt - f (xz)7 dt - (yz>
That is, the particles of player x follow the gradient flow of f and the particles of player y follow the gradient
flow of —f. It is clear from Figure 4 that if the initializations x¢;, yo; are on the left of the barrier, they

will not end up in the global minimum f (resp., the global maximum of —f). And in this case, the pair of
measures supported on the global minimum of f is the only (pure) Nash equilibrium.

The game given by ¢ does not fall exactly in the framework that we describe in this work because £ is not
defined on compact spaces. However, it is easy to construct very similar continuously differentiable functions
on compact spaces that display the same behavior.
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Figure 4: Plot of the function f(z) = 5z* 4+ 102? — 2x.

G.3 Link between Interacting Wasserstein Gradient Flow and interacting par-
ticle gradient flows

Recall (3):

dml:—fZVEx“y] dyl— ZV Uz, y:).

Let &; = (P4, Dyt) : A" x Y™ — X x V" be the flow mapping initial conditions Xy = (:ci70)i€[1:n],Y0 =
(¥i,0)se1.m) to the solution of (3). Let nf, = IS 6¢;¢’1(X0’Y0)7M;t =15, 5q>§/iy)t(X0,Yo)' For all
Y, € C(X),

d B ;
G | vela) i (a) = Z (@) (X, Y0)
—vaz (@), (X0, Yo)) ——ZV (@, (Xo, o), @) (X0, Yo))

= va% (I) Z)t X05Y0)> : V$Vx(ug,t’¢‘(riﬂ)t(X0’Y0>)

)

_ /X Voathn () - Vo Valul o) dp (),

which is the first line of (6). The second line follows analogously.

G.4 Minimax problems and Stackelberg equilibria

Several machine learning problems, including GANSs, are framed as a minimax problem

¢
HRE A

41



A minimax point (also known as a Stackelberg equilibrium or sequential equilibrium) is a pair (Z, §) at which
the minimum and maximum of the problem are attained, i.e.

ming ey maxyey (x,y) = maxy,cy £(,y)
maxyey Z(_'f% y) = g(i‘7 g)

We consider the lifted version of the minimax problem ((G.4) in the space of probability measures.

min max L(pg, . 60
,ninmax (Kas tiy) (60)

By the generalized Von Neumann’s minimax theorem, a Nash equilibrium of the game given by L is a solution
of the lifted minimax problem (60) (see Lemma 12 in the case € = 0).

The converse is not true: minimax points (solutions of (60)) are not necessarily mixed Nash equilibria
even in the case where the loss function is convex-concave. An example is £ : R x R — R given by
L(ptes pry) = [[ (2% + 22y) duy dp,. Let M be the set of measures y € P(R) such that [« du = 0. Notice
that any pair (0o, pty) with p, € P(R) is a minimax point. That is because

+00 if p, ¢ M
Lt 1) = itive if i 5
e (ftz, py) = { positive if pi € M {00}
0 if Koz = 507

and hence do = argmin, cp(r) max,, ep®) L(Ha, fy). But if piz = do, we have argmax, cpg) L(Ha, fty) =
P(R), because for all measures u, € P(R), L(do, pty) = 0. However, for pu, ¢ M, L, ity) as a function of
1z does not have a minimum at dg, but at d_ [y du,- Hence, the only mixed Nash equilibria are of the form
(00, pty), with p,, € M.

The intuition behind the counterexample is that minimax points only require the minimizing player to be
non-exploitable, but the maximizing player is only subject to a weaker condition.

We define a e-minimax point (or e-Stackelberg equilibrium) of an objective L(fty, fty) as a couple (fig, fiy)
such that

min, ep(x) max,, epP(y) Ly py) = max,, epP(y) L(fizy py) — €
max,, ep(y) L(fiz, Uy) < L(fia, ,ay) +e

Lemma 12. An e-Nash equilibrium is a 2e-minimazx point, and it holds that

min = max L(p, —e < L(fig, fry) < max  min  L(ug, fiy) +€
B B bt ty) = S Ll fy) < g, wnln ) Ltz fy)

Proof. Let (jiz, i) be an e-Nash equilibrium. Notice that max,, cp(y)min,, epxy L(fiz, fty) < Min,, cpx)ymax, cpy) L, |
Also,
min max Ly, < max L(fig, < L(fig, i) +e < min  Lpg, fly) + 2¢
12 €P(X) 1y EP(Y) (b2, 1y) 1y €P(Y) (s ty) < Ll fy) 1 €P(X) (s ) (61)
< max min  L(pg, fiy) + 2¢
BB BBy 1 )
and this yields the chain of inequalities in the statement of the theorem. The condition max,, epyy L(fiz, fty) <
L(fiz, fiy) + € of the definition of e-minimax point follows directly from the definition of an e-Nash equilibrium.
Using part of (61), we get

max L(fiz, —2¢ < max min  L(ig, fly) < min max L(fiz, ,
ny€P(Y) (7 'uy) HyEP(Y) na €P(X) (,u My) Ba €EP(X) py €P(Y) (7 ,uy)

which is the first condition of a 2e-minimax. O

Lemma 12 provides the link between approximate Nash equilibria and approximate Stackelberg equilibria,
and it allows to translate our convergence results into minimax problems such as GANs.
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G.5 Ito SDEs on Riemannian manifolds: a parametric approach

We provide a brief summary on how to deal with SDEs on Riemannian manifolds and their corresponding
Fokker-Planck equations (see Chapter 8 of Chirikjian [2009]). While ODEs have a straightforward translation
into manifolds, the same is not true for SDEs. Recall that the definitions of the gradient and divergence for
Riemannian manifolds are

VX = g7 20;(|g| 2 X", (V) =g"9;f,

where g¢;; is the metric tensor, "/ = (¢;;)~" and |g| = det(g;;). We use the Einstein convention for summing
repeated indices.

The parametric approach to SDEs in manifolds is to define the SDE for the variables q = (g1, -+, ¢q) of a
patch of the manifold:

dq = h(q,t)dt + H(q,t)dw. (62)

The corresponding forward Kolmogorov equation is

d D
1 0
o ol WEZ (\gi“ £) =307 3 Gy 1o ot f | (63)
By=1 "1 =

which is to be understood in the weak form.

Assume that the manifold M embedded in RP. If ¢ : Upa € R? — U C M C RP is the mapping
corresponding to the patch U and (62) is defined on Uga, let us set H(q) = (Dp(q))~t. In this case,
>k HikH,;rj = Zk(Dgo);kl((D@),;jl)T = ¢¥(q). Hence, the right hand side of (63) becomes

1 g m & 12 i
§\g| 12”2_ m(\ﬂl 29jf)

0
—lgI” 1/22 (|g\1/2h 7) + glol ™ 5 B (wﬂgﬂaqu)

7,7=1
. 1-1/2 - 9 1/27, 1/2 1/2 ij 9
= lg| Za—q(m\ hif) + |g| Z a o1 51
i=1 i,5=1 J

:V~(ﬁf)+%V~Vf

where

1< 1205 21C /2 fgii
2Z< ey 2O gaq§q>>

j=1
Hence, we can rewrite (63) as

of

ot

For this equation to be a Fokker-Planck equation with potential £ (i.e. with a Gibbs equilibrium solution),
we need —h + h = VE, which implies h = —VE + h.

:V-((—h+ﬁ)f)+%V~Vf

We can convert an SDE in parametric form like (62) into an SDE on R by using Ito’s lemma on X = ¢(q):

1% = daifa) = (Dei(@hta) + 3TH(H(a0 (He) @A) ) d+ D@ H(aiw (6
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If we set H(q) = (Dg¢(q))~" as before, Dp(q)H (q,t) is the projection onto the tangent space of the manifold,
ie. Dp(q)H(q,t)v = Proij(q)Mv, Vv € RP. In the case h = VE + h, Dy;(q)h(q) = Dy;(q)VE(q) +

Dyi(a)h(q). It is very convenient to abuse the notation and denote Dyp(q)VE(q) by VE(¢(q)). We also use

h(¢(q)) := De(q)h(q) + 3Tr(((De(a)) ™) T (He)(a)(De(q)) ). Both definitions are well-defined because
the variables are invariant by changes of coordinates. Hence, under these assumptions (64) becomes

dX = (=VE(X) + h(X)) dt + Projp_,,(dw) (65)
In short that means that we can treat SDEs on embedded manifolds as SPES on the ambient space by
projecting the Brownian motions to the tangent space and adding a drift term h that depends on the geometry
of the manifold. Notice that for ODEs on manifolds the additional drift term does not appear and (65) reads
simply dX = VE(X)dt.

Notice that the forward Kolmogorov equation for (65) on RP reads

G [ 1@ du@) = [(VE@) = () Vot (@) + 5 Te((Proig, ) HF@Proir, o) dis(a),  (60)

for an arbitrary f.

44



	1 Introduction
	2 Related work
	3 Problem setup and mean-field dynamics
	3.1 Lifting differentiable games to spaces of strategy distributions
	3.2 Training dynamics on discrete mixtures of strategies
	3.3 Training dynamics as gradient flows on measures

	4 Convergence analysis
	4.1 Convergence of the entropy-regularized Wasserstein dynamics
	4.2 Analysis of the Wasserstein-Fisher-Rao dynamics
	4.3 Convergence to mean-field

	5 Numerical Experiments
	5.1 Polynomial games on spheres
	5.2 Training GAN mixtures

	6 Conclusions and future work
	A Lifted dynamics for the Interacting Wasserstein-Fisher-Rao Gradient Flow
	B Continuity and convergence properties of the Nikaido-Isoda error
	C Proof of Theorem 1
	C.1 Proof of Theorem 4: Preliminaries
	C.2 Proof of Theorem 4: Existence
	C.3 Proof of Theorem 4: Uniqueness
	C.4 Proof of Theorem 5
	C.5 Proof of Theorem 6

	D Proof of Theorem 2
	E Proof of Theorem 3(i)
	E.1 Preliminaries
	E.2 Existence and uniqueness
	E.3 Propagation of chaos
	E.4 Convergence of the Nikaido-Isoda error

	F Proof of Theorem 3(ii)
	F.1 Preliminaries
	F.2 Existence and uniqueness
	F.3 Propagation of chaos
	F.4 Convergence of the Nikaido-Isoda error
	F.5 Hint of the infinitesimal generator approach

	G Auxiliary material
	G.1 -Nash equilibria and the Nikaido-Isoda error
	G.2 Example: failure of the Interacting Wasserstein Gradient Flow
	G.3 Link between Interacting Wasserstein Gradient Flow and interacting particle gradient flows
	G.4 Minimax problems and Stackelberg equilibria
	G.5 Itô SDEs on Riemannian manifolds: a parametric approach


