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Abstract

Identifying user intents from natural language
utterances is a crucial step in conversational
systems that has been extensively studied as
a supervised classification problem. However,
in practice, new intents emerge after deploy-
ing an intent detection model. Thus, these
models should seamlessly adapt and classify
utterances with both seen and unseen intents
— unseen intents emerge after deployment and
they do not have training data. The few ex-
isting models that target this setting rely heav-
ily on the scarcely available training data and
overfit to seen intents data, resulting in a bias
to misclassify utterances with unseen intents
into seen ones. We propose RIDE: an in-
tent detection model that leverages common-
sense knowledge in an unsupervised fashion
to overcome the issue of training data scarcity.
RIDE computes robust and generalizable re-
lationship meta-features that capture deep se-
mantic relationships between utterances and
intent labels; these features are computed by
considering how the concepts in an utterance
are linked to those in an intent label via com-
monsense knowledge. Our extensive exper-
imental analysis on three widely-used intent
detection benchmarks show that relationship
meta-features significantly increase the accu-
racy of detecting both seen and unseen intents
and that RIDE outperforms the state-of-the-art
model for unseen intents.

1 Introduction

Virtual assistants such as Amazon Alexa and
Google Assistant allow users to perform a variety
of tasks (referred to as ‘skills’ in Alexa) through
an intuitive natural language interface. For exam-
ple, a user can set an alarm by simply issuing the
utterance “Wake me up tomorrow at 10 AM” to a
virtual assistant, and the assistant is expected to un-
derstand that the user’s intent (i.e., “AddAlarm”) is
to invoke the alarm module, then set the requested
alarm accordingly. Detecting the intent implied in

a natural language utterance (i.e., intent detection)
is typically the first step towards performing any
task in conversational systems.

Intent detection (or classification) is a challeng-
ing task due to the vast diversity in user utterances.
The challenge is further exacerbated in the more
practically relevant setting where the full list of
possible intents (or classes) is not available before
deploying the conversational system, or intents are
added over time. This setting is an instance of the
generalized zero-shot classification problem (Felix
et al., 2018): labeled training utterances are avail-
able for seen intents but are unavailable for unseen
ones, and at inference time, models do not have
prior knowledge on whether the utterances they
receive imply seen or unseen intents; i.e., unseen
intents emerge after deploying the model. This
setting is the focus of this paper.

Little research has been conducted on building
generalized zero-shot (GZS) models for intent de-
tection, with little success. The authors in (Liu
et al., 2019) proposed a dimensional attention
mechanism into a capsule neural network (Sabour
et al., 2017) and computing transformation matri-
ces for unseen intents to accommodate the GZS
setting. This model overfits to seen classes and ex-
hibits a strong bias towards classifying utterances
into seen intents, resulting in poor performance.
Most recently, the authors in (Yan et al., 2020) ex-
tended the previous model by utilizing the density-
based outlier detection algorithm LOF (Breunig
et al., 2000), which allows distinguishing utter-
ances with seen intents from those with unseen
ones, which partially mitigates the overfitting issue.
Unfortunately, the performance of this model is
sensitive to that of LOF, which fails in cases where
intent labels are semantically close.

We propose RIDE!?, a model for GZS intent

'RIDE: Relationship Meta-features Assisted Intent DEtection
2Currently under review. GitHub Code Repository will be
shared upon acceptance



detection that utilizes commonsense knowledge
to compute robust and generalizable unsupervised
relationship meta-features. These meta-features
capture deep semantic associations between an ut-
terance and an intent, resulting in two advantages:
(i) they significantly decrease the bias towards seen
intents as they are similarly computed for both
seen and unseen intents and (i) they infuse com-
monsense knowledge into our model, which signif-
icantly reduces its reliance on training data without
jeopardizing its ability to distinguish semantically
close intent labels. Relationship meta-features are
computed by analyzing how the phrases in an utter-
ance are linked to an intent label via commonsense
knowledge.

Figure 1 shows how the words (or phrases) in
an example utterance are linked to the words in
an example intent label through the nodes (i.e.,
concepts) of a commonsense knowledge graph. In
this example, the link (look for, Synonym,
find) indicates that look for and f£ind are
synonyms, and the links (feeling hungry,
CausesDesire, eat) and (restaurant,
UsedFor, eat) can be used to infer the existence
of the link (feeling hungry, IsRelated,
restaurant), which indicates that feeling
hungry and restaurant are related. These
two links, the direct and the inferred ones, carry a
significant amount of semantic relatedness, which
indicates that the given utterance-intent pair is
compatible. Note that this insight holds regardless
of whether the intent is seen or not. RIDE utilizes
this insight to build relationship meta-feature
vectors that quantify the relatedness between an
utterance and an intent in an unsupervised fashion.

RIDE combines relationship meta-features with
contextual word embeddings (Peters et al., 2018),
and feeds the combined feature vectors into a train-
able prediction function to finally detect intents
in utterances. Thanks to our relationship meta-
features, RIDE is able to accurately detect both
seen and unseen intents in utterances. Our exten-
sive experimental analysis using the three widely
used benchmarks, SNIPS (Coucke et al., 2018),
SGD (Rastogi et al., 2019), and MultiWOZ (Zang
et al., 2020) show that our model outperforms the
state-of-the-art model in detecting unseen intents
in the GZS setting by at least 30.36%.

A secondary contribution of this paper is that we
managed to further increase the accuracy of GZS
intent detection by employing Positive-Unlabeled
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Figure 1: Example utterance, intent, and small com-
monsense knowledge graph. The presence of direct
links such as (look for, Synonym, £ind) and in-
ferred ones such as (feeling hungry, IsRelated,
restaurant) between phrases in the utterance and
those in the intent label indicate utterance-intent com-
patibility.
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(PU) learning (Elkan and Noto, 2008) to predict
if a new utterance belongs to a seen or unseen in-
tent. PU learning assists intent detection models
by mitigating their bias towards classifying most
utterances into seen intents. A PU classifier is
able to perform binary classification after being
trained using only positive and unlabeled exam-
ples. We found that the use of a PU classifier also
improves the accuracy of existing GZS intent detec-
tion works, but our model is again outperforming
these works.

2 Preliminaries

2.1 Intent Detection

Let S = {Z;,--- ,Z¢} be a set of seen intents and
U = {Tj4+1,--- ,Z,} be a set of unseen intents
where SNU = @. Let X = {X;, Xy, ..., Xy}
be a set of labeled training utterances where each
training utterance X; € X is described with a tuple
(Xi,Z;) such that Z; € S. Anintent Z; is comprised
of an Action and an Object and takes the form “Ac-
tionObject™ (e.g., “FindRestaurant”); an Action
describes a user’s request or activity and an Object
describes the entity pointed to by an Action (Chen
et al., 2013; Wang et al., 2015; Vedula et al., 2020).
In both the zero-shot (ZS) and the GZS settings,
the training examples have intent labels from set &
only, however, the two settings differ as follows.
ZS Intent Detection. Given a test utterance X/
whose true label Z; is known to be in U/ a priori,
predict a label Z € U.

31f intents are described using a complex textual description,
Actions and Objects can be extracted using existing NLP
tools such as dependency parsers.
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Figure 2: Overview of RIDE.

GZS Intent Detection. Given a test utterance X,
predict a label I]’ € S U U. Note that unlike in the
ZS setting, it is not known whether the true label
of X/ belongs to S or U, which exacerbates the
challenge in this setting; we focus on this setting
in this paper.

2.2 Knowledge Graphs

Knowledge graphs (KG) are structures that capture
relationships between entities, and are typically
used to capture knowledge in a semi-structured
format; i.e., they are used as knowledge bases.
Knowledge graphs can be viewed as collections of
triples, each representing a fact of the form (head,
relation, tail) where head and tail describe
entities and relation describes the relationship be-
tween the respective entities. In this work, we use
ConceptNet (Speer et al., 2016), which is a rich and
widely-used commonsense knowledge graph. In-
terested readers can check Appendix A.1 for more
details on ConceptNet.

2.3 Link Prediction

While large knowledge graphs may capture a large
subset of knowledge, they are incomplete: some
relationships (or links) are missing. Link predic-
tion (Kazemi and Poole, 2018) augments knowl-
edge graphs by predicting missing relations using
existing ones. In the context of this work, we pre-
train a state-of-the-art link prediction model (LP)
on the ConceptNet KG to score novel facts that are
not necessarily present in the knowledge graph.
Given a triple (i.e., fact) in the form (head,
relation, tail), a link prediction model scores
the triple with a value between 0 and 1, which quan-
tifies the level of validity of the given triple. The
details of training our link predictor are available
in Appendix A.2.

2.4 Positive-Unlabeled Learning

Positive-Unlabeled (PU) classifiers learn a stan-
dard binary classifier in the unconventional setting
where labeled negative training examples are un-
available. The state-of-the-art PU classifier (Elkan
and Noto, 2008), which we integrate into our
model, learns a decision boundary based on the
positive and unlabeled examples, and thus can clas-
sify novel test examples into positive or negative.
The aim of the PU classifier is to learn a probabilis-
tic function f(AX;) that estimates P(Z; € S | &)
as closely as possible. In this work, we train a
PU classifier using our training set (utterances with
only seen intents labeled as positive) and validation
set (utterances with both seen and unseen intents as
unlabeled). We use 512-dimensions sentence em-
bedding as features when using the PU classifier,
generated using a pre-trained universal sentence
encoder (Cer et al., 2018).

3  Our Approach

Figure 2 shows an overview of our model: given an
input utterance AX;, we first invoke the PU classifier
(if it is available) to predict whether X; implies a
seen or an unseen intent; i.e., whether X;’s intent
belongs to set S or U. Then, an instance of our
core model (the red box in Figure 2) is invoked for
each intent in S or U based on the PU’s prediction.
Our core model predicts the level of compatibility
between the given utterance A& and intent Z;, i.e.,
the probability that the given utterance implies the
given intent P(Z;|X;) € [0, 1]. Finally, our model
outputs the intent with the highest compatibility
probability, i.e., argmaxz, P(Z;|A;).

Our core model concatenates relationship meta-
features, utterance embedding, and intent embed-
ding and feeds them into a trainable prediction
function. The Relationship Meta-features Gener-
ator (RMG) is at the heart of our model, and it is
the most influential component. Given an utterance



and an intent, RMG generates meta-features that
capture deep semantic associations between the
given utterance and intent in the form of a meta-
feature vector.

3.1 Relationship Meta-feature Generation

RMG extracts relationship meta-features by uti-
lizing the “ActionObject” structure of intent labels
and commonsense knowledge graphs. Relationship
meta-features are not only generalizable, but also
discriminative: while the example utterance “Look
for something nearby. I am feeling hungry.” may
be related to the intent “ReserveRestaurant”, the
Action part of this intent is not related to any phrase
in the utterance; thus, “ReserveRestaurant” is less
related to the utterance than “FindRestaurant”.
RMG takes the following inputs: a set of re-
lations in a knowledge graph (35 in the case of
ConceptNet) R = {r;, r2, .., : }; the set of n-grams
Gi = {91, 92, .-, g4} that correspond to the input
utterance X;, where |G| = ¢; and an intent la-
bel Z; = {A, O}, where A and O are the Action
and Object components of the intent, respectively.
RMG computes a relationship meta-features vector
in four steps, where each step results in a vector

A o0 o4

of size |R|. The smaller vectors are: e X €x €%

il
and eﬁ?i, where ej—g captures the Action to utterance

3

semantic relationships and ey, captures the Object
to utterance relationships. The remaining two vec-
tors capture relationships in the other direction; i.e.,
utterance to Action/Object, respectively. Capturing
bi-directional relationships is important because
a relationship in one direction does not necessar-
ily imply one in the other direction — for exam-
ple, (table, AtLocation, restaurant) does
not imply (restaurant, AtLocation, table).
The final output of RMG is the relationship meta-
features vector €y, iongsip» Which is the concatena-
tion of the four aforementioned vectors. We explain
next how the smaller vectors is computed.

A

RMG computes ez by considering the strength
of each relation in R between A and each n-gram
in G;. That is, eg has |R] cells, where each cell
corresponds to a relation » € R. Each cell is
computed by taking max(LP(A,r,g)) over all
g € G;. LP(head, relation, tail) outputs the
probability that the fact represented by the triple

(head, relation, tail) exists. The vector ey,
is computed similarly, but with passing O instead
of A when invoking the link predictor; i.e., tak-

Algorithm 1: RMG

Input: R = {r;, -, r }: relations in KG
Gi = {91, -+ , gq}: utterance n-grams
Z; = {A, O}: intent’s Action and Object

Output: e .ionship: i-Z; relationship meta-features
Let e?i =RM (A, Gi, —) // Action to utterance
Let e?i =RM (O, G;, —) // Object to utterance
Let e% =RM (A, G;, <) // utterance to Action
Let e:(?i =RM (O, G;, <) // utterance to Object

&

L el o8 o3
et ere[ationshtp = [eXi7 eX,v, eXi? eX,']
return € elationship

Function RM (concept, phrases, direction) :
Lete=[]
foreach » € R do
if direction = — then
Let p = Max (LP(concept,r,g)) for
L g € phrases

if direction = < then
Let p =Max (LP(g,r, concept)) for
g € phrases

L e.append(p)
return e

ing maz(LP(O,r,g)) over all g€ G, to compute
each cell. The vectors e;é_ and egg are computed
similarly, but with swapping the head and tail
when invoking the link predictor; i.e., utterance
phrases are passed as head and Action/Object
parts are passed as tail. Algorithm 1 outlines
the previous process. Finally, the generated meta-
features are passed through a linear layer with sig-
moid activation before concatenation with the ut-
terance and intent embeddings.

3.2 Utterance and Intent Encoders

Given an utterance X; = {wy, wy, -+, w, } with u
words, first we compute an embedding emb(w;) €
R%™ for each word w; in the utterance, where
emb(w;) is the concatenation of a contextual embed-
ding obtained from a pre-trained ELMo model and
parts of speech (POS) tag embedding. Then, we use
bi-directional LSTM to produce a 4-dimensional
representation as follows:

- -
h; = LSTMy, (b, emb(w;)).

1, = LST™g, (h . emb(w))).

Finally, we concatenate the output of the last
hidden states as utterance embedding €, eronee =
[ﬁu; R] € R?. We encode intent labels similarly
to produce an intent embedding €;,.n; € R4.



3.3 Training the Model

Our model has two trainable components: the
LSTM units in the utterance and intent encoders
and the compatibility probability prediction func-
tion. We jointly train these components using train-
ing data prepared as follows. The training examples
are of the form ((X},Z;),)), where ) is a binary
label representing whether the utterance-intent pair
(X;,Z;) are compatible: 1 means they are compat-
ible, and 0 means they are not. For example, the
utterance-intent pair (“I want to play this song”,
“PlaySong”) gets a label of 1, and the same utter-
ance paired with another intent such as “BookHotel”
gets a label of 0. We prepare our training data by
assigning a label of 1 to the available utterance-
intent pairs (where intents are seen ones); these
constitute positive training examples. We create
a negative training example for each positive one
by corrupting the example’s intent. We corrupt in-
tents by modifying their Action, Object, or both;
for example, the utterance-intent pair (“Look for
something nearby. I am hungry.”, “FindRestau-
rant”) may result in the negative examples (..., “Re-
serveRestaurant™), (..., “FindHotel”), or (...,“Rent-
Movies”). We train our core model by minimizing
the cross-entropy loss over all the training exam-
ples.

4 Experimental Setup

In this section, we describe the datasets, evalua-
tion settings and metrics, competing methods, and
implementation details of our proposed method.

4.1 Datasets

Table 1 presents important statistics on the datasets
we used in our experiments.

SNIPS (Coucke et al., 2018). A crowd-sourced
single-turn NLU benchmark with 7 intents across
different domains.

SGD (Rastogi et al., 2019). A recently published
dataset for the eighth Dialog System Technology
Challenge, Schema Guided Dialogue (SGD) track.
It contains dialogues from 16 domains with a total
of 46 intents. It is one of the most comprehensive
and challenging publicly available datasets. The
dialogues contain user intents as part of dialogue
states. We only kept utterances where users express
an intent by comparing two consecutive dialogue
states to check for the expression of a new intent.
MultiWOZ (Zang et al., 2020). Multi-Domain
Wizard-of-Oz (MultiWQOZ) is a well-known and

Dataset SNIPS SGD MultiwOZ
Dataset Size  14.2K  57.2K 30.0K
Vocab. Size 10.8K 8.8K 9.7K
Avg. Length 9.05 10.62 11.07

# of Intents 7 46 11

Table 1: Dataset statistics.

publicly available dataset. We used the most re-
cent version 2.2 of MultiWOZ in our experiments,
which contains utterances spanning 11 intents. Sim-
ilarly to the pre-processing of SGD dataset, we only
kept utterances that express an intent to maintain
consistency with the previous work.

4.2 Evaluation Methodology

We use standard classification evaluation measures:
accuracy and F1 score. The values for all the met-
rics are per class averages weighted by their respec-
tive support. We present evaluation results for the
following intent detection settings:

ZS intent Detection. In this setting, a model is
trained on all the utterances with seen intents —
i.e., all samples (X}, Z;) where Z; € S. Whereas
at inference time, the utterances are only drawn
from those with unseen intents; the model has to
classify a given utterance into one of the unseen
intents. Note that this setting is less challenging
than the GZS setting because models know that
utterances received at inference time imply intents
that belong to the set of unseen intents only, thus
naturally reducing their bias towards classifying
utterances into seen intents. For each dataset, we
randomly place ~ 25%, ~ 50%, and ~ 75% of the
intents in the seen set for training and the rest into
the unseen set for testing, and report the average
results over 10 runs. It is important to highlight
that selecting seen/unseen sets in this fashion is
more challenging to models because all the intents
get an equal chance to appear in the unseen set,
which exposes models that are capable of detecting
certain unseen intents only.

GZS intent Detection. In this setting, models are
trained on a subset of utterances implying seen in-
tents. At inference time, test utterances are drawn
from a set that contains utterances implying a mix
of seen and unseen intents (disjoint set from train-
ing set) and the model is expected to select the
correct intent from all seen and unseen intents for
a given test utterance. This is the most realistic and
challenging problem setting, and it is the main fo-
cus of this work. For the GZS setting, we decided
the train/test splits for each dataset as follows: For



SNIPS, we first randomly selected 5 out of 7 in-
tents and designated them as seen intents — the
remaining 2 intents were designated as unseen in-
tents. We then selected 70% of the utterances that
imply any of the 5 seen intents for training. The
test set consists of the remaining 30% utterances in
addition to all utterances that imply one of the 2 un-
seen intents. Previous work (Liu et al., 2019) used
the same number of seen/unseen intents, but se-
lected the seen/unseen intents manually. Whereas
we picked unseen intents randomly, and we report
results over 10 runs resulting in a more challeng-
ing and thorough evaluation. That is, each intent
gets an equal chance to appear as an unseen in-
tent in our experiments, which allows testing each
model more comprehensively. For SGD, we used
the standard splits proposed by the dataset authors.
Specifically, the test set includes utterances that
imply 8 unseen intents and 26 seen intents; we re-
port average results over 10 runs. For MultiwOZ,
we used 70% of the utterance that imply 8 (out of
11) randomly selected intents for training and the
rest of the utterances (i.e., the remaining 30% of
seen intents’ utterances and all utterances implying
unseen intents) for testing.

4.3 Competing Methods

We compare our model RIDE against the following
state-of-the-art (SOTA) models and several strong
baselines:

SEG (Yan et al., 2020). A semantic-enhanced
Gaussian mixture model that uses large margin loss
to learn class-concentrated embeddings coupled
with a density-based outlier detection algorithm
LOF to detect unseen intents.

ReCapsNet-ZS (Liu et al., 2019). A model that
employs capsule neural network and a dimensional
attention module to learn generalizable transforma-
tional metrices from seen intents.

IntentCapsNet (Xia et al., 2018). A model that
utilizes capsule neural networks to learn low-level
features and routing-by-agreement to adapt to un-
seen intents. This model was originally proposed
for detecting intents in the standard ZS setting. We
extended it to support the GZS setting with the help
of its authors.

Other Baseline Models. (i) Zero-shot DDN (Ku-
mar et al., 2017): A model for ZS intent detection
that achieves zero-shot capabilities by projecting
utterances and intent labels into the same high di-
mensional embedding space. (if) CDSSM (Chen

et al., 2016): A model for ZS intent detection that
utilizes a convolutional deep structured semantic
model to generate embeddings for unseen intents.
(iii) CMT (Socher et al., 2013): A model for ZS
intent detection that employs non-linearity in the
compatibility function between utterances and in-
tents to find the most compatible unseen intents.
(iv) DeViSE (Frome et al., 2013): A model that
was originally proposed for zero-shot image classi-
fication that learns a linear compatibility function.
Note that baseline ZS models have been extended
to support GZS setting.

4.4 Implementation Details

We lemmatize ConeptNet KG, that has 1 million
nodes (English only after lemmatization), 2.7 mil-
lion edges, and 35 relation types. The link predictor
is trained on the lemmatized version of ConceptNet
KG. The link predictor has two 200-dimensional
embedding layers and a negative sampling ratio of
10; it is trained for 1, 000 epochs using Adam opti-
mizer with a learning rate of 0.05, L2 regularization
value of 0.1, and batch size of 4800. Our relation-
ship meta-features generator takes in an utterance’s
n-grams with n < 4 and an intent label, and uses the
pre-trained link predictor to produce relationship
meta-features with 140 dimensions. Our utterance
and intent encoders use pre-trained ELMo contex-
tual word embeddings with 1024 dimension and
POS tags embeddings with 300 dimension, and
a two-layer RNN with 300-dimensional bidirec-
tional LSTM as recurrent units. Our prediction
function has two dense layers with relu and soft-
max activation. Our core model is trained for up
to 200 epochs with early stopping using Adam op-
timizer and a cross entropy loss with initial learn-
ing rate of 0.001 and ReduceLLROnPlateau sched-
uler (PyTorch, 2020) with 20 patience epochs. It
uses dropout rate of 0.3 and batch size of 32. A
negative sampling ratio of up to 6 is used. We
use the same embeddings generation and training
mechanism for all competing models.

5 Results

Standard ZS Intent Detection. Figure 3 presents
the F1 scores averaged over 10 runs for all com-
peting models with varying percentages of seen
intents in the ZS setting. The performance of
all models improves as the percentage of seen in-
tents increases, which is expected because increas-
ing the percentage of seen intent gives models ac-
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Figure 3: F1 scores for competing models in the ZS setting with varying percentages of seen intents. In the ZS
setting, utterances with only unseen intents are encountered at inference time, and models are aware of this. Our
model RIDE consistently outperforms all other models for any given percentage of seen intents.

SNIPS SGD MultiWOZ
Method Unseen Seen Unseen Seen Unseen Seen
Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

DeViSE 0.0311 0.0439 | 0.9487  0.6521 0.0197  0.0177 | 0.8390  0.5451 0.0119  0.0270 | 0.8980  0.5770
CMT 0.0427  0.0910 | 09751 0.6639 | 0.0254  0.0621 0.9014  0.5803 | 0.0253  0.0679 | 0.9025  0.6216
CDSSM 0.0521 0.0484 | 0.9542  0.7028 | 0.0367  0.0284 | 0.8890  0.6379 | 0.0373  0.0244 | 0.8861 0.6515
Zero-shot DNN | 0.0912  0.1273 | 0.9437  0.6687 | 0.0662  0.1168 | 0.8825  0.6098 | 0.0802  0.1149 | 0.8940  0.6012
IntentCapsNet 0.0000  0.0000 | 0.9749  0.6532 | 0.0000  0.0000 | 0.8982  0.5508 | 0.0000  0.0000 | 0.9249  0.6038
ReCapsNet 0.1249  0.1601 09513  0.6783 | 0.1062  0.1331 0.8762  0.5751 0.1081 0.1467 | 0.8715  0.6170
SEG 0.6943  0.6991 0.8643  0.8651 0.3723 04032 | 0.6134 0.6356 | 0.3712 0.4143 | 0.6523  0.6456
RIDE w/oPU | 0.8728  0.9103 | 0.8906  0.8799 | 0.3865 0.4634 | 0.8126  0.8295 | 0.3704 0.4645 | 0.8558  0.8816
RIDE /w PU 0.9051  0.9254 | 09179 09080 | 0.5901 0.5734 | 0.8315 0.8298 | 0.5686  0.5206 | 0.8844  0.8847

Table 2: Main results:

accuracy and F1 scores for competing models in the GZS setting (i.e., models receive

both seen and unseen intents at inference time, which makes the setting more challenging than the ZS setting). We
present results for two variants of our model: RIDE /o PU which does not use a PU classifier, and RIDE / PU
which uses one. Our model consistently achieves the best F1 score for both seen and unseen intents across all
datasets, regardless of whether the PU classifier is integrated or not.

cess to more training data and intents. Our model
RIDE consistently outperforms the SOTA model
SEG (Yan et al., 2020) and all other models in
the ZS setting with a large margin across all the
datasets. Specifically, it is at least 12.65% more
accurate on F1 score than the second best model for
any percentage of seen intents on all the datasets.
Note that all models perform worse on SGD and
MultiWOZ compared to SNIPS because these two
datasets are more challenging: they contain closely
related intent labels such as “FindRestaurant” and
“FindHotel”.

GZS Intent Detection. Table 2 shows accuracy
and F1 scores averaged over 10 runs for all compet-
ing models in the GZS setting. For unseen intents,
our model RIDE outperforms all other competing
models on accuracy with a large margin. Specifi-
cally, RIDE is 30.36%, 58.50%, and 53.18% more
accurate than the SOTA model SEG on SNIPS,
SGD, and MultiWOZ for unseen intents, respec-
tively. Moreover, our model consistently achieves
the highest F1 score on seen as well as unseen in-

tents, which confirms its generalizability. CMT and
IntentCapsNet achieve the highest accuracy for ut-
terances with seen intents on all datasets, but their
F1 score is among the worst due to their biased-
ness towards misclassifying utterances with unseen
intents into seen ones. RIDE outperforms the SOTA
model SEG regardless of whether a PU classifier
is incorporated or not. For SNIPS, the role of the
PU classifier is negligible as it causes a slight im-
provement in accuracy and F1 score. For SGD and
MultiWwOZ, which are more challenging datasets,
the PU classifier is responsible for significant im-
provements in accuracy. Specifically, it provides
20.36 and 19.82 percentage points improvement
for SGD and MultiWOZ, respectively, on unseen
intents.

Effect of PU Classifier on Other Models. We ob-
served that one of the main sources of error for
most models in the GZS setting is their tendency to
misclassify utterances with unseen intents into seen
ones due to overfitting to seen intents. We investi-
gated whether existing models can be adapted to
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Figure 4: F1 scores for unseen intents for the competing models in the GZS setting after integrating a PU classifier.

Configuration SNIPS SGD  MultiwOZ
UI-Embed w/oPU | 0.2367 0.1578 0.1723
Rel-M w/o PU 0.7103  0.3593 0.3321
RIDE w/o PU 09103 0.4634 0.4645
UI-Embed /w PU | 0.7245  0.4202 0.4124
Rel-M /w PU 0.8463  0.5167 0.4781
RIDE /w PU 0.9254 0.5734 0.5206

Table 3: Ablation study: F1 scores for unseen intents
in GZS setting; the key reason behind our model’s as-
tonishing accuracy is our relationship meta-features.

accurately classify utterances with unseen intents
by partially eliminating their bias towards seen in-
tents. Figure 4 presents F1 scores of all the models
with and without PU classifier. A PU classifier
significantly improves the results of all the compet-
ing models. For instance, the IntentCapsNet model
with a PU classifier achieves an F1 score of 74% for
unseen intents on SNIPS dataset in the GZS setting
compared to an F1 score of less than 0.01% without
the PU classifier. Note that the PU classifier has an
accuracy (i.e., correctly predicting whether the ut-
terance implies a seen or an unseen intent) of 93.69
and an F1 score of 93.75 for SNIPS dataset; 86.13
accuracy and 83.54 F1 score for SGD dataset; and
87.32 accuracy and 88.51 F1 score for MultiwOZ
dataset. Interestingly, our model RIDE (without
PU classifier) outperforms all the competing mod-
els even when a PU classifier is incorporated into
them, which highlights that the PU classifier is not
the main source of the performance of our model.
We did not incorporate the PU classifier into SEG
model because it already incorporates an equivalent
mechanism to distinguish seen intents from unseen
ones (i.e., outlier detection).

Ablation Study. To quantify the effectiveness of
each component in our model, we present the re-
sults of our ablation study in Table 3 (in the GZS

setting). Utilizing utterance and intent embeddings
only (i.e., UI-Embed) results in very low F1 score,
i.e., 23.67% on SNIPS dataset. Employing rela-
tionship meta-features only (i.e., Rel-M) results in
significantly better results: an F1 score of 71.03%
on SNIPS dataset. When utterance and intent em-
beddings are used in conjunction with relationship
meta-features (i.e., RIDE w/o PU), it achieves bet-
ter F1 score compared to the Rel-M or UI-Embed
configurations. A similar trend can be observed for
the other datasets as well. Finally, when our entire
model is deployed (i.e., including utterance and
intent embeddings, relationship meta-features, and
the PU classifier, i.e., RIDE /w PU), it achieves
the best results on all the datasets.

6 Related Work

The deep neural networks have proved highly ef-
fective for many critical NLP tasks (Siddique et al.,
2020; Farooq et al., 2020; Zhang et al., 2018;
Williams, 2019; Ma et al., 2019; Siddique et al.,
2021; Liu and Lane, 2016; Gupta et al., 2019). We
organize the related work on intent detection into
three categories: (i) supervised intent detection, (ii)
standard zero-shot intent detection, and (iii) gener-
alized zero-shot intent detection.

Supervised Intent Detection. Recurrent neural
networks (Ravuri and Stolcke, 2015) and seman-
tic lexicon-enriched word embeddings (Kim et al.,
2016) have been employed for supervised intent
detection. Recently, researchers have proposed
solving the related problems of intent detection
and slot-filling jointly (Liu and Lane, 2016; Zhang
et al., 2018; Xu and Sarikaya, 2013). Supervised
intent classification works assume the availability
of a large amount of labeled training data for all
intents to learn discriminative features, whereas



we focus on the more challenging and more prac-
tically relevant setting where intents are evolving
and training data is not available for all intents.

Standard Zero-shot Intent Detection. The au-
thors in (Yazdani and Henderson, 2015) proposed
using label ontologies (Ferreira et al., 2015) (i.e.,
manually annotated intent attributes) to facilitate
generalizing a model to support unseen intents. The
authors in (Dauphin et al., 2013; Kumar et al., 2017;
Williams, 2019) map utterances and intents to the
same semantic vector space, and then classify ut-
terances based on their proximity to intent labels
in that space. Similarly, the authors in (Gangal
et al., 2019) employ the outlier detection algorithm
LOF (Breunig et al., 2000) and likelihood ratios
for identifying out-of-domain test examples. While
these works showed promising results for intent de-
tection when training data is unavailable for some
intents, they assume that all utterances faced at
inference time imply unseen intents only. Extend-
ing such works to remove the aforementioned as-
sumption is nontrivial. Our model does not assume
knowledge of whether an utterance implies a seen
or an unseen intent at inference time.

Generalized Zero-shot Intent Detection. To the
best of our knowledge, the authors in (Liu et al.,
2019) proposed the first work that specifically tar-
gets the GZS intent detection setting. They attempt
to make their model generalizable to unseen in-
tents by adding a dimensional attention module
to a capsule network and learning generalizable
transformation matrices from seen intents. Re-
cently, the authors in (Yan et al., 2020) proposed
using a density-based outlier detection algorithm
LOF (Breunig et al., 2000) and semantic-enhanced
Gaussian mixture model with large margin loss to
learn class-concentrated embeddings to detect un-
seen intents. In contrast, we leverage rich common-
sense knowledge graph to capture deep semantic
and discriminative relationships between utterances
and intents, which significantly reduces the bias to-
wards classifying unseen intents into seen ones. In
a related, but orthogonal, line of research, the au-
thors in (Ma et al., 2019; Li et al., 2020; Gulyaev
et al., 2020) addressed the problem of intent detec-
tion in the context of dialog state tracking where
dialog state and conversation history are available
in addition to an input utterance. In contrast, this
work and the SOTA models we compare against in
our experiments only consider an utterance without
having access to any dialog state elements.

7 Conclusion

We have presented an accurate generalized zero-
shot intent detection model. Our extensive exper-
imental analysis on three intent detection bench-
marks shows that our model is 30.36% to 58.50%
more accurate than the SOTA model for unseen
intents. The main novelty of our model is its uti-
lization of relationship meta-features to accurately
identify matching utterance-intent pairs with very
limited reliance on training data, and without mak-
ing any assumption on whether utterances imply
seen or unseen intents at inference time. Further-
more, our idea of integrating Positive-Unlabeled
learning in GZS intent detection models further im-
proves our models’ performance, and significantly
improves the accuracy of existing models as well.
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A Appendices

This section provides supplementary details on var-
ious aspects of this paper. First, we provide more
details on the commonsense knowledge graph we
have used as a source of knowledge on semantic
relatedness of concepts. Then, we describe the
specifics of the datasets we used in our evaluation
and our preprocessing procedures. Finally, we pro-
vide the details on handling a special case when
utterances do not imply intents.

A.1 Knowledge Graph Details

Although creating and maintaining knowledge
graphs is laborious and time consuming, the
immense utility of such graphs has led many
researchers and institutions to make the effort
of building and maintaining knowledge graphs
in many domains, which lifts the burden off of
other researchers and developers who utilize these
graphs. For tasks that involve commonsense
reasoning such as generalized zero-shot intent
detection, the ConceptNet (Speer et al., 2016)
commonsense knowledge graph stands out as one
of the most popular and freely available resources.
ConceptNet originated from the crowdsourcing
project Open Mind Common Sense, and includes
knowledge not only from crowdsourced resources
but also expert-curated resources. It is available
in 10 core languages, and 68 more common lan-
guages. It was employed to show state-of-the-art
results at SemEval 2017 (Speer et al., 2017). In this
work, we considered 35 relation types to generate
our relationship meta-features. The relation
types are: RelatedT o, FormOf, IsA, PartOf,
HasA, UsedFor, CapableOf, AtLocation,
Causes, HasSubevent, HasFirstSubevent,
HasLastSubevent, HasPrerequisite,
HasProperty, Motivated ByGoal,
Obstructed By, Desires, CreatedBy,
Synonym, Antonym, Distinct From,
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SymbolOf,  DefinedAs,
MannerOf, LocatedNear, HasContext,
SimilarTo, EtymologicallyRelatedT o,
FEtymologically Derived F'rom,

CausesDesire, MadeOf, ReceivesAction,
EaxternalURL, and Self.

The relationship meta-feature generator pro-
duces 35 x 4 = 140 dimension vector for each
utterance-intent pair. Specifically, we generate rela-
tionships: (i) from utterance to Object (i.e., Object
part in intent label); (ii) utterance to Action (i.e.,
Action part in intent label); and (iii) Object to ut-
terance; (iv) Action to utterance.

A knowledge graph may not have redundant, but
necessary information. For example, a knowledge
graph may have the entry (movie, IsA, £ilm)
but not (film, IsA, movie) or vice-versa, be-
cause one triple can be inferred from the other
based on background knowledge (i.e., symmetric
nature of the IsA relation). Similarly, the triple
(movie, HasA, subtitles) can be used to
infer the triple (subtitles, PartOf, movie)
based on the background knowledge (i.e., inverse
relation between HasA and PartOf). So, if this
kind of redundant information (i.e., complement-
ing entries for all such triples) is not available in
the knowledge graph itself, there is no way for
the model to learn these relationships automati-
cally. To overcome this issue, we incorporate the
background knowledge that each of the relation
types IsA, RelatedTo, Synonym, Antonym,
DistinctFrom, LocatedNear, SimilarTo, and
FEtymologicallyRelatedT o is symmetric; and
that the relation types PartO f and HasA are in-
versely related in our link prediction model as de-
scribed in (Kazemi and Poole, 2018).

DerivedFrom,

A.2 Training the Link Predictor

The training data for a link prediction model is
prepared as follows. First, the triples in the input
knowledge graph are assigned a label of 1. Then,
negative examples are generated by corrupting true
triples (i.e., modifying the head or tail of exist-
ing triples) and assigning them a label of —1 (Bor-
des et al., 2013). Finally, we train our LP using
the generated training data by minimizing the L2
regularized negative log-likelihood loss of training
triples (Trouillon et al., 2016).

A.3 Datasets Preprocessing

SNIPS Natural Language Understanding bench-
mark (SNIPS) (Coucke et al., 2018) is a commonly

used dataset for intent detection, whereas Dialogue
System Technology Challenge 8, Schema Guided
Dialogue dataset (SGD) (Rastogi et al., 2019) and
Multi-Domain Wizard-of-Oz (MultiWOZ) (Zang
et al., 2020) were originally proposed for the task
of dialogue state tracking. For SGD and Multi-
WOZ, we perform a few trivial preprocessing steps
to extract utterances that contain intents, along with
their labels, and use them for the task of general-
ized zero-shot intent detection. First, we provide
the details on the preprocessing steps specific to
the SGD and MultiWOZ dataset and then describe
the preprocessing steps that are common for all
datasets.

Steps for SGD and MultiWOZ. To maintain con-
sistency with the previous work on intent detection,
we extract only the utterances where user/system
expresses an intent, and discard the rest from the
original SGD and MultiWOZ datasets. The dia-
logue state contains a property “active_intent” that
keeps track of the user’s current intent. After each
user utterance, we compare dialogue states to check
for the expression of a new user intent, i.e., whether
the value of the “active_intent” is modified. When-
ever the user expresses a new intent, the value of the
“active_intent” is updated. Moreover, sometimes,
the bot (i.e., system) also offers new intents to the
user (e.g., offering reserving a table to the user, who
has successfully searched for a restaurant), which
is tracked in the system actions property “act =
OFFER_INTENT”, and “values = <new_intent>"".
We also keep such system utterances.

Common Steps. We perform some standard pre-
processing steps on all the datasets. We use spaCy
to tokenize the sentences. Since intent labels are
given in the “ActionObject” format, we tokenize
them into “Action Object” phrases before feed-
ing them into our model. For example, the in-
tent labels “FindHotel” and “RateBook”, are trans-
formed into “Find Hotel” and “Rate Book”, re-
spectively. Note that some Objects parts of intent
labels are compound. Consider the intent label
“SearchOneWayFlight” whose Action is “Search”
and Object is “OneWayFlight”. In such cases,
our relationship meta-features generator computes
meta-features for each part of the compound ob-
ject then averages them to produce the Object
meta-features vector. In the previous example,
“OneWayFlight” meta-features vector is computed
as the average of the meta-features of “OneWay”
and “Flight”.



Method SGD  MultiwOZ
CNN 0.9497 0.9512
GRU 0.9528 0.9619
LSTM 0.9512 0.9607
Bi-LSTM | 0.9525 0.9621

Table 4: F1 score for intent existence binary classifiers.

A.4 Intent Existence Prediction

In real human-to-human or human-to-machine con-
versations, utterances do not necessarily imply in-
tents. Most existing intent detection models formu-
late the problem as a classification problem where
utterances are assumed to imply an intent, which
limits utility of such models in practice. In what
follows, we describe a simple method for extending
intent detection models (including ours) to accom-
modate the case when utterances do not necessarily
imply intents. We propose to do binary classifi-
cation as a first step in intent detection, where a
binary classifier is used to identify utterances that

do not imply an intent. To validate the viability
of this proposal, we experimented with several bi-
nary classifiers. To train the classifiers, we created
datasets of positive and negative examples from
seen intents data; positive examples are utterances
that imply intents, and negative examples are utter-
ances that do not have intents (See Section A.3 for
details on identifying utterances that imply intents).
For the SGD dataset, we used the standard train/test
splits, and for the MultiWOZ dataset, we used the
same splits described in the GZS setting. We re-
port in Table 4 the average F1 score over 5 runs
of several binary classifiers for the SGD and the
MultiWOZ datasets. All classifiers use ELMo (Pe-
ters et al., 2018) and POS tag embeddings. These
results show that intent existence classification can
be done accurately using the available training data;
consequently, intent detection models can be eas-
ily and reliably extended to support the case when
some input utterances do not imply intents.



