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Abstract

We study the regret of reinforcement learning from offline data generated by a fixed
behavior policy in an infinite-horizon discounted Markov decision process (MDP). While
existing analyses of common approaches, such as fitted @Q-iteration (FQI), suggest a
O(1/+/n) convergence for regret, empirical behavior exhibits much faster convergence.
In this paper, we present a finer regret analysis that exactly characterizes this phe-
nomenon by providing fast rates for the regret convergence. First, we show that given
any estimate for the optimal quality function Q*, the regret of the policy it defines con-
verges at a rate given by the exponentiation of the Q*-estimate’s pointwise convergence
rate, thus speeding it up. The level of exponentiation depends on the level of noise in the
decision-making problem, rather than the estimation problem. We establish such noise
levels for linear and tabular MDPs as examples. Second, we provide new analyses of
FQI and Bellman residual minimization to establish the correct pointwise convergence
guarantees. As specific cases, our results imply O(1/n) regret rates in linear cases and
exp(—£(n)) regret rates in tabular cases.

1 Introduction

Offline reinforcement learning (RL) is the problem of learning a reward-maximizing policy in
an unknown Markov decision process (MDP) from data generated by running a fixed policy
in the same MDP. The problem is particularly relevant in applications where exploration is
limited but observational data plentiful. Medicine is one such example: ethical, safety, and
operational considerations limit both the application of unproven or random policies and
the running of online-updating algorithms, while at the same time rich electronic health
records are collected en-masse.

A variety of methods have been proposed for offline RL including fitted @Q-iteration
(FQIL; Ernst et al., 2005; Munos and Szepesvéri, 2008), fitted policy iteration (Antos et al.,
2008; Lagoudakis and Parr, 2004; Liu et al., 2020), modified Bellman Residual Minimization
(Antos et al., 2008; Chen and Jiang, 2019), SBEED (Dai et al., 2018), and MABO (Xie
and Jiang, 2020). For all of these, the regret (value suboptimality) bounds obtained are
O(1/+/n), where n is the number of observed transition data (see for example Agarwal et al.,
2020a, Chapter 15 for a concise presentation of the analysis of FQI). However, in practice,
the regret convergence can actually be much faster. For example, we provide a linear-MDP
simulation experiment where FQI empirically exhibits an apparent regret convergence rate
of O(1/n).

*Alphabetical order.



In this paper, we tightly characterize this phenomenon by theoretically establishing fast
rates for the regret convergence of value-based offline RL methods, which directly estimate
the optimal quality function, @Q*. These rates leverage the specific noise level of a given
problem instance, expressed as the density near zero of the suboptimality of the second-
best action (if any), also known as a margin condition. RL instances generally satisfy some
instance-specific nontrivial margin condition. We moreover show that in the linear and
tabular cases, we generally have quite strong margin conditions. We show that policies that
are greedy with respect to good estimates of Q* enjoy a regret bounded by the pointwise
estimation error raised to a power larger than one, thus speeding up convergence for the
downstream decision-making task. This analysis can be applied to any value-based offline
RL method that have pointwise convergence guarantees for estimating Q*. As specific ex-
amples, we establish that we can achieve such pointwise error bounds for the linear case
using FQI and modified BRM (differently from existing analyses of their average error).
Together, this means that, under the standard assumptions needed for FQI and modified
BRM, i.e., closedneess under Bellman operators (completeness) and sufficient feature cov-
erage, linear FQI and modified BRM generally achieve regret of order O(1/n). Technically,
our analysis melds ideas from fast-rate analysis of classification (Audibert and Tsybakov,
2007) with the theoretical analysis of RL (Agarwal et al., 2020a).

1.1 Set Up

We consider a time-homogeneous, finite-action, infinite-horizon, discounted MDP. Namely,
we have an arbitrary measurable state space S (e.g., continuous, discrete, or other), a finite
actions space A (i.e., | A| < 00), a reward distribution P, (- | s,a) that maps to a probability
measure on R, a transition kernel P(- | s,a) that maps to a probability measure on S, an
initial state distribution p on S, and a discount factor 0 < v < 1. We let 7(s, a) denote the
mean of P, (- | s,a).

When we play a policy w(a | s) in this MDP, the trajectory so, ag, ro, S1,a1,71, ... is given
the distribution sg ~ p, ag ~ 7(- | so), ro ~ Pr(- | s0,a0), s1 ~ Ps(- | s0,a0), a1 ~ w(- | 1),
.... Since we consider different policies in the same MDP, we refer to this distribution as
P™ and expectations over it as E™. With some abuse of notation, we also identify maps
m:S — A with the deterministic policy given by Dirac at 7(s) (i.e., a; = w(s¢)). For each
policy m, we define the @-function, V-function, and average state occupancy distribution,
respectively, as

oo

Qﬂ-(sva) =E" [ ’)/tT(St,at) ’ S0 = S,a0 = CL] )
t=0

VT(s) =E" [Z yir(se,at) | so = s] ,

t=0

d"(S)=(1—-7) thIP’”(st € S) for measurable S.
t=0



The reward of a policy w is

o0

Z’)’trt

t=0

VT =FE~ = Eswar ann(ls)[r(s, a)]-

We also define the optimal value, optimal V-function, and optimal @-function, respectively,

as
V¥ =max V7", V*(s) =maxV7"(s), Q"(s,a) = maxQ(s,a).

™

We always let 7* be any deterministic policy with 7*(s) € argmax,c 4 @*(s,a). Notice that
VE=V",V*s)=V" (s), Q*(s,a) = Q™ (s,a).
We also define the Bellman optimality operator: for f:S x A — R,

Tf(sv CL) = T(Sa CL) + ’YES'NPS('ls,(l) n}gﬁ f(sl’ CL/).

Notice that @* is the unique fixed point of 7 (up to measure zero states).

Two types of MDPs we will sometimes use just as specific examples are tabular and
linear MDPs. A tabular MDP is one with finite state space (we already assume the action
space is finite). A linear MDP (Jin et al., 2020) is one where for some known ¢ : S x A — R?
with [|¢(s,a)|| < 1 and unknown vector § € R? and measures v = (v1,...,vq), we have

r(s,a) =07¢(s,a), Ps(S|s,a)=v(S)T¢(s,a) for measurable S.

Notation All unsubscripted norms, ||-||, are Euclidean norms. For a function f(s,a)
we define || f[loc = Supges aca |f(s;a)|. Additional norms will be defined in proofs in the
appendix as needed. For a square symmetric matrix A we let Apin(A) be its smallest
eigenvalue.

1.2 The Offline Reinforcement Learning Problem

The learning problem is as follows. The MDP is unknown and we only observe transitions
data from some (possibly unknown) stochastic policy, known as the behavior policy. Namely,
for some (possibly unknown) p, we observe n independent and identically distributed (iid)
draws D = {(si,a;,7i,8;) : i =1,...,n} where each follows

(8iyai) ~ py, T3 ~ Po(- | 84,0;), s, ~ Ps(-| si,ai).

We let Pp and Ep denote the probability and expectation with respect to the random
sampling of the data D. Based on this data, we choose a data-driven policy 7. The target
is to find one with small average regret,

Ep [V* - V.

In particular, we will focus on Q-greedy policies that, given some f(s,a), are given by any
mf(s) € argmaxgea f(S,a). In particular, results will hold for any choice of tie breaking.
Note, if f = Q* then 7y = 7*. Given some hypothesis class F, we also define IIx = {n :
feFC[S— A
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Figure 1: The regret of FQI in a simple example on a log-log scale with a linear trend fit

1.3 Fitted Q-Iteration

We will use FQI as one example of the regret behavior of offline RL. We present modified
BRM as an additional example in Section 4.
The FQI algorithm is as follows (Ernst et al., 2005):

1. Start at any fo: Sx A —R (e.g., the zero function).
2. Fork=1,... . K:

(a) Set y; =7 +ymaxazea fkfl(sé, a).
(b) Use any supervised learning algorithm to regress y; on (s;, a;) to obtain Fe-

3. Return fx and 7 = T

When the supervised learning algorithm is given by empirical risk minimization of
squared loss over a hypothesis class F (i.e., least squares), that step can be written as

n 2
, € argmi L) — 7 =y max fi1(sha) ) |
fr argrjpelg; (f(sz @) = ri = ymax fi(s] a)) (1)

1.4 The Empirical Performance of FQI Belies Current Analysis

We next study the performance of FQI in a simple example of a linear MDP. We construct
the underlying MDP as follows. We set S = [0,1]%, A = {0,1}. We set the initial distri-
bution x(-) = Uniffg 12(-), where Uniffg yj2(-) is the uniform distribution on [0,1]%. We let



é(s,a) = (s1(1 —a), s1a,1—s1,82(1 —a), s2a,1 — s3)/2, which belongs to the simplex in RS.
We then set r(s,a) = 07¢(s,a) and

Py(s' | s,a) = or(s,a) Betaloakhlogkl(s'l) X Betaioa,,, 1084, (s5),

NE

k=1

where Beta,, g(-) is a Beta distribution. We fix some 6, 1,1, 1,1, .., 6,2, 86,2 by drawing
from Unif{g 130 (once, after setting the random seed to zero). We let the behavior policy
be uniform: p(s,a) = u(s) x Bergs(a), where Bergs(+) is a Bernoulli distribution with
parameter 0.5. We set the discount as v = 0.9.

We then apply FQI to data generated by the above MDP and behavior policy using
K = 50 iterations and a linear function class, F = {87¢(s,a) : 8 € RO} (ie., Eq. (1)
becomes ordinary least squares). We vary the sample size n € [64,90,128,256,512] and
run 70 replications of the experiment for each sample size, in each replication recording the
resulting regret V* — V7. Namely, we calculate the value of a given policy by running the
policy on an independent sample of 40000 initial states and truncating at step 50, and we
compute 7 by running FQI with K = 100 iterations on another independent dataset of size
n = 40000. We report the results in Fig. 1 on a logarithmic scale along with 75%-confidence
intervals for each n and a linear trend fit to the log-log-transformed data. The empirically
observed slope with 75%-confidence interval is —0.96 4 0.08, which is somewhat suggestive
of a regret rate of roughly O(1/n). This provides concrete empirical evidence that for some
instances, we may be able to get regret convergence that is much faster than the O(1//n)
appearing in the existing analyses of FQI and other offline RL algorithms.

2 Fast Rates for ()-Greedy Policies

In this section, we show that any estimate f of @Q* with some rate of convergence leads to
a Q-greedy policy with regret rate that is the exponentiation of this estimation rate, and
sometimes even an exponential to this rate. This can possibly speed up the rate considerably.
The level of exponentiation depends on the level of noise in the downstream decision problem
(rather than in the Q-estimation problem), that is, how hard is it to distinguish optimal
actions from near-optimal actions (rather than how hard it is to estimate Q*), also known
as a margin in classification and bandit problems.
We define the margin at s as

A(S) _ maXgeA Q*(Sv a) — MaXg¢argmax, 4 Q*(s,a) Q*(*S? CL) argmaxqe 4 Q*(S7 CL) 7é A
0 argmax,c 4 Q*(s,a) = A

The margin can be smaller at some s and larger at other s. The larger the margin, the
clearer is the choice of the optimal action, the easier it is to learn to make this optimal choice.
However, the margin may well be positive and arbitrarily close to 0 in many continuous
settings (while a 0 margin leads to trivial decision making). So, motivated by related
conditions in classification (Audibert and Tsybakov, 2007; Mammen and Tsybakov, 1999;
Tsybakov, 2004) and multi-arm contextual bandits (Hu et al., 2020b; Perchet and Rigollet,
2013), we use the following condition to describe the density of A(s) near (but not at) zero.



Condition 1 (Margin). Fix some class of deterministic policies II C [S — A|. There exist
constants dy > 0, « € [0, o0] such that for all § > 0,

sup Py = (0 < A(s) < 0) < (6/00)%,
mell

where 2 is understood as 0 for € [0,1), 1 for z = 1, and oo for z > 1.

We can often just take Il = [S — A] to be all deterministic policies for simplicity, but
it will be sufficient to take only II = Il when using a hypothesis class F for learning Q*.
All instances satisfy Condition 1 with o = 0. But, generally, a given instance would satisfy
Condition 1 with some o > 0. At one extreme, if A(s) is uniformly bounded away from
0 over s then Condition 1 holds with & = co. We give examples where we can establish a
margin below in Section 2.1

Our result applies to Q-greedy policies given a good estimate f of @*. Our next condition
quantifies the quality of the estimate.

Condition 2 (Pointwise error bound). A data-driven f(s,a) is given such that for some
C > 0 and a, > 0 it satisfies that, for any (s,a) € S x A and § > a,,, we have

Pp(|f(s,a) — Q*(s,a)| > 8) < Cexp(—6°/ay), (2)

Equation (2) is a pointwise convergence bound for f with rate a,. In our second main
result, in Section 3, we will show that linear FQI satisfies an even stronger uniform conver-
gence bound (with the supremum over s, a inside the probability) with a,, = 1/y/n. This
analysis is substantially different from the usual analysis of FQI, which establishes guaran-
tees on the average squared error. In Section 4, we show similar results for Bellman residual
minimization.

Using Conditions 1 and 2, we can now establish our key rate-speed-up result.

Theorem 1. Let a data-driven f be given and let 11 be given such that RS IT almost surely.
Suppose Conditions 1 and 2 hold and [|Q* ||, < Qmax- Fiz any 61 > do with 61 > 2a,. Let
imax be the largest integer such that 2'mxtlq, < §;. Then, for # = T, we have

R a+1 imax . )

ED[V* B V7r] < 27(1 1+C Z exp (_227,—2) 2(a+1)z+1 ag-ﬁ-l
(L —7)dg im1

2QmaxC

+1_

exp (—5%/(4an)2) .

If either IT = [S — A or Il = Iz and f € F then obviously 77 € Il is satisfied. Note
that we could also easily only require that = i€ II with high probability and the failure
probability would simply propagate into the regret bound. The key to the result is to
leverage the performance difference lemma (Agarwal et al., 2020a, Lemma 1.16) together
with a peeling argument to study the behavior at different scales of margin.

We immediately have the following two corollaries to simplify the above expression, one
for the case o < oo and one for the case a = oo.



Corollary 2. Suppose LS IT almost surely, Condition 2 holds, and Condition 1 holds with
a < oo. Then, for T = T, we have

2a+1

Ep[V* -V < ———
PV VIS e

(1+c(a)C)apt,

. . a+ip(atl (a+1)/2
where c(a) = S22, exp (_221—2) glatl)i+l < 2 ll“o(g; ,1)+2 (2(ae+1)) o withT (O%lj 1) _

[Za 7 e ¥de < 0.

Corollary 2 shows that the estimation rate in Condition 2 gets sped up by exponentiation
by 1+ « when applied to the downstream decision making problem. Thus, however fast we
are able to estimate Q*, our regret converges even faster. Notice that in Corollary 2 we do
not actually need to assume a bound on ||Q*|| ..

Corollary 3. Suppose T € IT almost surely, Condition 2 holds, Condition 1 holds with
a =00, and ||Q*| o < Qmax- Let n be such that a, < do/2. Then, for * = m;, we have

X 2QmaxC
Ep[V* = V7] < ?76‘ exp (—(5(2)/(40%)2) .
-

Corollary 3 shows that in the o = 0o case, our regret vanishes exponentially fast. While
Corollaries 2 and 3 provide a simple understanding of the behavior in n at any fixed «, if
is finite but very big (e.g., a regime where o = w(1) with respect to n) then Theorem 1 with
01 = &g characterizes the correct trade-off between the polynomial and exponential terms.

2.1 The Margin Condition in Some Examples

We next discuss some cases where we can explicitly demonstrate a nontrivial margin con-
dition. The heuristic implication is that we should generically expect o = 1 in continuous-
state settings and a = oo in tabular settings.

The next lemma shows that if Q* is linear and under a kind of weak concentratability
assumption, we have a = 1.

Lemma 4. Suppose Q*(s,a) = B11(s) for some ) : S — R with ||¢(s)|| < 1 and f € RAX?
and that 1 (s) with s ~ d™ has a density for each m € 11 and this density is bounded by fimax-
Then, Condition 1 holds with o = 1 and 6o = (6fimax ) qe4 MAXa’c A:Ba 28, |Ba — Ba/H_l)_l.

A linear MDP is sufficient for the condition on Q* as we can take ¥(s) = (¢(s,a)/\/|Al)acA-
The assumption of uniformly bounded density is not especially restrictive. In offline RL,
we often assume some type of overlap condition; for example, that d™ and up have densi-
ties (let us overload notation and call these densities d”, ) and that sup, .y, [|[d"(s)7(a |
s)/ (s, a)|lec < C1 (e.g. Xie and Jiang, 2020). (See also Scherrer, 2014 for a discussion of
various overlap conditions.) This implies that the condition in Lemma 4 is satisfied with
ttmax = C1 1o i [1loo < .

The result essentially continues to hold even if s — (Q*(s,a))qc4 is nonlinear as long
as it has a uniformly nonsingular Jacobian, as it is then locally linear (uniformly). Proving
this formally remains future work. At least heuristically, this suggests we should generically



expect to have a = 1 in practice in continuous-state-space cases since the violation of
nonsingular Jacobian only matters if it occurs on the decision boundary, which, while it
might happen would generically not happen.

In the tabular setting, we trivially have a = oo, albeit with a Jy that might be small.
The following follows trivially by enumeration.
Lemma 5. Suppose |S| < co. Set Il =[S — A]. Then, Condition 1 holds with o« = oo and

50 = IMaXs g a/:Q*(s,a0)£Q* (s,a’) |Q*(5a a) - Q*(Sa (l,)|_1.

3 Fast Rates for Linear Fitted ()-Iteration

In this section, we show that by applying FQI with a linear function class, we can obtain
an estimator fx that has a pointiwse guarantee as in Eq. (2) with a, = O(1/y/n) . Thus,
Theorem 1 ensures that we will obtain regret of order O(n~(1+%)/2) when we execute the
greedy policy 7; . When av =1, as in Lemma 4, this means we have regret O(1/n), just as
was observed empirically in Section 1.4.

Bounded Linear Class and Assumptions Assume we are given a feature map ¢ :
S x A — R? with ||¢(s,a)|| < 1. Throughout Section 3, we will consider the hypothesis
class F that is linear in these features with bounded coefficients:

F = {w'g(s,a) : w e RY, |Jul| < B}, 3)

Here we introduce two assumptions to ensure the convergence of FQI estimators, which are
commonly seen in literature (see Agarwal et al., 2020a, Chapter 15 for a review).
Our first assumption is that our function class F is closed under the Bellman operator

T.
Assumption 1 (Completeness). For any f € F, Tf € F.

Since Q* is the fixed point of 7, Assumption 1 directly implies realizability, i.e., Q* € F.
As a special example, in the case of linear MDPs, for any f € F, we have

Tf(s,a) =r(s,a) +~ | max f(s',a')dP(s"| s,a)
sa'cA

= 00(s.a) £ [ ma f(5, ()T (5,0)

/

sa'e

T
— (07 [[ma (s ) (s
so T f is a linear function in ¢ as well. Moreover, if max{||v(S)|, [|0]|} < Cmax and YCpax <
1, it is easy to see that F = {wTé(s,a) : w € RY ||w]| < Chmax/(1 — 7Cmax)} satisfies
Assumption 1.
Our second assumption is to ensure sufficient feature coverage in our data set. This

assumption is commonly required to guarantee the convergence of ordinary least squares
estimators (Wang et al., 2020).

Assumption 2 (Feature Coverage). There exists a constant A9 > 0 such that

)‘min(]ESﬂNMb [gb(s’ a)qb(’s? a)T]) > Ao



Uniform Convergence of the Linear FQI Estimator We now apply the FQI algo-
rithm as is stated in Section 1.3 to get fK with F. Here we elaborate on how we regress
y; on (8;,a;) to obtain fk in step 2b. Namely, we will set fk = 0 whenever the solution to
Eq. (1) is not unique.

For any f € F, by Assumption 1 there exists wy with ||wy|| < B such that 7 f = w}(ﬁ.
Define the empirical design matrix

=) dsiai)d(sisai)T.
=1

If )\min(fl) > 0, let 12)} be the OLS regressor

weR

= <;¢ Siy Qg (n ’YmaXf( )>>7

and otherwise w} = 0. Finally, let @ be the projection of 12)} on to a Euclidean ball B(0, B).
We then set

2
/ _ . / /
f = arg min E <w (ﬁ sl,al) T eyma/gé‘x f (Sz,a ))

_ T
fr= wfk_lcf)-

The following Lemma shows that with high probability, our one-step estimator w}qb
converges quickly to 7 f, uniformly over all (s,a) € S x A and all functions f € F. In
proving this Lemma, we leverage theoretical tools from matrix concentration and empirical
process.

Lemma 6. Assume Assumptions 1 and 2 hold and |ry| < M fort = 1,2,.... For any
0 >0, Wy estimated from the above procedure satisfies

i 2
> < — .
P (s Jago- 71| 2 5) <o (- g )

Using Lemma 6, we can then obtain the following convergence guarantee for FQI.

Theorem 7. Assume Assumptions 1 and 2 hold and |ry] < M fort = 1,2,.... Set
d(M+B log(A2n/(72d)?
an = %. Then, for any K > % and any § > a,, we have

P(|Q* ~ fxlloo = 6) < 6dexp(—6°/a7).

The key to showing Theorem 7 is establishing that (surely)

K-1 VKN
HQ—MMgvaH—HKHm+—7
t=0

This means that the estimation error of fK can be controlled by two terms: one is a weighted
sum of one-step estimation errors, which can be bounded using Lemma 6, and the other is
a diminishing term as we increase the number of iterations. Therefore, as long as our total
number of iterations K is large enough, with high probability fx converges to Q* uniformly.



Fast Rates for Linear Fitted Q)-Iteration Since uniform convergence is a stronger
condition than pointwise convergence, Theorem 7 shows that fK satisfies Condition 2 with
C = 6d and a, = %. Then, combined with Corollaries 2 and 3 it immediately
implies fast rates for linear fitted @Q-interation. We summarize below. (For variable/large

a, we should apply Theorem 1 to get the right trade off between the terms.)

Corollary 8 (Fast Rates for Linear Fitted Q-Iteration). Suppose Condition 1 holds with

2 2
IT = I, Assumptions 1 and 2 hold, and |r¢| < M fort =1,2,.... When K > %,
for = T s We have:

1. if a < o0,
Ep[V* — V] < 2882+1 (1 + 6de(a)) (d(M + B)\*™ e
i S (=% (1= )X ’
2
2. ifa=00 andn > (%) ,
. . 12Md (1—)Xodo \*
— < = — )
EplV" =V = 50y eXp( <576d(M+B)> "

3.1 Tabular MDP as a Special Case

The tabular setting (|S| < oo) is a special case of the linear MDP since we can take

(ﬁ(S,G,) - (]I{(S,CL) - (Slva/)})(s’,a’)ESXA7 d= ’S‘ ‘A‘ :

Moreover, we can satisfy Assumption 2 with Ao = ming, 4)esx.A t5(5, @), and given M s.t.

|r¢] < M, we can satisfy Assumption 1 with B = /|S||A|(1 —~)~!M. Thus, Theorem 7
gives us the bound of the model based estimator in a tabular case. This shows that with

probability 1 -6, || fx — Q*|lec = 144"2‘:‘%%‘*‘3) lC)E’Q(G\3n||fl|/5)

Yee, 1994) to translate this into the regret of & = 75, is to note V* — VT < ﬁHfK —Q*||oo-
Integrating the tail gives

. A typical way (e.g. Singh and

432y/7 |S)? |A]* (M + B)
(1 —=9)2Xovn '

Compared to this, our Lemma 5, Theorem 7, and Corollary 8 together give that, for
n> <288|SHA|(M+B))2

Ep[V* — V7] <

(1—=v)Aodo

o 1201814 (L=dob Y’
Ep[V* — V7] < o2 &P (‘ (576 S| | Al (M+B)> n) 7

where do = max; 4 0.0+ (s,0)£Q* (s,a’) |Q* (S, @) — Q*(s,a’)rl. The above regret bound van-

ishes exponentially, much faster than the usual O(1/4/n) result.
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4 Fast Rates for Modified Bellman Residual Minimization

Modified Bellman Residual Minimization (BRM) is a common offline @-function estimation
method (Antos et al., 2008), which approximates the Bellman error by introducing another
maximization problem, thus avoiding the need to iterate. The original BRM was for offline
policy evaluation (estimate Q™ for a given 7); recently Chen and Jiang (2019) adapted
it to offline policy learning (estimate Q*) in a method called MSBO. They establish the
convergence of the Bellman residual errors of MSBO when the hypothesis classes are finite
(|F| < 00). In this section, we show the convergence of MSBO in terms of uniform error to
Q* for a linear function class. Using our results, we conclude that MSBO enjoys fast rates
as well, similarly to FQIL.
Given, a class F, €[S x A — R] and ¢ > 0, MSBO is defined as follows:

feammmHMX§:<< gl a) + () ) i) = Cu(sn ).

qEF wEFuy P

Note MSBO was originally proposed using ¢ = 0.5. We consider general ¢ > 0.
Here, given a feature map ¢ : S x A € R? with ||¢(s,a)| < 1 we consider

F={0"¢(s,a): |07 ¢(s,a)lloc < M',0 € R},
={07¢(s,a) : |07 d(s,a) |00 < M',0 € R}

Theorem 9. Suppose |ry| < M fort=1,2,--- and M’ = (1 —~)~ M. Moreover, assume
Q* € F (realizability), (T — I)F C Fy (modified completeness), and (modified feature
coverage)

Amin (E(s )y [(T = Do(s,a){(T = 1)d(s,a)} ']) > Ap.

Then, there exists a wuniversal constant c > 0, such that, letting

an = c(Vd+ M'\/M?2]C+ M+ { + 1/\y)\/logn/n, we have for all § > ay,

P(|f = Qlloc > ) < exp (—6%/a),

The assumptions are similar to FQI in the sense that we need realizability, completeness,
and feature coverage, but the latter two are slightly different. As in Section 3, by combining
our results (Theorem 1, Corollaries 2 and 3, and Lemmas 4 and 5) with Theorem 9, we
obtain a fast regret rate for MSBO. Specifically, if & < oo, we obtain a regret rate of
(logn/n)~(@*t1/2 which is faster than the rate of the O(1/y/n) rate in the analysis of Chen
and Jiang (2019).

5 Related Literature

Tabular offline RL Agarwal et al. (2020b); Gheshlaghi Azar et al. (2013) analyze the
tabular case where we have a generative model (Agarwal et al., 2020b; Gheshlaghi Azar
et al., 2013), that is an oracle for drawing from the MDP’s reward and transition distribu-
tions, but assuming a generative model is much stronger than our offline setting, where we
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just see data passively. In the tabular offline setting, the minimax optimal regret rate is
obtained by Yin et al. (2020) and is O(1/+/n). Our result in the tabular case is exp(—Q(n)),
but it depends on instance parameters such as dg, i.€., it is not minimax if dg is allowed to
vary, and in particular approach 0.

Value-based offline RL Value-based offline RL is an approach to offline RL where we
estimate @* and then use the corresponding greedy (i.e., argmax) policy (some also consider
a smoothed softmax version). This is the approach we studied here. The most common
way to estimate Q* is FQI (Ernst et al., 2005), which we analyze in Section 3. Chen and
Jiang (2019); Fan et al. (2020); Munos and Szepesvari (2008) have analyzed finite-sample
error bounds for FQI. Since they obtain bounds on the average error, their analysis is not
directly applicable to our setting. We therefore established uniform convergence in order to
derive fast regret rates for the resulting greedy policy.

Another common method to estimate Q* is modified BRM and its variants, which we
analyze in Section 4. The finite-sample error bound of the @Q*-function has been analyzed
in Chen and Jiang (2019); Xie and Jiang (2020) when the hypothesis class is finite. In a
general function approximation setting (such as linear), a slow rate of O(n~'/%) is obtained
by Antos et al. (2008) for policy evaluation (estimate Q™ for a given m). Since existing
analyses are for average errors and/or not tight, it is not directly applicable. We therefore
established uniform convergence.

Beyond FQI and BRM/MSBO, there are many offline estimators for Q* such as SBEED
(Dai et al., 2018), which uses a smoothed version of the max operator in modified RBM,
and MABO (Xie and Jiang, 2020), which is derived by a conditional moment equation
formulation of @Q*. In all of the aforementioned value-based offline RL work including these
two, the final regret is O(1/y/n). Our analysis shows that we can obtain the faster rate
depending on the margin condition.

Policy-based offline RL Policy-based offline RL is an approach where we directly op-
timize a policy among some restricted policy class. One common approach is fitted policy
iteration (Lagoudakis and Parr, 2004; Lazaric et al., 2010). Finite-sample regret bound have
been analyzed by Antos et al. (2008); Liu et al. (2020), which show that the final regret is
O(1/4/n). Another common way is offline policy gradient (Nachum et al., 2019). Kallus and
Uehara (2020a) showed the asymptotic regret of a offline policy gradient method based on
efficient estimation is O(1/4/n). Note our analysis here does not apply to the policy-based
approach. We leave it as future work.

Offline policy evaluation Offline policy evaluation (OPE) is the task evaluating the
policy value of a single policy (Precup et al., 2000), i.e., estimating V™ for a given w. The
typical error rate is O(1/4/n) (Duan et al., 2020; Kallus and Uehara, 2019; Liu et al., 2018;
Thomas and Brunskill, 2016). Kallus and Uehara (2019, 2020b) focuses on how to reduce
the constant in the leading 1/4/n term. Note that our work does not imply a fast rate for
OPE since regret is different from estimation error. In particular, our fast rate leverages
the impact of the downstream decision-making problem, after estimation.
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Margin Condition and Fast Rate In classification, Audibert and Tsybakov (2007);
Tsybakov (2004) showed that both empirical risk minimization and plug-in methods can
achieve o(1/4/n) fast rates under a margin condition that quantifies the concentration of
mass of P(Y = 1 | X) near 1/2. An analogous condition has been used in contextual
bandits to quantify the separation between arms and get low regret (Goldenshluger and
Zeevi, 2013; Hu et al., 2020b; Perchet and Rigollet, 2013). In particular, such margin
conditions for a < oo can be much weaker than assuming strict separation of arms (o = 00),
which is often unrealistic. Hu et al. (2020a) used a margin condition that characterizes the
distribution of near-degeneracy in contextual linear optimization problems and obtained
fast regret rates in that problem for both plug-in policies and empirical risk minimization.

Exponential Lower Bounds with only Realizability and Concentratability Both
our results for FQI and MSBO and the previous analyses mentioned above assume some
form of a completeness condition. It has been shown that when the hypothesis class is linear,
if we only assume realizability and concentratability (e.g., feature coverage) and we do not
assume completeness, then the sample complexity must have an exponential dependence on
the dimension of linear class or horizon (i.e., 1/(1 —~)) (Wang et al., 2020; Weisz et al.,
2020). Completeness, as we have used here, is one sufficient condition to avoid this and
make offline RL feasible.

6 Concluding Remarks

In this paper we established the first sub-1//n regret guarantees for offline reinforcement
learning. In particular, we showed that, given an estimate of Q*, the resulting Q-greedy
policy has a regret rate given by exponentiating the estimation rate, where the exponent
depends on a margin condition. We also showed that quite strong margin conditions gener-
ally hold in linear and tabular MDPs, and argued a nontrivial margin should usually hold
for a given instance in practice. Our rate-speed-up result relied on pointwise convergence
guarantees for Q* estimates. Since no such exist, we derived new uniform convergence guar-
antees for FQI and a BRM variant called MSBO (and this implied pointwise convergence).
The rates our theory predict are almost exactly what is observed in practice in a simulation
example.
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Technical Appendix for
Fast Rates for the Regret of Offline Reinforcement Learning

A Proofs

A.1 Proofs for Section 2
Proof of Theorem 1. For any policy 7, define A™(s,a) = Q" (s,a) — V™ (s), and A*(s,a) =
A™ (s,a) < 0. By the performance difference lemma (Agarwal et al. (2020a, Lemma 1.16)),
(L =NV* = V) =E, g [~A* (5, 7(5)]
=By qr[Q7(s, 7 (s)) — Q" (s, 7(s))]- (4)
Define the events
Bo ={0<Q(s,m"(s)) — Q"(s,7(s)) < 2an},
= {2'an < Q*(5,7"(s)) = Q*(5,7(s)) < 2Han} i>1,
B' = {2 ay, < Q*(s,m"(s)) — Q" (s, 7(s))}-
Peeling on Q* (s, 7*(s)) — Q* (s, 7(s)) we get
E, g [Q*(‘S? 7T*(S)) - Q*(S7 7}(8))]

tmax

=E.ar[ Y (Q"(s,7(5) — Q" (s, () ) B} + (Q* (5,77 (s)) — Q" (s, 7(s)) {B}]
=0

<2a, Y 2P 4+ (Bi) + QmaxPysas (B). (5)
i=0

In what follows, we control EpE__ 4+ [I{B;}] for i € [0,imax] and EpE, 4+ [I{B’}], which,
combined with Egs. (4) and (5), would give an upper bound on Ep[V* — V7).
First of all, by Condition 1,

EpE, s [I[{ Bo}] <supPyege (0 < A(s) < 2,)
<2%ay /&¢ -
Second, for ¢ > 1,

B} =I{f(5,7(s)) = f(s,7"(5)), 2'an < Q"(s,7*(5)) — Q(s5,7(s)) < 2" an}

<I{Q*(s,7"(s)) — f(s,7*(5)) > 27 a,, 0 < A(s) < 21*1a,}
+I{f(s,7(s)) — Q*(s,7(s)) > 2 La,, 0 < A(s) < 2Fla,}.

<IH{Q*(s,7*(s)) — f(s,7(s)) + f(s,7(s)) — Q*(s,7(s5)) — 2'an, > 0,
0 < Q*(s,m*(s)) — Q*(s,7(s)) < 2, }
SHQ(5.7°(5)) — flo.7(9)) > 27100 < Q*(s.7°(5)) — Q"(s,7(s)) < 20}
) < 2itlg)
)
)

) = f(s,m(
+I{f(s,7(s)) = Q*(5,7(5)) > 27 a3, 0 < Q" (5,7 (5)) — Q" (s, 7(s))
(
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where the second inequality comes from a union bound, and the last one comes from the
definition of A. Therefore, we have for ¢ > 1,

EpE, q+[[{Bi}]
<EpE, 4+ [{Q"(s,7"(5) — f(s,7

+ EpE, e [1{f(5,7(s)) — Q*(s
<supI[ilDIEL<;~d7r [{Q*(s,7"(s)) —

+ sup EpEygr [I{ f (s, m(5)) — Q* (s, m(s)) > 2" La,,0 < A(s) < 27 a,}]

*(s)) > 2071q,,0 < A(s) < 2i+1an}]
s, 7(s)) > 2171q,,0 < A(s) < 2”1@”}]
Fls,7(s)) > 27 an, 0 < A(s) < 27 a, )]

<sUp Eyngr [1{0 < A(s) < 27 a, }Pp(Q* (s, 7" (s)) — f(s,7"(5)) > 2" an)]

+ sgrpESNdn [1{0 < A(s) < 2 a, YPp(f(s, 7(s)) — Q*(s, m(s)) > 27 ay,)].

Then from Eq. (2) and Condition 1 we have for i € [1,imax],

EpE, 4+ [I{B;}] <2C exp(—22i*2) sup Py e (0 < A(s) < 2i+1an)
well

<20 exp(~2272) (21 a,, /50)°.
Finally, since

I{B'} H{f<s T s)) f(s,7(s)), 2> a, < Q*(s,7*(s)) — Q" (s, 7(s))}
(s,7%(5)) + f(s,7(s)) — Q*(s,7(s)) — 2maF1g, > 0}
SH{Q*(M (5)) = f(s,7%(s)) > 2™=xan} + I{ f(5,7(5)) — Q" (s, 7(s)) > 2™>a, },

by Eq. (2) we have

EpR, 4+ [[{B'}] < sup Borar [Pp(Q7 (5,7 (5)) = fs,m*(5)) > 2'm=ay)]

+SUp Esar [Po(f(s,7(s)) — Q (s, m(s)) > 2™ay)]

<2Cexp (—22imax)
<2C exp(—&%/(4an)2),

where the last inequality comes from the definition of iy ax.
Putting all pieces together we get

) ga+1 Imax . .
Ep[V* -V <——— (1 + > Cexp (-2%7?) 2<a+1)z+1> attt
=1

-5
2 maXC
+ Cf_ 5 exp (—5%/(4@,1)2) .
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Proof of Corollary 2. The statement comes from setting 47 = oo in Theorem 1. We now
provide an upper bound on c(a) = Y7, exp (—2%72) 2(a+1)itl,
Define f(z) = exp(—2%2*2)2(@+1)  The maximizer of f(z) is zg = %, and

a+1)/2
flxo) = <@)( / . Therefore,

0o [zo]—1
Z exp (—2%7?) gla+)itl —9 Z f@) +2f(lzo]) +2 Z f@@)
i=1 —|z0/+1

\_xoj 9]
§2/ f(z)dx + 2f(xo) + 2 f(z)dx
1 Lzo]

=2 [ f(o)da + 2f(a0)
1
gat1p (aTﬂ’l) <2(Q+1))(a+1)/2
- 12 .
log 2 e

O]

Proof of Lemma 4. First, for clarity, we provide a very short proof of a weaker result where

00 = (Bptmax D ac A 2oare B8, |1Ba — By|™H L. For simplicity suppose all {3, : a € A}
are distinct; otherwise we can simply eliminate duplicates. Letting V;(R) be the volume of
the R-radius d-ball, we have for any 7 € II,

Pougr (0 < A(s) <6) =Pyugr (Ja#d 10 < Q(s,a) — Q(s,d’) < 6)
<Y Panar (0 < (Ba — Bar)T0(s) < 6)

a#a’
§/1Ba=Bgy H
< Hmax Z / ((1 —Uu )1/2)du
a#a’
< Mmax Z 65/ Hﬂa - Ba’” s
a#a’

since the volume of a unit ball in any dimension is always less than % < 6.
Now we present an argument to tighten the above so that the inner sum in g becomes
a max. Again suppose all {53, : a € A} are distinct; else eliminate duplicates. Letting Vol
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denote the Lebesgue measure and By = {||v|| < 1} the unit ball, we have

Psgr (0 < A(s) <6) < Z Pygr <O <A(s)<d,d € argmaXQ s a)

a’'eA
<3 Par (Ya# ' (Bu — Ba) () 2 0, Ja £ a'+ (B — Bu)T(5) <
a’'eA
§umaXZVol U (Bdﬂ ﬂ {(Bar — Bar)Tv >0} N{(B ,5a)rv§5}>
a'ceA a#a’ a’eA

< pmax 3 Vol | | [Ban {B;,auv > 0} n {BJ/,QU < 0/ min [|far — Ball} :

a’'eA a#a’ a’#a

where Ba’,a = 1850 6 — /BaH The first inequality is by union bound, the second by definition of
A and including 0 in the event, the third by the uniform upper bound on d™, and the fourth
by inclusion as we are only increasing the half space in the last term for each a’,a. We will
next show that the inner volume term is upper bounded by 66/ min, . ||Be — Ba||, yielding
the result.

We now study the inner volume term. To abstract things, consider Si,..., 5, with
|8i|| = 1 and the polyhedral cones K¥) = {v : Blo>0Vi=1,...,k}foreveryk=1,...,m
We are then concerned with

V = Vol (G (Bd NnK™ n{al < 5’})) :
i=1

Placing a prism of height ¢’ (in the direction of 3;) on top of B;N K™ N {B]v = 0} for each
i, we see that the sum of the prims’ volumes upper bounds V: we are only overcounting
volume outside the sphere and any overlaps between the prisms placed at different faces.
Let 0Bg = {||v|| = 1} be the unit sphere shell and let p = d — 1 be the proportionality
between the volume inside the (d — 1)-dimensional unit sphere and its area. Notice that
the sum of the prisms’ volume is equal to ¢’ times p~! times the perimeter of the spherical
polyhedron that K™ defines on the unit sphere, that is, (m) N 8[)’(1‘. We claim that
|6K (m) 8Bd‘ < ‘8[( (m=1) BBd‘. If 3,, does not intersect the interior of K (™ then this
is trivial. Suppose it does intersect. Let H = {ffv > 0} and H' = {Bh,v < 0}. Then
|K(m_l) NOH N OBd‘ < ‘OK(m_l) NH N 8Bd’ because if we project dK (™Y N H' N dBy
onto HNABy then we obtain K~V NdHNIBy (that is, one side of a spherical polyhedron
cannot be larger than the sum of the other sides). Therefore, by adding 3,, to K (m=1) ¢4
obtain K (™) we have lost more perimeter than we have gained, as was claimed. By repeating
this, we obtain ‘8[((”"”) N 8Bd’ < ’3K(1) N 8Bd’. Next, notice that |(9K(1) N 88d| /p is just

. . . <1 s (d—1)/2
the volume of the (d — 1)-dimensional unit ball, which is m < 6. Hence, V <68'. O

A.2 Proofs for Section 3
Proof of Lemma 6.
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Preliminary. Let ylf =71 +ymaxye f(s;,a’). We can write

vl = wlie(sia;) + ¢,

where ef =+ Y maxgeA f(st,a’) — T f(si,a;). Note that Emshpg(_‘smi)[e{ | 8i,ai] = 0.

When the event )\mm( ) > nAo/2 holds,

sup [y =y = sup
SsupHi_lH (85, a;)e]
fer 2
<n70?1€12 Z¢ Si ;)€

Therefore, from a union bound we get

o e - /
P (?lel.l; |y — wyl| > 5) <P ()\mm(E) < n/\o/2> +P (?1612 E P(si,ai)e] || > 71)\05/2>
) f n/\05
<P (Amm( ) < n/\0/2> +J§:1P <SUP E d)j Suaz il 2 Qﬁ)’

(a) RS

where ¢; is the j-th component of ¢. We now aim to bound the two terms on the right
hand side.

Bounding (a). Note that

>\max (¢(5i7 ai)¢(5ia ai)T) = ”Hl”aXlu Qb(su al)¢(si7 ai)Tu <1,

Amin <Z E¢(s;, ai)d(si, ai)T> > Amin(E(si, ai)d(si, a:)T) = no.
i=1

=1

By matrix Chernoff inequality (Tropp (2015, Theorem 5.1.1)),
P ()\min(g) < n)\O/Q) < deXp(—TL)\o/8).

Bounding (b). Let i/ (s,a,r,8") = ¢(s,a)(r + ymaxyeq f(s',a’) — T f(s,a)). We have
E[h/ (s,a,r,5s')] = 0. Define hlf = h(si, ai,ri,85), W/ = (h{, .. .,hﬁ), and H={h/: feF}.

Note that sup ez ‘h{’ < M + B for each i.
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By Pollard (1990, Theorem 2.2), for any convex increasing @,

E® | sup ¢i(s;, a; ezf =E® [ sup hzf
(fef 2 #ilsiai > (fe}" 2

i=1 =1
<EE,® <2 sup |(a, h>|> .
heH

Let ¥(z) = 1 exp(z?). By Pollard (1990, Theorem 3.5),

1 vn(M+B)
EE, ¥ <J sup |(o, h>|> <1, where J = 9/ V1og D(6, H)dé.
heH 0
Since
b7 =1 < 29v/mllf - gl
we have
5
log D(6,H) <logD | —— .
og DO.H) <log D ( 5= 7.1

<dlog (1+8yBy/n/d).

where the last inequality comes from Wainwright (2019, Lemma 5.5 and Example 5.8). This
implies

J <9Vnd(M + B) /1 log (1 +8/57)ds’
0
<18Vnd(M + B).

Combining all pieces we get for all § > 0,
P i(Si,a;)€; 0] <5 — .
Fer 2 0ilsi el > b ( 1296nd(M + 3)2)

i=1
Bounding the Error sup ¢ Hﬁ)}qﬁ - TfH . Recall that w0/ is the projection of 12)} onto
o0

B(0, B), so we naturally have P (sup ez ||y — wy| > &) = 0 for § > 2B. On the other
hand, when § < 2B,

P (sup Hw}qb — TfH > 5) <P <sup [y —well > 5)
feF o0 feF

< (sopay ] )

feFr

B nAZs?
5184d2(M + B)

)\2
<6d - ! 6% ).
= eXp( 5184d>(M + B)? ' )

where we used the fact that A\g < 1. Our conclusion then follows. O

<bd exp ( 2) + dexp (—nAo/8)
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Proof of Theorem 7. Note that for any k € [K],
Q"(s,0) = TQ(s,0) = 7(s,0) + Ty~ p()s,0) MAX Q*(s',d"),
T fr—1(s,a) = r(s,a) + YEgp(|s.a) max fe1(s',d),
so we have
1Q* = T fi-1lloo <SUPVEyop(jsa) | max Q*(s',a) — max fr_1(s',d)|
s,a a’eA a’'eA
<sup ’YES’NP(-\s,a) max |Q*(8/7 a/) - fk—l(slu a/)|
s,a a'eA
§'7||Q* - fk—l”oo-

Therefore,

1Q* — frlloo <IIQ* = T frcilloo + 11 ft — T Freilloo
<ANQ* = frucilloo + I1fx = T frtlloo-

We can recursively repeat the same process for ||Q* — fk_1||C>o till £ = 0, and get

K-1
1Q" = Frclloo <D Al fx—t = Thx—t-1lloo + Y 1Q = fr-1lls0
t=0
K-1 K
. . M
< 'YtHfK—t_TfK—t—luoo—'—%-
t=0
2 2
Note that K > log(Agn/(5184d7)) implies that M < 72d(M+B) Moreover, by Lemma 6,

2log(1/7) (I1=7) = (1=7)dovn

we know that for any § > 0,

P kz_‘i Ufes = Thevale > 2) <p [ su [ago 7] 5 00 -7)
Y k-t k:—t—loo_2 = feg ¥ - 5

t=0
(1 B ’7)2)‘(2) n52)
20736d2(M + B)2

<6d exp(—

144d(M+B)
Therefore, for any § > T hevn

o N232
(L —7)"Ag n52).

A.3 Proof for Section 4
Proof of Theorem 9.
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Preliminary We introduce E,[f(-)] = 1/n )", f(si, ai, 74, s;). In addition, we use E[] to
present E,, [-]. We define

®(qg;w) =E[{r —q(s,a) + VmaX(J(S a')}w(s, a)l,
D, (q;w) =E,[{r —q(s,a) + ’ymaxq(s a)}yw(s,a)],
(I)%(QQ w) = n( ) —CE, [ ]7
¢ (g; w) = B(g; w) — CE[w?].

Let 7, be the upper bound of the critical radius of F,, and

Gg = {(s,a) = w(s,a){—q(s,a) + ymaxq(s',a’) + Q*(s,a) + ymax Q*(s',a)} : w € Fy,q € F}.

From a standard analysis, 0, = ¢y/dlogn/n. Then, from Wainwright (2019, Theorem 14.1),
with 1 — cg exp(—cinn?/M'), for any n > n,, we have
Vw(s, a) € Fu, [Enw?’] — E[w?]| < 0.5E[w?] +»* (6)

noting 7,, upper bounds the critical radius of F,,.

First Step By definition of f and Q* € Fy, we have

sup @S (f;w) < sup @4(Q%;w) (7)
wEFuw wWEFuw

From Wainwright (2019, Theorem 14.20), with probability 1 — cg exp(—cinn?/M"), for any
1N > 1p, we have

Yw € Fy + |Pn(Q5w) — D(Q5w)| < cCr{nE[w?]"/? + 17} (8)

Here, we use l(a1, a2) := a1a2,a1 = w(s,a),as = r — q(s,a) + ymaxy q(s',a’) is 2(1 + ) B-
Lipschitz with respect to a; by defining Cy = 2(1 + ~)B, that is,

(a1, a2) — I(ay, a2)| < Cilar — aj.

Thus,
sup DS (Q*;w) = sup {©,(Q%;w) — CE, [w?]} Definition
< sup {@(Q*; w) + cCinE[w?]Y? + cCin? - CE, [wQ]} From Eq. (8)
wefur
< sup {@(Q*; w) + cCE[w?]"? + cCin? — 0.5¢CE[w?] + CnQ} From Eq. (6)
wEfw
< sup {R(Q"w) + (4CF/C + Cr+ O’} (9)
WESw

In the last line, we use a general inequality, a,b > 0:

sup (aE[w?)Y/? — bE[w?]) < a?/4b.
we Fu

24



Moreover,

sup {5 (f3w)} = sup {@,(f;w) = Pu(Q"5w) + D0 (Q"5w) — CEy[w?]}

wEFy wWEFuy

> sup {®,(f;w) — 2,(Q";w) — 2(E, [w?]} + inf {®,(Q";w) + (E,[w?]}
wEFy wEFy

= sup {®(f;w) — Pn(Q%;w) — 2B, [w?]} + inf {®,(Q";—w) + (E,[w?]}
weEFy, —weFu

= sup {®n(fiw) — 0, (Q";w) — 2(By[w?]} +  inf {—®,(Q%;w) + (En[w?]}
WEFw —wEFy

= sup {0, (fiw) — 2,(Q";w) — 2(E,[w?]} — sup {®,(Q%;w) — CE,[w?]}
WEFy —weFy

= sup {®(f;w) — 2 (Q";w) — 2(E, [w?]} — sup ®5(Q;w).
weEFy wEFw

Here, we use F,, is symmetric. Therefore,

sup {@,(f;w) = 0(Q"1w) — 2B, [w?]} < sup {S4(Q"5w)} + sup {94 (f;w)}

wWEFu wWEFy WEFuy
<2 sup 95(Q%w)
wEFuw
X, 24 2 2
< suj;r) {@(Q sw) + (c*4CT /¢ +vC1 4+ (O }
weSw

= (*4CT /¢ + vy + O

Second Step Define
we = (T —1I)q.

Suppose {IE[wfg]}l/2 > n, and let Kk = n/{Q{E[wf@]}lﬂ} € [0,0.5]. Then, noting F,, is
star-convex,

sup {@n(f;w) = 2a(Q"w) — 2Bulw’]} 2 K{Pa(f,wp) = Pu(Q,wp)} = 2W*CEnfw].

since Kw s Fw- Then,

;z.-?En[wJ%] < n2{1.5E[w]2;] +0.51%} ( Eq. (6))
< 3. (Definition of k)
Therefore,
sup {80 (frw) = 0,(Q" ) 2B [u?]) = {8 (fp) — 8@, )} 2
Using

(g, wg) = Pn(Q, wq) = Enl[{—q(s,a) + Q"(s,a) + ymaxq(s', a') — ymax Q*(s', a') }wy(s, a)],
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from Wainwright (2019, Theorem 14.20), with probability 1 — cg exp(—c1nn?/M'?), for any
1 > 1y, for any g € Fy,

[P (g, wq) — Pn(Q", wq) — {P(q, wq) — P(Q", wg) }|
= [En[{—q(s, ) + Q"(s,a) + ymaxq(s', a') — ymax Q"(s', ') }wq(s, a)]

—E[{—q(s,a) + Q"(s,0) + ymaxq(s', a') — ymax Q"(s', ') }wy (s, a))]|
< (E[{~q(s,0) + Q"(s,a) + ymaxq(s', ') — ymax Q*(s', ") }wi(s, )]/ + 1)
< (nM'{B[wy]}'* + %),

Here, we invoke Wainwright (2019, Theorem 14.20) by treating (a1, a2) = a1, a1 = {q(s,a)—
Q*(s,a) —ymaxy q(s', a") + ymaxy Q*(s',d") bwy(s, a)}.
Thus,

w{®u(f w07) = (@ wp)} > w{B(f,w) — Q" wp)} — (M{ELAI} + 7?).
(k < 0.5)
> w{®(f, w5) — B(Q",w))} — (M n{E[3}V?) - 0.5
& Efw (s, a)(T = 1) f(s,0)] - s(M'n{Ew2)}/2) — 0.57°

ZW{E[ 22— MIn{E[w?]}?} - 0577

> 0.50E[{(T = DFY*IY? = (0.5 + M)
For (a), we use
&(f,wp) - Q" w) = Eus(s,a){~ (s,

@)+ Q"(s,a) + ymaxy f(s,a') — ymax Q*(s', a')}]
= Blw;(s,a)(T —I)f(s,a)].

Third Step Thus, for > 1, with probability 1 — cgexp(—cinn?/M"?), {IE[U)J%}}U2 <n
or

nE[{(T = DIYI? = (M + O < ep x (M2 [+ M+ O’
Therefore, for > 1, with 1 — ¢y exp(—c1nn?/M'?), we have
[ = woll Xo <B[{(T = D2 < ea(M2/C+ M+ C+ 1),

This implies for any § > n,, we have

R . n/\2(52
P(Hf_Q ||OOZ5)§6XP< M/Q{(M/2/C+M/+C+1)})

In the end, for 6 > ay,an :c{\/g"‘M/\/MQ/C‘i‘M’+C+1/Ao}\/bg;TM,
P([|f — Qloc > ) < exp (—6%/ay) .
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