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Abstract. Motivated by the recent preprint [arXiv:2004.08412] by Ayala, Car-
inci, and Redig, we first provide a general framework for the study of scaling
limits of higher-order fields. Then, by considering the same class of infinite
interacting particle systems as in [arXiw:2004.08412], namely symmetric sim-
ple exclusion and inclusion processes in the d-dimensional Euclidean lattice, we
prove the hydrodynamic limit, and convergence for the equilibrium fluctuations,
of higher-order fields. In particular, the limit fields exhibit a tensor structure.
Our fluctuation result differs from that in [arXiv:2004.08412), since we consider
a different notion of higher-order fluctuation fields.
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1. Introduction

Within the theory of hydrodynamic limits for interacting particle systems
(see e.g. the surveys [8,9,22]), nearly all limit theorems, encompassing laws of
large numbers as well as asymptotic analyses of fluctuations and large devia-
tions, concern the dynamical behavior of the empirical density of particles. In
particular, for such empirical density fields progress has been recently made
in the understanding of equilibrium and non-equilibrium fluctuations, includ-
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ing boundary dynamics or random environments, as well as considering more
general geometries (see e.g. [6,11,15,19,20,24,30] and references therein).

In this article, we take a step towards higher-order fields, and study higher-
order hydrodynamic limits and the corresponding equilibrium fluctuations for a
class of infinite interacting particle systems. Higher-order fields — in contrast to
empirical density fields, which may be considered as first-order fields — refer to
(random) empirical measures of higher moments of the occupation variables of
the particle systems; in this sense, empirical density fields are empirical measures
of first moments of the occupation variables. We express these higher-order fields
in terms of factorial moments of the occupation variables; this definition turns
out to be more natural than using regular moments in the context of interacting
particle systems.

The motivation for the study of scaling limits of higher-order fields is twofold.
On the one side, at the microscopic level, a hierarchical structure in terms of
higher-order fields provides an elegant decomposition of the Markovian parti-
cle dynamics. On the other side, scaling limits of higher-order fields represent
a refinement of most typical hydrodynamic results ([22]) displaying phenom-
ena of asymptotic independence. Indeed, the discrete kth-order fields, roughly
speaking, resemble k-fold tensor products of empirical density fields. While the
particle interaction creates correlations destroying this tensor structure, such an
asymptotic independence — also referred to in the literature as propagation of
chaos, although sometimes meaning slightly different concepts (see e.g. [7,23,33]
and references therein) — may or may not emerge at the scale of the hydrody-
namic limit (a law of large numbers) or at the scale of the fluctuations (a central
limit theorem). In this paper we answer this question for a class of conservative
symmetric interacting particle systems.

As interacting particle systems for which we prove our results, we consider
infinite systems of exclusion (see e.g. [26]) and inclusion (see e.g. [14]) parti-
cles, symmetrically evolving in Z? with nearest-neighboring jumps. This last
hypothesis is not crucial and it may be loosened to include symmetric finite-
range jumps as e.g. in [3], but it simplifies the notation. Along with these two
examples, as a simplified instance of these interacting systems, we also consider
a system of independent particles. The main reason to study these particle sys-
tems first is the fact that, despite the particle interaction which breaks down the
product structure of the higher-order fields’ evolution, the differential equations
of suitably weighted factorial moments of the same order form a closed linear
system. In turn, such linearity comes as a result of the self-duality property
([26]) of the particle systems. The specific particle systems which we consider
here are, among a larger class including e.g. symmetric (non-trivial) zero-range
processes, the only conservative interacting particle systems with self-duality,
see e.g. [31, Theorem 2.1]). Duality in this context asserts that, not only the
expected number of particles at a location is related to the behavior of a single
particle starting from that same location, but also higher-order factorial mo-
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ments (if suitably normalized) at multiple locations may be expressed in terms
of expectations of as many particles as the order of the moment considered.
In fact, the so-called “dual” particles follow the same interaction rules of the
original system, which is what gives the name “self-duality”.

As a consequence of the self-duality, the equations governing the evolution of
the higher-order fields are linear and, moreover, no replacement lemmas (see e.g.
[22]) are required in order to close the corresponding equations. Nevertheless,
for the purpose of deriving rigorous scaling limits, we first provide an expansion
of the objects determining the evolution of the fields of order k£ € N in terms
of higher-order fields of order at most 2k, and, then, reconstruct from there the
limiting evolution. In this sense, we claim that the higher-order fields and, in
particular, the decompositions that we present here offer a framework which fits
the study of more general “non-linear” (i.e. for which self-duality does not hold)
interacting particle systems, such as zero-range processes as well asymmetric
models, for which higher-order replacement lemmas present a main challenge.

Our main results on the kth-order fields can be summarized as follows. For
the hydrodynamic limit, the particle interaction vanishes on the macroscopic
scale, and the corresponding hydrodynamic equation becomes the tensorization
of k copies of the same deterministic linear heat equation. This result is valid
for any initial distribution of particles which satisfies (a) a kth-order weak law of
large numbers and (b) a uniform bound for the factorial moments. In particular,
we do not assume the initial distribution to be a local Gibbs state in product
form. As for the equilibrium fluctuations, we prove convergence, as N goes to
infinity, of the fluctuations of order N=%2 to a k-dimensional Gaussian general-
ized Ornstein-Uhlenbeck process with tensorized drift and white noise with de-
terministic quadratic variation. Here, as in the case of equilibrium fluctuations
for the first-order empirical density fields ([22, §11]), the particle interaction
appears as mobility coefficient in the limiting generalized Ornstein-Uhlenbeck
equations.

Our work takes inspiration from the seminal papers [1,3,17], in which dif-
ferent observables and limit theorems for higher-order fields of particle systems
are considered. More specifically, the authors of [3], motivated by the recent
study on orthogonal polynomial dualities (see e.g. [12,31]), study the asymp-
totic behavior of order N~%4/2 equilibrium fluctuations for the kth-order fields,
unveiling a recursive structure in the quadratic variation of the noise involving
equilibrium fluctuations of order N—*4/2+d/2 In particular, while for the case
of k =1 corresponding to empirical density fields the two notions of equilibrium
fluctuations — and, hence, the two results — coincide, they become two distinct
objects as soon as k > 2. As we explain in Section 3.2.1 below, the difference
between the orders of the fluctuations considered in this paper and in [3] origi-
nates from the different procedure employed to “center” the higher-order fields;
in particular, this consideration opens the possibility of studying fluctuations of
intermediate orders.
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On the one hand, compared to the setting in [1,17], our higher-order fields
correspond, roughly speaking, to k-fold tensor products of first-order fields. As
already mentioned, the dynamics of the interacting particle produces a coupling
effect between the k components of the kth-order fields. On the other hand, the
quadratic fields studied in [1,17] — which work specifically with simple exclusion
processes — are defined, approximately, as squares of first-order fields. Hence,
from our second-order fields one recovers such quadratic fields by considering
only degenerate test functions suitably approximating Dirac masses supported
“on the diagonal”. This correspondence naturally extends to higher-order fields
and powers thereof, and is facilitated through the choice of test functions sup-
ported on hyperplanes in the Euclidean space. In any case, due to the singularity
of these test functions, none of the results we consider here straightforwardly
translates to the context of [1,17], and wice versa.

The rest of the paper is organized as follows. In Section 2, we set up the
notation recurring throughout the paper; present definitions and properties of
higher-order fields (Section 2.1); and introduce the “linear” interacting parti-
cle systems under consideration (Section 2.2). In Section 3 we present our two
main results on higher-order hydrodynamics (Section 3.1) and equilibrium fluc-
tuations (Section 3.2). Their proofs are detailed, respectively, in Section 4 and
Section 5. Finally, Appendix A and Appendix B contain some extra material
integrating Section 2 on the construction of the infinite particle systems and a
discussion on the space of test functions considered, respectively.

2. Setting and notation

In this section, we introduce, first, the higher-order fields and, then, the
particle systems we consider in this paper. In both cases, we discuss and prove
some of their basic properties. We emphasize that the content of Section 2.1
below is independent of the specific dynamics imposed on the particle system.
Some of the notation we will employ all throughout the paper is schematically
presented below: for k,¢ € N with ¢ < k, letting Z¢ denote the d-dimensional
Euclidean lattice and

x= (x1,...,23) € (ZH* | y= (y1,...,5) € (24",
we define
(k] :={1,...,k}, [k]o :={0,1,... Kk}
X1y = (L1, Ty Y1, ye) € (ZHETE
X/ = (X1, X1, Yy Tt 1y - - Tk
ﬁ{il,...,ie} = (T, Tiy 1y Tig Ly - oy Tigm 1y Tigbls -« » Th)

while, if ¥ stands for the set of permutations of k£ indices and ¢ € X,

SX 1= (Tg(1) -+ T(k)) -
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2.1. Higher-order fields

Let us start by introducing the particle system higher-order fields or, shortly,
the higher-order fields, in terms of joint factorial moments of the particle configu-
rations. For this purpose, let N%d ={0,1,.. .}Zd denote the set of configurations
with 7(z) indicating the number of particles at site z € Z? for the configuration
n € N&°. Then, for all k € N, N € N and 5 € N2, the kth-order field X(*)N
associated with n € Ngd is given by

1 1
k)N ._ _
XM= D Sx b= g Do D 0 € @05 Mlerm
) x1 Tk

x€(Zd)k
(2.1)
d\k
where Jx denotes the Dirac measure on % € %, while [n]x > 0 stands for
the following joint falling factorial of n = {n(m) tx € Zd} € N%d:

k—1
Ml = (1) = 1(@1) (0(@2) = Lmpmayy) - | 0(@8) = > Loy}
j=1

(2.2)
Above and in what follows, when the range of the summands is not indicated
(as on the r.h.s. of (2.1)) it is understood that the summations run over Z%; an
analogous convention will hold for suprema (see e.g. (4.11)-(4.12) below). We
note that, for the particular choice k = 1, the field in (2.1) corresponds to the

most standard empirical density field ([9]) for the configuration n € N%d:

1
XN .= ~i > 6s n(x) . (2.3)

Remark 1 (an equivalent definition). The higher-order field XV in (2.1) also
arises as empirical measure of distinct k-tuples of particles from the configura-
tion n € N%d as in e.g. [33, Remark 2.3.1]. More specifically, let us consider a
(possibly infinite) configuration ) € NZ* and let x = (21,22, ...) € (Z4)T denote
a configuration of labeled particles (with labels ¢ € Z C N) “compatible” with
ne N%d7 ie. n(x) = c7 Vzi=ay forall z € Z¢. Then,

1
k)N _ E
{117~--,1(llc}§I
DY yeens ig distinct

To rigorously define higher-order fields, let, for all k € N, 8% .= @F_| §(R?)
= §(R*) be the k-fold tensor product of the Schwartz space §(R?) of smooth

and rapidly decreasing functions on R?, with (§(*))’ denoting its strong topo-
logical dual. We will employ the notation (-,-) for the dual pairing between
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elements in 8% and elements in (§%*))': for all G € 8% and X € (§*¥),
(G, X) =X(G) .

A sufficient condition to ensure that the higher-order fields take values in the
space of tempered distributions is to restrict the set of particle configurations.
To this aim, we introduce the set of configurations growing at infinity at most
polynomially, i.e.

U Xpn 1= U {77 € N%d :n(z) <m (1+|z|)" forall z € Zd} . (2.5)

m,neN m,neN

Then, the kth-order field X(®)N associated with any of such configurations is
clearly an element of (S())’,

Let us further observe that [n]x is invariant under permutation of the indices
of x = (x1,...,7%) € (ZY)k, ie., for all ¢ € ¥y, and x € (Z)*,

Mex = [M]x - (2.6)

As a consequence, for all G € 8), we have
(G, XN = (Gvm, xON)

where 1
GV = l Z Gog. (2.7)
SEX

Moreover, all definitions above trivially extend to the case k = 0 by setting
@) ={0y, 89 :={G:{0} =R},
and XN such that
(G, XON) = G(0)

holds for all € NZ*, G € §©® and N € N.

2.1.1. Products of higher-order fields

The following basic formula provides an expansion of products of projections
of higher-order fields or, shortly, “products of higher-order fields”. This latter
terminology is imprecise. Indeed, we do not consider products of elements X(*)V
and XN in (8(*))" and (8)’, respectively, but rather products between their
projections (G, XMN) and (H, XN for some G € 8¢ and H € §(). In the

Xon C N%d and the associated higher-

remainder of this section, n € Um neN =

order fields are fixed.
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Lemma 1 (products of higher-order fields). Let k,¢ € N with ¢ < k and
Ge8®, He8®. Then, for all N € N, we have

14
1 _
<G, K FIN) > H x Z)N Z i {G ® H}(k-‘rf h) 7x(k‘+f7h)N> ’ (28)

where, for all h € [{]o, {G ® H}(kH_h) € 8+E=h) satisfies
<{G ® H}(k-‘rf—h) x(k+£7h)N>

x) k+0—h
de+ld hd Z Z G(RHH(Y) ) {nl(e, )} (2.9)
XG Zd)k ye(Zd)l

with, for given x € (Z%)* and y € (Z9)*,

k+4—h
ey} = ey, >0 T Lumey - (2.10)
JC[] iwJ—[k] jET
|T|=h one-to-one

Proof. In what follows, anytime we have a denominator, the corresponding sum-
mation is meant to run only over the sites of Z¢ for which the denominator is
non-zero. Hence,

<G x(k)N)> (H x(f)N>

de—i—éd Z Z

x€(Z)k ye(zd)t

deJrgdZ ZG Wk Z[n](mh...,zk)n(yl)Z”'

2\*
2\
E
E
<

Y1 Y2
XA [”]iizl;;f”
= Nkiqtld ;%} - G(F %) ..., xk,y1)§~-~

+2de+edz ZGWl o 7 Ml ,wk)z

111

i [77}(11 JY25-5Ye)
"ZHW’%““’%)W’ (2.11)
11
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where the last identity is a consequence of

n(y1) = < Z 1gy,= xn}) + Z iy=ai)

i1=1 i1=1

and the definition of [n]x in (2.2). As a consequence of the following two iden-
tities

[77](?41 Ye) [n}(yl . Ye)
[77] T1,...y T, —_— = [77] T1,eeey Tk,Y1, —
(1 mhows) T () (B2 ) (n(y2) = Lypmgey)
k [U](yl,%,ys,...,yz)
+ Z[Tl](xl,-..,xmyl)
ia=1 (Y1) (n(%) - 1{%:111})

and, for all ¢; € {1,...,k},

[n](Ii17y27~~,yz) [’r]}(mil,yz,...,yg)

[n](wl,...,wk) = [’r]}(xl,...,wk,yg)

n(ymll) n(ylil) (77(?!2) - 1{y2:$z‘1}>
N Z [U](wil,mz,y37---,y2)
11» 7Zk 9
i (COICCNEETRERY

we further write the expression in (2.11) as follows:

(@, x(k)N)> (H, x(f)N>

de+edz ZZZG S RERERE ) I (C Y

T Y1 Y2

Y1 Ye [m(yl,m’ye)
XZ ZH(N,...’N)U(yl)(n(yQ)*

i Liya=y:})
Nd Z de+£d d Z ZZG (T W) M wnw)
i1=1 Tk Y2
XZZH(Ijifl’sz”%) [n ](757;17'!/27---ay€)
v we (Y, ) (n(yz) - 1{;,2:%})
Nd Z N’ded d Z ZZG Moo W) e
10=1 Tk Y1

z; () (1,1 55 r0)
XZZH(L]\}’]\?’%”%) 1,Tig,Y3 ¢
Y3 Ye 77(1/1) (77(371‘2) - 1{11‘2:7;1})
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1 & 1
T ad > WZ"'ZG(%,W%)[77](;»1,..4,”)
Tr

i1:1 ig:l 1

ioF£i1
[n} (wil sLig JY3seesYe)

X > CH(RE SRR, :
i n@i) (1) = Losy=en))

We note that, by the same arguments used so far, each of the four terms in
the r.h.s. above may be further split into two terms: one which keeps the same
number of sums over Z? and another one consisting of an additional sum over
i3 € {1,...,k} which “replaces” the sum Zys By iterating for a finite number
of steps this procedure to all such terms, we get the final result. O

z[e
S~—"

We remark that {G @ H }(k“‘l_h) may be explicitly recovered by rearranging
the sums in (2.9) and using the definition in (2.10); however, we will not need
this explicit expression in what follows. Moreover, {G @ H}(F+¢=h) ¢ glk+t=h)
because all Schwartz spaces are closed under pointwise multiplication.

We end this section by stating some properties of the functions

{GoHy* ™ and {n](x,y)} ",

which will be invoked in the proof of Theorem 1 below. We omit their proofs
as they follow at once from the definitions given in the statement of Section 1
and the permutation invariance (2.6).

Proposition 1. Let us keep the same notation as in the statement of Section
1. Then,

(1) For h = 0, the function {G ® H}(kM*h) coincides with the usual tensor
product @ : 8% x8©) — §*k+0) i e forallu=(uy,..., Uk, Upi1s---Upie)
c (Rd)k—&-é}
{G & H}(k+£) (ulv sy Uk, U1,y - - - 7uk+1€)
= G(ula cee ,Uk)H(Uk+17 cees Uk+é)
= (G H) (U1, .., Ug,Ups1,- - Ute) -

Analogously,
{16, )} = [y -

(2) For all h € [{] and for all x € (Z4)*, the following function

gx(y) = {nl(x,y)}

is invariant under permutation of the indices of y € (Z%)!, i.e., for all
€Yy andy € (2,
9x(y) = 9x(sy) -
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(3) For all h € [{]y, the following function

F6) = rm Y G (nlGey))

ye(zd)*

is invariant under permutation of the indices of x € (Z%)*, i.e., for all
¢ €Yy and x € (Z)*,

f(x) = f(sx) .

2.2. Interacting particle systems

Let us introduce three “linear” interacting particle systems — the symmetric
exclusion process (SEP), a system of independent random walkers (IRW), and
the symmetric inclusion process (SIP) — for which we study scaling limits of
the associated higher-order fields. “Linearity” for these infinite particle systems
corresponds to a notion of “duality” which allows the description of the evolution
of suitable weighted factorial moments of the occupation variables in terms of
a closed system of linear evolution equations. Such a duality property will, in
turn, yield linear lattice SPDEs ([29]) for the corresponding higher-order fields.

For all N € N, the dynamics of the infinite particle systems we consider is
described by the operator £V, whose action on local functions f : N%d - R
reads as follows:

. L[ @) (et onlw)) (FGE) — 1)
0= 22 e N { +1(y) (@ + on@) (F61+) — F0) } ’

where o € {—1,0,1} and

n(z)—1 if z=x and n(xz) >0
n(z) = qnly) +1 if 2=y
n(z) otherwise

indicates the configuration obtained from 7 € N%d by removing a particle from
r € Z4 (if any) and placing it at y € Z% We incorporate a factor N2 on
the r.h.s. in (2.12), which, together with the space rescaling by N1 included
in the definition of higher-order fields, yields a diffusive space-time rescaling
of the microscopic particle system. We further note that for local functions
f: N%d — R, i.e. functions which depend on 7 € N%d only through finitely many
variables {n(z) : z € Z%}, the r.h.s. in (2.12) reduces to a finite summation.
Moreover, we assume a € N, while the parameter o € {—1,0,1} corresponds
to three different types of particle interaction, namely ezclusion (¢ = —1),
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inclusion (o0 = 1) and no interaction (¢ = 0). For notational convenience, we
shall suppress the symbol ¢ in what follows.

In order to ensure non-negative rates and non-explosiveness of the infinite
particle systems, we need to restrict the set of configurations n € N%d from
which we start the dynamics. We refer, for each choice of o € {-1,0,1}, to
X as the subset of “admissible” particle configurations. When o = —1, the
exclusion dynamics must be clearly restricted to the subset of configurations
with at most o € N particles per site. For o € {0,1}, we show in Appendix A
below that the infinite particle system Markovian dynamics is well-defined for
all times and is fully supported on the subset of configurations growing at most
polynomially defined in (2.5). More precisely, if

X, ifo =1
x =70 ne (2.13)
Ummen Xmn  if 0 €{0,1},

then the operator £V given in (2.12) generates a Markovian dynamics on the
state space X.

For all probability measures p on N%d and local functions f : X — R, let
E, [f(n)] denote the expectation of f w.r.t. u. We recall from e.g. [5] that, for
each choice of ¢ € {—1,0,1}, the infinite particle system with generator £
admits a one-parameter family of reversible product measures

{9 : 9 €O} ={Q®pezi Vyy : ¥ € O} (2.14)

with
0,1 ifo=-1 Bin(e,d) ~ Ho=-1
= {[O’ ) ifoef{0.1) and Vg9 := { Poisson(ad) ifoc=0
o00) i
’ 7 Y NegBin(a,¥) ifo=1,
(2.15)

where the parametrization above is such that, for all o € {—1,0,1}, ¥ € © and
x €7,

E ,n(@)=ad and E,, |(n(z)— ad)?| = ad(1 +o0) .

We remark that py is fully supported on X for all ¥ € @. Indeed, while this is
clearly the case for o = —1, for the case o € {0, 1}, a standard Borel-Cantelli
argument (cf. e.g. [9, p. 15]) shows, more generally, that any probability measure

[ on N%d such that

sup E, [n(z)] < oo,
zE€Z

is fully supported on the subset of configurations growing at infinity at most
polynomially.



350 J.P. Chen and F. Sau

2.2.1. Dual processes and duality relations

In this section, we introduce the dual processes and duality relations for
the infinite particle systems with generator £V defined in (2.12) above. In
particular, for all choices of o € {—1,0, 1}, the dual process consists in a finite
particle system, in which the particles undergo the same interaction rules as
their infinite analogues. More precisely, let & € N and consider the following
operator AN given, for all functions f : (Z%)* — R, as

k
APV f(x) =37 AP f(x +UZZB(k)N (2.16)

=1 1=1 j=1

where, for all ¢,j € {1, ..k}

Zhwm BN%a (f(xY) - f(x)) (2.17)

and ‘ -
BN (%) = 1o, —ay =1y N2 (FX]7) = F(xT9)) (2.18)

Although the operator AV is not, in general, a Markov generator because
for the case 0 = —1 the rates are not necessarily non-negative and because we
have not specified the function space on which the operator acts, formally, the
dynamics described by A®N consists of a non-interacting part, corresponding
to the operators Agk)N7 and an interacting one only if o # 0, corresponding to
the operators Bi(f;)N. In particular, while no restriction on the set of labeled

particle configurations is required when o € {0,1}, for the case ¢ = —1 we
discard from (Z%)* the subset (Z%)* given by

k
(ZHE = {x € (ZhHk : sup Zl{mz_aj} > a} .

d
T€LY ;4

As a standard detailed balance (see e.g. [22]) computation shows, for all o €
{=1,0,1}, the operator A®N ig self-adjoint in £2((Z%)*), where m denotes the
(infinite) measure on (Z4)* given, for all x € (Z)*, by

k—1

m(x) = (0 +olip_py) a—|—021{$k:%} . (2.19)
j=1

In particular, we observe that 7(x) = 0 if both ¢ = —1 and x € (Z%)¥, while
7(x) > 0 otherwise. Moreover, for all k € N,

7 = sup w(x) <oco. (2.20)
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As an immediate consequence, for all f,g : (Z%)¥ — R for which both sides
below are finite, we have

Yo 9 AN () = Y APV g(x) f(x)m(x) (2.21)
)

x€(Z4)* xE€(Z4)k

and A®N is a bounded Markov generator as an operator in £2°((Z%)*), giving
rise, for all o € {—1,0,1}, to a well-defined countable state space Markov pro-
cess. We let {Xf’N it > 0}, resp. @Q’ and Ei\’ , denote such Markov process
on (ZH* ((ZH* \ (Z4)% if 0 = —1) with generator AN when started from
x € (ZYk ((Z9)k\ (Z4)k if ¢ = —1), resp. its probability law and corresponding
expectation.

We recall from e.g. [14] (see also [26, §VIIL.1] and [9, §6.3] for SEP (¢ = —1)
and [9, §2.9.2] for IRW (o = 0)) that, for all 0 € {—1,0,1} and for all & € N,
the processes associated with the Markov generators £N and AN are dual.
More precisely, let us define the following function D : (Z4)* x X — R, for all
x € (ZH* and n € X, as

D(X7 77) =

Then, the function D(x,n) is a duality function for the processes associated
with the Markov generators £V and A®)N i.e. the following duality relation

AN D)%) w(x) = £V D3, ) () w(x) (2.22)

holds for all x € (Z%)* and n € X. We note that D(x,-) : X — R is a
local function for all x € (Z%)*, hence, both sides in (2.22) reduce to finite
summations; moreover, if o = —1 and x € (Z%)¥, both sides equal zero. Note
that the unlabeled version of the particle system {X*" : ¢ > 0} is Markov with
generator £V. For this reason, the duality relation (2.22) between the labeled
and the unlabeled versions of the same particle system represents an instance
of self-duality.

3. Main results

3.1. Higher-order hydrodynamic limit

In this section we present our first main result concerning the hydrodynamic
limit for higher-order fields of linear interacting particle systems. For this pur-
pose, let us first introduce some notation.

For all choices of 0 € {—1,0,1}, for all N € N and for all probability mea-
sures uY on X, IP’LVN and Eny indicate the probability law and the corresponding
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expectation of the Markov process with state space X and with generator £V
given in (2.12) (see also Appendix A). Let

{nY :t>0} (3.1)

denote such Markov process. Then, we introduce, for all k£ € N, the following
(8))'-valued stochastic process

{x,ﬁ’“)N:tz 0} , (3.2)
given, for all t > 0 and G € 8(¥), by

1
(@) = Y G
x€(Z)k

For notational convenience, we will not distinguish between the probability laws
and expectations of the two processes in (3.1) and (3.2).

Before presenting the statement of the main theorem of this section, we need
the following definition.

Definition 1 (weak law of large numbers at the initial time). Let o €
{-=1,0,1}, k € N and a sequence of probability measures {,uN S N} on X be
given. We say that a law of large numbers at the initial time for { NN eN }
with profile ) € (8(%))’ holds if, for all § > 0 and G € 8*), we have

k)N _
Py (’<G,xg Ny <G,7<k>>’ >6) — 0.
Theorem 1 (hydrodynamic limit). Let k € N be fixed and, for all o €
{=1,0,1}, let {u" : N € N} be a sequence of probability measures on X satis-
fying the following two assumptions:

a) A weak law of large numbers at the initial time for {u" : N € N} with
1
profile ¥%) € (§())" holds.

(b) There exists a constant ¥ € © such that, for all £ € N, x € (Z%)* and
N € N, we have
By [ln)x] < 9'n(x) .
Then the following convergence in law in the Skorokhod space of tempered
distribution-valued trajectories D([0, 00), (§*))) (see e.g. [21])

{xﬁ’“N St > 0} — {%"“) 1> 0} (3.3)

N—oo
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holds, where {\*)

: t > 0} is the unique deterministic solution in C([0,00),
(8)Y), the space of continuous (8*)) -valued trajectories (see. e.g. [21]), of the

following identity:
t
(@) = (64" + / (APG Ay ds,  t=0, Ges®,  (34)
0
where A®) : 8() — 8(*) js the linear, bounded operator given by

k
ARG =3 AMG =3 eAMG, (3.5)

i=1 i=1

with AEMG denoting the Laplacian of G € 8% w.r.t. the ith coordinate in
(RHF =R x - x R4,

The proof of Theorem 1 is given in Section 4 below. Let us collect now some
immediate observations on the assumptions 1 and 1 in Theorem 1:

(i) Assumption 1 is redundant for the case 0 = —1 because of the a.s. uniform
bound on the maximal number of particles per site. Indeed, the choice
¥ = 1 would suffice. Nonetheless, for the sake of notational convenience,
we decide to state this condition for all choices of o € {—1,0,1}.

(ii) For o € {0,1}, assumption 1 implies, in particular, that all measures
{ NN e N} are fully supported on the subset of admissible configura-
tions X (cf. Section 2.2).

(iii) Let us recall the definitions (2.14) and (2.15). Then, for all o € {—1,0,1},
the product measures with slowly varying profile ([22])

{,U,N :N e N} = {®x€Zd Ve g(&) * N e N} (36)

associated with the bounded function ¥ : R — © satisfy assumption
1 in view of the following well-known formula on the factorial moments
of Binomial, Poisson and Negative-Binomial distributions: for all ¢ € N,
x € (Z%)* and N € N,

By (1] = (H ﬂ(‘?&)) "(x)

If, additionally, the function 9 : R? — @ is piecewise continuous, then
Theorem 1 holds: the corresponding product measures in (3.6) also satisfy
assumption 1 with profile ¥*)(du) = ®¥_, a9(u) du absolutely continuous
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w.r.t. the (d x k)-dimensional Lebesgue measure and such that, for all
G = ®§:1 gi S S(k)v

(G, @y (ad(-) du)) = f[ {/Rd gi(u) ad(u) du} :

As a particular instance, taking ¥ : R? — O constant, from (3.6) we
recover the reversible product measure uy and, as deterministic limit in
(3.3), we obtain the stationary solution of (3.4) given, for all G = ®F_, g; €

8k by
k
(G, = 11 {/ gi(u) aﬁdu}
]Rd

i=1
for all ¢ > 0.
(iv) By keeping the same notation as in Section 2.2.1, because of duality (2.22)

and Tonelli’s theorem, the upper bound in assumption 1 holds at any later
time ¢ > 0: for all 0 € {—1,0,1}, £ € N and x € (Z%)*,

N N _mN [Ugv]x (x
Bl (1) = B |2t
— &Y E“N(EZ]’]‘V)]V} 7(x) < O'n(x) < 9RO . (37)

3.2. Higher-order equilibrium fluctuations

Let us present our second main result concerning equilibrium fluctuations for
higher-order fields around their hydrodynamic limit. Let us recall from (2.14)
the definition of the reversible product measures {py : ¥ € ©} for the interacting
particle systems with generator £V given in (2.12). Then, for all k € N, N € N
and ¥ € O, we introduce

{UPON 1 > 0} € D([0,50), (53V)) (3.8)
as the field given in terms of {xﬁ’“w 1 >0}, for all G € 8¢) and t > 0, by
(@) = N (16,0 B @ xOM])) . eo)

We call these fields the kth-order fluctuation fields associated with ¢ € ©. Let
us keep the same notation as in Theorem 1 and observe that, for {u” : N €
N} = py and for all k € N, Theorem 1 applies, yielding a (weak) law of large
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numbers for the higher-order fields {DC.(’“)N : N € N}. In the following theorem,
whose proof is postponed to Section 5 below, we characterize the fluctuations of

such fields by studying the limiting evolution of the stochastic processes given
n (3.8)—(3.9).

Theorem 2 (equilibrium fluctuations). For each choice of o € {—1,0,1},
for all k € N and ¥ € ©, we have the following convergence in distribution in

D([0, 00), (8™))")

[y ez 0} = (Y7 e 0} (3.10)

N—o0

where {%k’ﬂ) :t > 0} € C([0,00),(8®)) denotes the stationary Gaussian
process with distribution P*?) and corresponding expectation %Y and is
uniquely characterized by the following properties:

e The distribution of %k’ﬁ) € (8 is centered Gaussian with covariances
given, for all product test functions G = ®F_, g; and H = @F_, h; € 8%,
by

e (k0) [ el y(k 19) (H, 9(k ﬂ)ﬂ

= Z Z {/Rd gi(w)h;(u) ad(1 + ov) du}

i=1 j=1
k k

X H {/ gi(u) a du} H { hy (w) aﬂdu} . (3.11)
_ Rd ) Rd
iZi ﬁ,;j

e Forall G € 8% both continuous stochastic processes { (G, Mgk’ﬂ)) 1t >0}
and {Nﬁ’“” (G) : t > 0} defined, respectively, for all t > 0, as

t
(G = (G Y — (6 Y - / (ADG YD) ds - (3.12)
0
and
NED (@) = ((G ek 19)>) —tuUEN (@) (3.13)

are integrable P*Y)_martingales, where u(’“’ﬁ)(G) is deterministic, non-
negative and given by

k

UF)(G) = Z Z u(G) (3.14)
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with, for G = ®F_, g, € 8k,

UGG = { 9 Vgi(u) - Vg, (u) a®9(1 + a09) du}

T [ aearad TT{ [ woara} . s
i o

Remark 2 (covariance structure). The form of the covariations in (3.11) are
reminiscent of that of inner products in the space of tensor powers of 81, In-
deed, for all G = @F_, g; € 8*) and H = @F_, h; € 8 the structure of (3.11)
resembles that of the permanent of the matrix ((g;, hj))f,j:l (see e.g. [4, Exercise
1.5.5]), suitably rescaled by the mobility. We refer to [27] for further references
on permanents and their use in quantum field theory. Let us further observe that
an analogous structure appears in the predictable quadratic variation U®*-?) (@)
in (3.14)—(3.15) with #;-inner products instead.

In particular, this connection with permanents and inner products in tensor
product spaces explain not only the non-negativeness of U*?) (@), for all G €
8*) and k € N, but also the tensorized structure of the stationary Gaussian
process {9§’“” :t > 0}. Indeed, while the former is derived immediately from
the Cauchy-Schwarz inequality (see e.g. [27, §2.2]), the latter follows from the
tensorized structures of the Gaussian initial condition y(()k’ﬂ), the drift term
on the r.h.s. of (3.12) determined by A®*) = @F | Agk), and the white noise

{Mgk’ﬁ) :t > 0} with predictable quadratic variations (3.14)—(3.15).

3.2.1. Comparison with Theorem 5.1 in [3]

Theorem 2 above should be interpreted as a result determining the Gaussian
limiting behavior of the equilibrium fluctuations of order N%/2 for the higher-
order fields {DC.(k)N : N € N} associated with the linear interacting particle sys-
tems introduced in Section 2.2. A related result has been recently established
in [3], for the same particle systems, although the equilibrium fluctuations con-
sidered there are of order N*%/2. Such dissimilarity may be explained in terms
of different centering procedures used to define the kth-order fluctuation fields.
Indeed, let us introduce, for all k,¢ € Ny, £ < k, and N € N the operator
KON 8(k) 5 80 given, for all x € (Z)*, by

. 1 oy (X
:K(k‘[)NG(%) — W Z Gsym(Ty) ET(Xi’) )
yE(zZd)k—t

Clearly, if ¢ = k, then XK G = G¥™, while, if £ = 0, we have

E,, [<G’x(k)N>} _ ﬂk<g<(k:O)NG’x(0)N> 7
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from which, by (3.9), we get
<G, y(k,ﬂ)N> — Nd/2 (<j<(k : lf)NCTv7 x(k)N> _ ﬁk<g<(k : O)NG, :X:(O)N>> ) (316)
On the other side, the kth-order fluctuation fields
{2{"" 1> 0} € D((0,00), (5M))

introduced in [3, Eq. (30)] and defined in terms of orthogonal polynomial self-
duality functions read as follows:

k
<G7 Z_(k,ﬂ)N> — de/2 Z (I;) (_ﬁ)(k—é) <j<(k : K)NG7 x(é)N> ] (3.17)
=0

Theorem 2 above and [3, Theorem 5.1] show that the different centering pro-
cedure employed in the two definitions (3.16) and (3.17) is responsible for the
difference in the size of the fluctuations (of order N=%2 and N—F%/2 respec-
tively) and in the nature of the limiting predictable quadratic variations asso-
ciated with the corresponding Dynkin’s martingales (deterministic in Theorem
2, while stochastic and in terms of lower order fluctuation fields in [3, Theo-
rem 5.1]). These findings suggest that several notions of equilibrium fluctuation
fields — each detecting fluctuations of order N~“%/2 ¢ € [k], and corresponding
to different centerings — are possible.

4. Proof of Theorem 1

Before turning to the details of the proof of Theorem 1, we recall its main
steps below.

First, by Dynkin’s formula for Markov processes, for all N € N, ¢t > 0 and
G € 8% we have

t
(G, XNy = (@, XYY + / LN(G, XNy ds + (G, MY (4.1)
0

with {Mgk)N :t > 0} a (8))-valued martingale with predictable quadratic
covariations given, for all G, H € 8%) and t > 0, by

t
[{e¥ (1620, 20M)) = (G X)L, 2
0
— (H,XPN) £GP s

In view of the duality relation (2.22), for all N € N, G € 8% and ¢t > 0, we
have

1
NE ) = S Y GG LNk
x€(Z)k
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| N
g A% (2L) oo

xe(Z4)k ﬂ-('

= <.A(k)NG7fX:§k)N> 7
where in the last identity we have used (2.21) with!
APNG(E) = APNG(5)(x) - (4.2)

Being the limiting process {'yt(k) : t > 0} deterministic, Theorem 1 boils
down to show, for all G € 8%, T"> 0 and § > 0,

P, ( sup ‘<G,x§’“>N> - (G,%(k)>‘ > 5) o0, (4.3)

7\ ejo,) N—oo

which, in view of both decompositions in (3.4) and (4.1), is equivalent to

]P’ij ( sup
te[0,T]

(1G9 = (@,5™))

t
+ / (ABPNG _ ARG x®NY ds + (G, Mg’“W)’ > 5) — 0. (4.4)
0 N—o0
For the purpose of proving (4.3), at first we show it for test functions G' € 8(*)
in product form, i.e.

G=® g with {gi:i=1,...,k} €8 .

We remark that the fact that Agk)N and Agk), i € [k], map product functions
into product functions will be used repeatedly all throughout our proofs. As
soon as (4.3) holds for test functions, the existence of a pure tensor product
orthonormal basis in L?((R%)*) spanning 8(*), the nuclear structure of §(*) and
a density argument complete the proof of Theorem 1; we postpone these last
details to Appendix B.

The proof of (4.3) for product test functions reduces to the proof that each
of the three terms between absolute value in (4.4) vanish as N — oo in a
suitable sense. More specifically, by means of Chebyshev’s and Cauchy-Schwarz
inequalities,

2
supELVN [((A(k)NG—A(k)G,DCgk)N» } — 0 (4.5)

t>0 N—oc0

1If necessary, the definition of AN G may be extended to (R%)* \ ((Z/N)%)¥ so to guar-
antee linearity and boundedness of AFIN : g(k) _ g(k),
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takes care of the term involving the time integral, while Chebyshev’s and Doob’s
martingale inequalities combined with

N N\
sup ENy {((G, M >) } — 0 (4.6)
t>0 N—oc0

show that the martingale term in (4.4) vanishes in the limit. The proofs of (4.5)
and (4.6) are the contents of, respectively, Sections 4.1 and 4.2 below. For all
functions G € 8 for which (4.5) and (4.6) hold, assumption 1 of Theorem 1,
ensuring convergence at the initial time of the kth-order fields, yields (4.3); in
particular, assumption 1 does not play any role in the proof of both (4.5) and
(4.6).

The proof of Theorem 1 ends by observing that the limit points are supported
on C([0,00), (8%))’) (the argument is standard since, due to Markovianity, par-
ticles jump one at the time, see e.g. [9, §2.7]) and that the deterministic solution
of the degenerate martingale problem (3.4) is unique in this space (see e.g. [18]
with B =0 in Theorem 1.4).

4.1. Proof of (4.5)

In what follows, we fix k € N and prove that, for all G = ®@F_, g; € 8*) in
product form, (4.5) holds true. For this purpose, let us recall (2.16)—(2.18) and
define

and . | (4.7)

BING(2) == BEVG(5)(x) -

In view of the definitions of the operators A®)N and A®) in (4.2) and (3.5),
respectively, (4.5) follows if, for all 4,j € {1,...,k} with ¢ # j, both

2
sup LYy {((Agk)NG—AEk)G,DCEk)N» } 0 (4.8)
tZO — 00
and )
N (k)N (k)N
ilzll(i))]EHN [((B” G,X; >) } N?CO (4.9)

hold true. Let us start with the proof of (4.8).
Let us fix 7 € [k]. By Lemma 1, we obtain, for all N € N and ¢ > 0,

2
o [(<A§’“)NG—A§’“>G,9C§’“)N>) }

k
1 k)N k k)N k _ 2k—£)N
=Y EN AN e - AP @@ AN 6 — AP ), o)),
=0
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We claim that, for each ¢ € [k]o,

EN ({6 - a6y o (AN 6 - M@)o, a0 — o
— 00

(4.10)

holds. Indeed, let us first observe that the function FV := Agk)NG - Agk)G is
in product form and, if we define

FN =gk N with N = {A(”Ngi —AWg; ifj =i

! g if j#1i,
we have

hmsup NdZUN P <oo and limsupsup|ij(%)| <oo (4.11)

N—oco xj

for all j € [k], as well as
Nd Z 7Y (%)

the latter being a consequence of the smoothness of g; € 8! and the approx-
imation of the Laplacian of g; by its discrete counterparts. By the definitions
given in the statement of Lemma 1, we have

’Eﬁ’N [({FN Q FN}(2k—£)’x§2k—Z)N>”

, (4.12)

d N
an siliplfz (W =2

1 % 1 _
= | Vkd Z FN(N)W Z FN(%)E,ZV [{m |(x, Y)}(% 6)}
x€(24)k yE(2Z4)k
1

< 92—tz le)z Z —

TC[k] 1:T—[k]

|j| @ one-to-one
x Z ’FN de Nkd—td Z ’FN(%)‘ H Liyi=ai,} >
xE€(Z4)k yE(Z)k jeJ

where in the last inequality we have used the upper bound in (3.7). Now, it
suffices to observe that, for all 7 C [k], |J| = ¢, and one-to-one maps{ : J — [k],
by the product structure of the function F'N and Hélder’s inequality,

1 x) 1
Nkd Z |FN N ‘ Nkd—td Z ‘FN(%)’ H Liyi=oi,}
x€(Z4)* yE(Zd)*k jeJ

SH{Nlefh ) }H{sgpujwn} 11 NdZm %)

JjeJ ¢TI
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holds. As a consequence, (4.11) and (4.12) finally yield (4.8), all these bounds
being independent of ¢ > 0.
Let us now turn our attention to (4.9) and state the following property for

the functions BE?NG‘.

Proposition 2. Let f : (Z%)* — R be a function growing at most polynomially
to infinity and such that, for i, j € [k] with i # j,

fx) = f(@)x)

for all x € (Z4)*, with (ij) € ¥y acting x € (Z%)* by permuting the indices i
and j. Then, for all functions G = ®F_, g; € 8% in product form,

1 1
w2 BRI = Y (VYY) 160

x€(24)* x€ (24) (4.13)
4.13

where, for all x = (z1,...,x;) € (Z9)F,

k

k)N x i z
VNG () = {5 | T on(%)
i
k

= {N(g:(%) = 9: (%)) Ljws—ay =13 } [ on (%) - (4.14)

h=1
h#i

Proof. The claim is an immediate consequence of the definition

k
k)N x T z; T
BING(%) = N (9:(%) — :(5)) Ljwr—ay =1y [] 9n(22)
h=1
h#i

the permutation invariance of f : (Z4)* — R under (ij) and a rearrangement of
the summation over x € (Z%)* in (4.13). m

In order to prove (4.9), as in the proof of (4.8), it suffices to show that, for
all £ € [K]o,

E)N k)N _ k—0)N
Bl (B 6 @ BV G0, o)
1 1 B
_EN (MN 3 x ()N N (2h-1)
_E#N[de > B R yrma 2 By Gy} ]
xe(24)k ye@iy
o0 (4.15)
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holds. To this aim, by Item 1 and Item 1 in Proposition 1, we apply Proposition
2 twice, yielding

N [(BENG @ BEN GHEED xZhON)] (4.16)

1 WNG®IN ~( x 1
~ 9Nkd E%)k (*szj Vii G(ﬁ)) 9 Nkd—td

x > (FIENIINGE ) BN [ 6x,3)} 2]

yE(Zd)k

For notational convenience, let us split into the two cases, £ =0 and ¢ € [k]. In
the first case, £ = 0, by (3.7) and Item 1 in Proposition 1, we have

‘EMN [ B(-Z)NG ® ng_)Ng}(%)’ x§2k76)N>} ‘

1 2
2k —(2k (k)N x
xE(Zd)k
which, by
1 k)N o (k x
SN ‘V() V() G(ﬁ)
x€E(Z4)*
1 2 ] o
AN ZZN (9:(5) = 93" Ljoay 1=1)
T T
X H {NdZLGh W) }
hh#ulj
2 T; 2
Nd Nd ZZN gJ (W)) Lz~ =13
T T
1 .
X H WZML(W”
h=1 Th
Rt

= Nd {Nd Zgi(%)( 1A(1)N xﬁ Nd Zgg xﬁ 1A(1)N )(?V)}

SIEEDS |gh<ho)|} (4.17)
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and the smoothness of the functions {g; : i € [k]} € 81, yields (4.15). In the
second case, £ € [k], by recalling the definitions in Lemma 1, from (4.16) we get

‘E,LN [ (k)NG®,B k)NG}(Qk 0 DCE%%)N)”

1
2k—0—(2k—1) N X
<PEEREED ST T D ‘H{i,j}(ﬁ)
JClk] 1:T—k] x€(Z4)k
\j\ ¢ one-to-one

x D ‘ EENCOIN | RS

yE(Z4)k jred

1
Nkd—td

where
(k)N (k)N
H{”} =V, V G .

For each J C [k], |J| = ¢, and one-to-one map ! : J — [k], let us prove the
following:

1 N x 1 N
Nkd Z ‘H{i,j}(ﬁ) Nkd—td Z ‘H{m} ¥ H Ly, =@, }
x€(Z4)k ye(zd)k
] WNGEN x| 1
= Nk Z ’Vz}j Vii G(F) Nkd—td
x€(Zd)k
BN GN
x > [VENINGE)| TT 1=y 2 0 (4.18)
ye(Zd)k j'ed

To this end, we recall the definition (4.14) and observe that, despite the fact
that the function H{\ j} 18 ot in product form, the expression in (4.18) further
factorizes as follows:

ES :El,}

1 k
N 2 ’Hﬁ,a}% IT{> lon(5)

x€(Z)k h=1 " yn
h#1,
)

XZZ‘V(DN (L)W DN g (%)

In view of this consideration, the fact that, by the smoothness of the test func-
tions {g; : ¢ € [k]}, we have

h

j'ed

limsupsup  sup |V2L)N h()] < oo
N—oo  Yn zpilzp—yn|=1

for all h € [k] and the upper bound in (4.17), we can argue as in the proof of
(4.8) above by using Holder’s inequality. This shows (4.18) and, thus, concludes
the proof of (4.9), being all these bounds independent of ¢ > 0.
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4.2. Proof of (4.6)

In view of Dynkin’s formula (4.1) and the explicit form of the predictable
quadratic covariations of the martingale {MY : ¢ > 0}, we have, for all ¢ > 0
and G € 8§,

EY, {((G, M§’“>N>)2] _ / BN, (1% as (4.19)

0

where
2
rN(G) = £V ((6,xPN)) =26, 2P £V (G, )
2
= £V ((G,xPN))" = 26, XNy (AN G, PN (4.20)

is also referred to as the carré du champ of the higher-order field {xff“)N 1t >0}

at G € 8. After observing that I’t(k)N(G) >0 a.s., (4.6) follows from Doob’s
martingale inequality, (4.19) and the following result.

Lemma 2. For all test functions G = ®%_, g; € 8% in product form, we have

hmsupsupN‘i]EuN {Ft(k)N(G)} <00 . (4.21)
N—oo >0

The proof of Lemma 2 relies on the formula for products of higher-order fields

presented in Lemma 1. As an illustration, let us start by computing I t(k)N(G)
in (4.20) for first-order fields (k = 1) by using such formula. Let us fix G € §(!)
and t > 0. Then, for all N € N, we have

2
IO (@) = £V ((G00N) = 26,10 (AN G oY)
= (AN (G2 a), x<2>N> —(ANG R G+ G o AVNG, xPY)

b o (1A (@) XDN) — 2(GadN Gy )
= o((BHY + BY) N)(G@G) M)
+ %(A“W (G?) = 2G(AMWNG), DN

Let us observe that, for all z,y € Z,
T z 2
(B2 +B51™) (G @ G) (§. %) = N* (G(%) — G(%) Lijeyjmy 20
and

(A<1>N (G?) - 2GA<1>NG> ZN2 G(%) = G(£)) 1jyal=1} 20,

Z\H
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from which, by (3.7), we obtain
2
Eph [ﬁN ((G.xPM))" =26, %) <A<1>NG,x<1>N>]
Y1+ |o|d 1 N -
< % (WZG(N) (* 1)NG(N)) > -
Let us turn now to the general case, k > 1.
Proof of Lemma 2. Let us apply Lemma 1 to obtain, by duality,
2
£V (16, x9N} = 26, 1) (AN G PN (4.22)
k
1 _
_ Z 7 <A(2k4)N{G ® G}(%J) . Q{A(k)NG ® G}(zz.cfz)7 xg% Z)N> .
=0
As for the term
(ACPNIG @ GYEW —2{APNG @ G}ER) PPN
= (ACING Q) - AMNG R G — G AMNG, XNy (4.23)

corresponding to £ =0 on the r.h.s. in (4.22), we have, for all x,y € (Z%)¥,

AL (G@G)( ¥) = APNGR) G - GF)APNGF)
N

*ZA(%)N )(THJZZB(?,’“) (G®G) ()

k
Z Z BN (G oG () +o Z ZB(% (C®G) (%)

=k+1 i=k+1j=1

Roughly speaking, of all the expression above only the interaction terms between
particles of the x group with those of the y group remains. Then, the expression

<A<2k>N(G ® G) —APNG R G - G APNG, xRN

_ UZ Z 2k)N (G Q) x(Zk)N>

i=1 j=k+1
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to Z Z (BN (G @ @), XN (4.24)

i=k+1j7=1

is either identically zero if o = 0 or, if o € {—1, 1}, satisfies

lim sup sup N¢ EN U<A(2k)N(G ®G) - APNGR G - GoAWNG, x£2k)N>”

N—oo t>0

< 0.

Indeed, the arguments in the proof of (4.9) (cf. Section 4.1) apply also to this
case with k replaced by 2k, because they rely on assumption 1 of Theorem 1,
and the product form of the test function G = ®F_, g; € 8¢ only.

Let us show now that each of the remaining terms in (4.22) stays bounded
in mean uniformly over time as N — oo, i.e.

lim sup sup EN [’(A(Qk_Z)N{G ® GYR=H _of AN G @ G} (k=0 I)Cﬁ%%)N)‘]

N—oo >0
< 00 (4.25)

for each ¢ € [k]; then, the additional factor N~ will ensure (4.21). As a first
step, we observe that

lim sup sup EN H<A(2k—e)N{G © GYRD), x§2k7€)N>H
N—oco t>0

= lim sup sup EN H(A(Qkfz){G ® G0, xf’“‘“N)H <oo, (4.26)

N—oo t>0

because, as a consequence of (4.5) which still holds with 2k — ¢ in place of k and
{G ® GYP=0 ¢ §(2k=0) in place of G € 8, we have

lim sup sup IEN {((A(zk%)N{G®G}(2k4) —A(%*z){G@)G}(%*Z), xf’“‘””))z}

N—oo t2>0

— 0. (4.27)

N—o00

The upper bound in (4.26) follows from (3.7) and the fact that A*=9{G ®
G}2k=0) ¢ 8(2k=8) does not depend on N € N. We are left with the proof that

lim sup sup IEN H {AWNG @ G} R0, DCE%_Z)N> H < 00 (4.28)

N—oo t>0

holds. To this aim, in view of the definitions in Lemma 1, we write

_ k—0)N
<{A(k)NG®G}(2k e),xg2 ) )
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= 2 ADYG ) S GO 66y}
x€(24)k yE(@z)k

Then, by exploiting the product structure and smoothness of G € 8*) and,
thus, arguing as in Section 4.1, we conclude that

2
supIE 8 |:<<{A(k)NG® G}(Qk—é) _ {A(k)G ® G}(%‘é), x§2k—é)N>> } 0.

>0 N—oo
(4.29)
The observation that {A®G @ G120 ¢ §(2k=8) s independent of N € N,
combined with (3.7), yields (4.28). This concludes the proof of the lemma. O

5. Proof of Theorem 2

The proof of Theorem 2 employs most of the results developed for the proof
of Theorem 1. In particular, Dynkin’s formula implies that, for all G € 8(*),
N eNandt >0,

t
(G YEDNY = (G Yyl / LY (G YEINY ds 1 (G, MEDY)
0
t
= (G, Y5 + /0 LG YFEINY ds + NY2 G MPN) (5.1)

holds, with {ME}C)N :t > 0} being the same (8*))'-valued martingale appearing
n (4.1). Because, by (2.21),

LVEY, [(@ x| =B, [(a®N6,x0M)] <o, (5.2)
duality again applies, yielding
£Y(GYIN) = N2 (AN G N B, [0V 6, xP)])
_ <A(k)NG,‘A£k’19)N> .

Therefore, by substituting the above expression into (5.1), we obtain linear
stochastic equations in (8(’“))’ as governing the evolution of the fluctuation fields.

5.1. One-time distribution

As a first step, we characterize the limiting one-time distributions of {‘j.(k’ﬁ)N:
N € N}. For this purpose, we first observe that, by definition (3.9),

[<G y(k ”>N>} -0 (5.3)
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holds for all N € N, ¢t > 0 and G € 8 In order to characterize its limiting
second moments, we need the following analogue of Lemma 1 for the products
of expectations of higher-order fields. Recalling the definition of 7 in (2.19) and
that

B, <] =9"n(x),  xe @), (5.4)

the proof is reminiscent to that of Lemma 1; hence, we leave its details to the
reader. We recall that E,, refers to the expectation w.r.t. the measure fiy.

Lemma 3. Let k,{ € N, £ <k, and G € 8%) H € §). Then, for all N € N,
o€ {-1,0,1} and ¥ € O, we have

El‘ﬁ [<G’x(k)N>] E#ﬁ {<Hv x(é)N>:|

¢

(=) _ _

_ Z ](Vhd) E,, {<{G®H}(k+€ h) o (k+e h)N>
h=0

In view of Lemma 1, Lemma 3, the definition of higher-order fluctuation fields
and stationarity of the measure py, we obtain, for all k € N, ¢ > 0 and G, H €
Sk

fim %, (GO a4

N—ooo H?
— L N : L= 0(=0) on [ 11 j1(2h—0) o(2h—ON
= jlim N 3% B ({6 B0, 070N
=1
— lim (14 09)EY, [({G@H}(Qk—l))xg%fl)Nﬂ — e, Y (5.5)
N—oco >

which is a finite value independent of ¢ > 0 and, specifically for product test
functions G = ®F_, g; € 8, H = @F_| h; € 8% reads as follows:

(G, H)") = f Zﬁ:{/m gi(w)h; (u) ad(1 + o) du}
y lf[{/R () oa?du} f[ {/R s (1) aﬁdu} . (56)
7 =

We note that, by (5.5)—(5.6), the random variables {%“)N :N €N} C (8"
are tight and all limit points ’jik’ﬂ) € (8M) are centered (cf. (5.3)) and satisfy,
for all G, H € 8,

e [(G,y M,y | = (6, o)) (5.7)

We conclude the characterization of the limiting one-distribution with the fol-
lowing result.
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Lemma 4. For all k € N and t > 0, the sequence {‘jgk’ﬁ)N :N €N} C (8My
converges in distribution to the unique centered Gaussian distribution yi’“”) €

(8R))! satistying (5.7).

Proof. By stationarity of uy, we can neglect the time variable. By the product
form of the reversible measure py, the case k = 1 is standard (see e.g. [22, Lemma
11.2.1]). Let us prove the claim for k € N, k > 2. For notational convenience,
let us consider only product test functions in 8%*); as we will see, this is not
a restriction as the argument we employ applies to all test functions in 8(¥).
Hence, let G = @F_, g; € 8*). Then, we get

<G, y(k,ﬂ)N>
= {(C g, XN YEIN) 4 (Gppy, YETLONV B, [(gn, XDV |
k—1
=Y {eli M@+ el @)} (5.8)
i=1

where, for all £ € [k] and distinct {i1,...,%} C [k],

Glig,iey =N Q ® i1 9 Giy+1 @ Ggiy—1 ® giy+1 ® gk € sh=0

and

k)N ) 1 1 2 x 3
oM (@) = Nz N > G () an(F) Ink
Xe(Zd)k‘,—l

k9N av 1 B rxN o (3 gk
7N G) = A 2 Cua(R) an(R) 9 ()
xe(Zd)k—l

In particular, we have, for all ¢ € [k — 1],

) ke 0)N 2 . k0N 2
Jin £, | (257©) ] = i B (257 @) =0 69)
as well as
N . 2
E,, |:<<G{k}7x(k_1)N> —E,, {<G{k},x<’“‘”N>D } — 0. (5.10)

By iterating the above argument, we obtain

(GYIY) = (9¥(G), YY) + 7ROV (G)



370 J.P. Chen and F. Sau

with ¢V (G) € 8V deterministic and an error term Y*?)N(G) such that
2
lim B, [(T (G)) ] =0.

The asymptotic Gaussianity of YN and (5.5)-(5.6) conclude the proof of the
lemma. a

5.2. Tightness

As a second step, we show tightness for the sequences {H(k)Nho N eN}C
D([0,T], (8*))"), for all T > 0. In view of Mitoma’s tightness Crlterlon ([28,
Theorem 4.1]), it suffices to prove tightness for the sequences {(G, y kv >|[0’T]
N € N} C D([0,T],R), for all G € 8*) and T' > 0. In view of the decomposition
n (5.1), duality (5.2), the limit in (5.5) and stationarity of the measure p9, we
prove, for all t > 0 and G € 8®) in product form,

2
EN {((A(k)NG—A G,y >) } 0 (5.11)
and
limsup N4EX [F(k) (G)] <oo, (5.12)

N—o00

where the carré du champ T, t(k)N(G) has been given in (4.20). This ensures
tightness for the sequences {(G, H.(k’mN\[O,Tﬁ : N e N}

Proof of (5.11) and (5.12). Let us assume without loss of generality that G €
8 is in product form. We note that (5.12) has already been proven in Lemma
2. As for (5.11), we have

2
E, [(<A<’“>NG — ARG YO ) ]
2
= N¢ <1Ejfﬁ {((A(k)NG e x§k>N>) ]
2
_ (]Eﬁig {<A(k)NG - .A(k)G, xgk)Nﬁ) )

1— (-0 [19‘5
Zd

M»

~

=1

*EY, [({AWNG = ABG) @ (ADNG — AN G20, PO |

Ho

which, by (4.10), yields (5.11). Now we can apply an argument analogous to
the one presented in Appendix B to extend tightness to all G € ). a
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Once the tightness for the sequence {H.(k’ﬁ)N : N € N} is established, we

observe that, for all limit points {Hgk’ﬂ) 1t >0} € D([0,00), (8%))) and for all
G € 8®), we obtain

sup [(G, Y5 — (@, Y5 =0, as.,
t>0

as a consequence of

EN Sg}g‘(G,‘jgk’ﬁ)N>7<G,H(k’ﬁ)N>| — 0, (5.13)
t>

Ho = N—o00
ensuring that all limit points are fully supported on C([0, 00), (§%))").

5.3. Martingales
We note that the sequence

MBIV N e N} € D([0, 00), (8M))

as given in (5.1) is tight. Moreover, because limits of uniformly integrable
martingales are martingales (see e.g. [16, Proposition 4.6]) and because of (5.11),

for any limit point {%k’ﬂ) :t > 0}, the process
PG 11> 0} € €0, 00), (8M)) (5.14)

given, for all t > 0 and for all G € 8*) in product form, by

t
@A) = @) — (G ) — [ AMG ) ds
0

is a (8(®))’-valued martingale w.r.t. the natural filtration induced by {yﬁ’”) it >

0}. Then, let us characterize the predictable quadratic variations of such mar-
tingales, i.e. find, for all G € 8%, a (predictable) stochastic process {ng’ﬁ)(G) :
t >0} € C([0,00),R) such that

2 .
NG = (@) V@) L o, ()

is a martingale w.r.t. the law and natural filtration of {Hgk’ﬁ) :t > 0}. For this
purpose, we prove the following lemma.

Lemma 5. For allo € {~1,0,1},9 € 0, k € N and G € 8%,

(NEDN (@)L N e N} € D([0,00), R) (5.16)
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given, for all N € N and t > 0, by

2 t
NG = (0 N) - [N G) ds

is a tight sequence of IP’;X ,-integrable martingales. Moreover, for all t > 0, we
have

EY [(Ndrf’“)N(G)—u<’w’>(G))1 o0, (5.17)

N —o0

where UFY) (@) is deterministic and defined in (3.14).

Proof. The fact that, for all N € N, {Nﬁk’ﬁ)N(G) :t >0} is a P -integrable
martingale is a consequence of Dynkin’s formula (4.1). Tightness of the family
(5.16) follows from tightness of {(G,M.(k’ﬂ)N> : N € N} C D([0,0),R) (and,
hence, {((G,M*?N))2 . N € N}) and the convergence in (5.17).

Now, let us turn our attention to the proof of (5.17). As usual, we prove
(5.17) for product test functions G = @*_, g; € 8*) only, and refer to Appendix
B for the argument which allows the extension of this result to all test functions
in 8§,

By (4.22), we can decompose NdFt(k)N(G) as the sum of k + 1 terms, each
of which is indexed by ¢ € [k]o. By (4.25), by sending N — oo, all terms
corresponding to ¢ € [k]o \ {0, 1} become negligible; hence, let us consider the
two terms corresponding to £ = 0 and ¢ = 1. By (4.24), Proposition 2, the
stationarity of jy and the product form of G = ®F_, g; € 8*) we have, for all
t >0 and i,j € [k],

2k)N 2k)N 2k)N k.0 2
EY, [(a@;j) (GoG)+ BN G2 6),X) — Ul (6)) ] o0

where

ug’f{”ffj}(a) = { y Vgi(u) - Vg, (u) oa?y? du}

« ﬁ{Adgl(u)aﬁdu} ﬁ {/Rdgl/(u)on?du} .
= =

By (4.27) and (4.29), similar considerations for the term corresponding to £ =1
and the following identity

/Rd AN (gi9;) () = gi(u) (AW gj) () — g;(u) (A g;) (u) o) du
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— [ Vot Vas(waodu,
Rd
yield the final result. m]

In particular, the Cauchy-Schwarz inequality and (5.17) imply

— 0. (5.18)

N—o0

t 2
N d (k)N k0
EY l(/o NN () ds — U )(G)>

Additionally, an argument as in [13, p. 4171] — which, in turn, employs [10,
Lemma 3] as well as (5.13) — ensures that, for all G € 8), the martingales
{Nﬁk’ﬁ)N(G) :t > 0} are uniformly integrable and converge to the martingale
in (5.15) with

V(@) = tut (@)

for all £ > 0. This characterizes uniquely the distribution of the (§*))-valued
martingale in (5.14).

5.4. Uniqueness of limit points

Finally, since the limit points are fully supported on C([0, o), (§())’), the
convergence at time ¢ = 0 to the Gaussian random element ‘g}ék’ﬂ) € (8,
as well as Holley-Stroock’s theory of generalized Ornstein — Uhlenbeck processes
([18]), ensures uniqueness of the limiting process as described in the statement
of Theorem 2. This concludes the proof of Theorem 2.

Appendix
A. Infinite particle systems

In this appendix, we present a duality-based construction of the infinite
interacting particle systems from Section 2.2 on the set X of admissible particle
configurations given in (2.13). Our exposition follows closely some of the ideas
in [2, §6] and [9, §2.2.4]. The reader may find alternative constructions for
infinite SEP (¢ = —1) and IRW (o = 0) in the textbooks [26, §1.3] and [9,
§2.2.4], respectively. To this aim, we let A C Z? denote a finite subset of Z4,
while A 7 Z% refers to an increasing sequence of finite subsets of Z¢ eventually
covering the entire Z?. Moreover, for all 1 € N%d and A C Z4, we define ()
as the finite configuration which agrees with 7 in A, and contains no particles

outside of A, i.e.
n(x) ifzxeA
P = {1 T
0 otherwise .
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We wish to show that, for all n € X C N%d and t > 0, the following limit
. AN
EN ) = lim BN 10"V )] (A1)

exists for all k € N and x € (Z4)*, where IE:X,,) stands for the expectation w.r.t.

the law ]P’fx ) of the finite particle system starting from 1Y and whose generator

LN is given in (2.12). Indeed, for each A C Z4, the process {n"Y : ¢ > 0} is
a finite particle system in which the total number of particles is conserved by
the dynamics. Therefore it is a well-defined Markov process. Moreover, it is
self-dual (see e.g. [5]): according to the discussion at the end of Section 2.2.1,
we have

e ]"}_E””l wG | T Ty | T
_ }: () 5N (x [W(A)]y

ye(Z)k

Hence, by the definitions of 1) and A * Z?, the monotone convergence theo-
rem yields

0<EN(x) = Z 7(x) pN (x,y) lim [y
o ye@a) Tz w(y)
| [lxen
=EY LT();:N)] 7(x) < 00, (A2)

where the last inequality is a consequence of the polynomial (at most) growth at
infinity of the configuration n € X, and the exponential upper bound (e.g. [32,
Lemma 1.9]) for the reversible random walks {X;™ : ¢ > 0} in (Z%)* with
nearest-neighboring jumps and uniformly elliptic rates?. Along the same lines
of [9, pp. 13-14], it follows that, for all n € X and ¢ > 0, the limits in (A1) cor-
respond to expectations w.r.t. to a unique probability measure, say p¥ (n,dn’),
fully supported on X. The uniqueness comes from the unique characterization
by its joint factorial moments. Hence, for all functions f : X — R in the linear
span of bounded functions and those in the form f(n) = [n]x for some x € (Z9)¥,
we have

. AN
Jim B (1] = [ ¥ s (43)
2For the exclusion case (¢ = —1), nearest-neighbor jumps for {X;’N :t > 0} in (Z4)F

corresponding to collision of particles shall be replaced by exchange of location for the two
nearest-neighboring particles.
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Then for all n € X, k € N and x € (Z9)*, we have

d ']

|,y 0 = A (5 ) 0068 = e

where in the first equality we employed (A2)—(A3) and the Markovianity of the
finite particle system, while in the second equality we used (2.22), an identity
between two finite summations.

In conclusion, by taking the limit A~ Z? in the martingales

M )= 0 = V= [ £V

and

()" = [ {2 10— 20 £V

and arguing as in Section 5.3, we obtain the convergence of the uniformly inte-
grable martingales above. To wit, there exists a unique (by duality) law JP’,,N —
with corresponding expectation ]Ef;/ — on the Skorokhod space D([0, ), X) of
X-valued cadlag trajectories such that {MY (n|x) : t > 0}, given, for all ¢ > 0,
by

MY (1) = [0 — [ — / £y ds |

is a martingale w.r.t. P) such that, a.s., Mg (n|x) = 0; similarly for
¢
2
(V) = [ (102 = 200 £ o} s

B. Function spaces

In this appendix, we first review some basic facts about the function spaces
8*) and (8))', and then show that (4.5) and (4.6) for product test functions
yield (4.3) for all test functions.

We start with some definitions. For all n € N¢, we let h,, € 8 C L?(R?)
denote the nth Hermite function defined as, for instance, in [18, Eq. (A.13)],

and normalized such that ||l [|p2ra) = 1/ {hn, An)) 2 gey = 1. Tt is well-known
that {hn in e Ng} form an orthonormal basis for L?(R%), and they are the
eigenfunctions of the self-adjoint operator (1), given by G f(u) := —Af(u) +

(12% ++--u2) f(u) for all smooth functions f € 8. In particular, for all n,m €
No,

{(hn, 9(1) hm>>L2(]Rd) = (2|n| +d) lin—my s
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where |n| := Z?Zl n;.

Generalizing this to a tensor product space, we define the kth-order Her-
mite functions {H, : n € (NO)F} c 8*) C L2((R%)*), given, for all n =
(n1,...,ng) € (Nd)* by

Hy =@ hy, .

They form an orthonormal basis for L?((R%)*), and satisfy the following identity:
for all n,m € (N@)*,

(Ha, SW Hun) 1o qgayey = (Hiy &5y G Hin) 2y = (210 + kd) Ln_m) |

where, for n = (ny,...,n;) € (Nd)*,
k
nf =" |ni| . (B1)

i=1

If we endow on () with the kth-order Sobolev norm
2
120, = 12,0 = | S @ml+17 ((HaZ)paae) - PEZ,
ne(Ng)*

then H](gk) = §(k) ”'Hp, and for p > 0 we have the chain of inclusions

M. CH® . CHP =R C...cHP) .. C(8W) .
In particular, there exists a constant » = r(d, k) > 0 such that, for all p > g+,
the canonical embeddings HZ(,k) — ”Hék) are Hilbert-Schmidt.

Let us fix £ € N, and recall the definition of the processes {DC it > O} C

D(]0,00), (8¥)) from Section 3.1. Assume for the moment that for all T > 0,
there exists ¢ € N such that

(R)N
t

M—oco N

lim limsup]P’f)’N ( S[u%] szEk)NH—q > M) =0. (B2)
te(o,

Then note that, for any deterministic solution {’yt(k) 1t >0} € C([0,00), (8¢)))
of (3.4) and for all T' > 0, there exists r € N such that

sup [l ||l <00 (B3)

As a consequence, by (B2) and (B3), the density in §**) of

Sg) := span {G csh.q= ®§:1 gi} ) (B4)
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(see e.g. [18, Eqgs. (A.13)—(A.15)]) and (4.5)—(4.6) (which, by linearity, hold
for all functions in Sg ) defined above), we obtain (4.3) for all test functions
G e 8,

Thus it remains to prove (B2). In view of Dynkin’s decomposition, (B2)
follows if

lim sup E/ [||x(§’“)N||Z’_q] < o0 (B5)
N—o00
t 2
lim sup EgN sup / LNXEN g < 00 (B6)
N—o0 tefo,1] I1Jo —q
and
lim sup Eny sup ||M§k)N||%q < 0 (B7)
N —o00 t€[0,T)
hold.
To prove (B5), we use the definition of || - ||—,, the reverse Fatou’s lemma,

and assumption 1 in Theorem 1 to obtain

) k)N
hmsupIEﬁ[N [Hx(() ) ||2—q}

N —o00
2
< Z (2|n] +k‘d)*qlimsup]Ef:’N {(<meék)N>) ]
ne(Ng)k N—oo
- 2
< Y @l +kd) ([Hallorar)”

ne(Ng)*

for some constant C' > 0 independent of N € N. Since the L'((R%)*) norms
of the Hermite functions are uniformly — in n € (NZ)* — bounded by their
corresponding L?((R%)*) norms (see e.g. [25, Theorem 2.1]), i.e. there exists
¢ > 0 such that

| Hnll 2 (@eye)y < cllHnllz(@apy =¢, ¥ne (N*, (B8)

we deduce that (B5) holds with ¢ > kd.
To prove (B6), we proceed analogously and employ the limit statement

N—o00

2
ENy [(<A<k>NG—A<k>G, xﬁ’“W) ] — 0, (B9)

whose proof was given in Section 4.1. Then we use the fact that H,, € Sg ) for
all n € (N4)* to obtain

2

_q]

t
/ LYXFIN dg
0

lim sup BNy
N—o0

sup
t€[0,T]
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2
< Z (2In| + kd) T limsup sup Eﬁ” [((A(k)NmeEk)N> }
ne(Ng)k N—oo t€[0,T]

2
<21C Y (2n|+kd)~ (||A<k>HnHL1((Rd)k))
ne(Nd)x

for some constant C' > 0 independent of N € N. By the triangle inequality,
known relations for the Hermite functions (see e.g. [18, Eq. (A.9)]) and (BS8),
we have, for some constant C' > 0 independent of n € (Nd)*,

k k
IA® Hall 1 (ayey <D NG Aikn, |l 1 ray < Ca Y |ni| = Caln] .
i=1 i=1
Hence, (B6) holds with ¢ > kd + 2.
Last but not least, an analogous argument employing Lemma 2 — which,

again, holds because the kth-order Hermite functions belong to Sg) — yields
(B7) with ¢ > kd.
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