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Abstract

Computing the marginal likelihood or evi-
dence is one of the core challenges in Bayesian
analysis. While there are many established
methods for estimating this quantity, they
predominantly rely on using a large number
of posterior samples obtained from a Markov
Chain Monte Carlo (MCMC) algorithm. As
the dimension of the parameter space in-
creases, however, many of these methods be-
come prohibitively slow and potentially in-
accurate. In this paper, we propose a novel
method in which we use the MCMC samples
to learn a high probability partition of the
parameter space and then form a determinis-
tic approximation over each of these partition
sets. This two-step procedure, which consti-
tutes both a probabilistic and a deterministic
component, is termed a Hybrid approxima-
tion to the marginal likelihood. We demon-
strate its versatility in a plethora of examples
with varying dimension and sample size, and
we also highlight the Hybrid approximation’s
effectiveness in situations where there is ei-
ther a limited number or only approximate
MCMC samples available.

1 INTRODUCTION

Model selection and model averaging are among the
most important inferential goals in Bayesian statistics.
These goals inherently rely on evaluating model un-
certainty, which in turn comes down to calculating the
marginal likelihood of competing models. This makes
accurate and efficient computation of the marginal
likelihood an important problem.

Suppose we observe data y with a likelihood function
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p py | uq indexed by u coming from some parameter
space U . Provided that the prior distribution over the
unknowns is specified, the marginal likelihood or evi-
dence can be written as

p pyq “
ż

U

p py | uq p puq du. (1)

Barring specific conjugate settings, the marginal like-
lihood is analytically intractable in practice and poses
a computationally challenging problem. Since numer-
ical integration becomes infeasible beyond moderate
dimension, Monte Carlo approximations present an al-
ternative solution. In much of the literature devoted
to estimating this quantity, the recurring idea is to
form an asymptotically unbiased approximation of (1)
using MCMC samples. However, running an MCMC
algorithm in addition to forming a Monte Carlo ap-
proximation can quickly accrue error as the dimension
of the parameter space increases. Consequently, these
algorithms may require an exceedingly large number of
samples in order to form accurate estimates. In many
problems, however, obtaining MCMC samples is time-
consuming and potentially unreliable. As such, the
need for an approximation that does not too heavily
rely on both the quantity and quality of the MCMC
samples is evident.

Some commonly used algorithms include Laplace’s
method (Tierney and Kadane, 1986), which assumes
that the posterior distribution can be approximated
with a normal distribution, and the Harmonic Mean
estimator (Newton and Raftery, 1994), which is easy
to implement, but has been shown to be unstable and
can have infinite variance (Newton and Raftery, 1994),
(Raftery et al., 2007). On a similar vein, the Adjusted
Harmonic Mean estimator (Lenk, 2009) and the Cor-
rected Arithmetic Mean estimator (Pajor, 2017) lever-
age the harmonic mean and arithmetic mean identi-
ties, respectively, with the idea of sampling from high
posterior probability regions of the parameter space to
improve upon the original estimators. Annealed Im-
portance Sampling (Neal, 2001) uses a dynamic impor-
tance sampling function that sequentially transitions
through intermediate distributions to the target dis-
tribution.
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Other popular algorithms include Chib’s method
(Chib, 1995; Chib and Jeliazkov, 2001), Bridge Sam-
pling (Meng and Wong, 1996), Warp Bridge Sam-
pling (Meng and Schilling, 2002), and Nested Sampling
(Skilling, 2006). See Friel and Wyse (2012) for a more
comprehensive overview and discussion of these algo-
rithms. There have also been recent developments in
variational inference techniques that provide alterna-
tive ways to approximate and bound the marginal like-
lihood (Rezende and Mohamed, 2015; Salimans et al.,
2015).

In contrast to these methods, we propose a novel ap-
proach which can be thought of as a hybrid between
probabilistic and deterministic procedures. A high
level view of our method can be broken down into two
major steps: (i) the MCMC samples are used to learn
a partition of the parameter space U , and (ii) with
this partition, we then make a deterministic approx-
imation to the log posterior on each of the partition
sets. In essence, we seek to exploit the assumption
that the posterior distribution will be far from a uni-
form looking distribution and instead show concentra-
tion around some parameter. If the partition obtained
from the MCMC samples can identify areas of high
posterior mass by carving up these regions more finely,
then we are better equipped to make an accurate ap-
proximation to the log posterior over each of these re-
gions. Given the use of a probabilistic procedure in
step (i), coupled with a deterministic calculation in
step (ii), we refer to the resulting approximation to
the marginal likelihood as the Hybrid estimator.

Our contribution fundamentally provides a way to by-
pass the need for a large number of posterior sam-
ples for accurate computation of the marginal like-
lihood. In many applications, evaluating the likeli-
hood can be extremely time consuming, so in turn,
collecting lots of posterior samples in such cases is
prohibitively expensive in both time and computation.
The typical guarantees for MCMC-based estimates of
the marginal likelihood are asymptotic in the number
of posterior samples. Our approach instead only uses
the MCMC samples to learn a skeleton of the poste-
rior distribution, which then simplifies the subsequent
calculation; hence, the Hybrid estimator establishes a
scalable framework for computing the evidence in high
dimensional problems.

The paper is organized as follows. In Section 2, we
motivate each step in the algorithm and provide a for-
mal statement of the Hybrid approximation scheme.
In Section 3, we demonstrate the performance of the
Hybrid estimator in a variety of simulation studies and
compare the results with some of the aforementioned
estimators. Finally, in Section 4, we briefly discuss
some details for extensions and future work.

2 METHODOLOGY

We introduce some preliminary notation. Let γ be a
probability density with respect to the Lebesgue mea-
sure on R

d given by

γpuq “ e´Φpuq πpuq
Z

, u P U Ď R
d.

When Φp¨q corresponds to a negative log-likelihood
function and πp¨q a prior distribution, γp¨q is the corre-
sponding posterior distribution, although such an in-
terpretation is not necessary for our approach. Then,
the marginal likelihood has the following form,

Z “
ż

U

e´Ψpuq du, (2)

where Ψpuq “ Φpuq ` p´ log πpuqq is the negative log-
posterior. As stated before, while we can evaluate Ψ,
we are unable to compute the integral in (2). We can
address this problem using the two sub-routines men-
tioned in the previous section. First, we find a parti-
tion of the parameter space that gives more attention
to (i.e, more finely partitions) regions of the poste-
rior that have high posterior mass. Next, we propose
a suitable approximation for Ψ that allows for eas-
ier evaluation of the integral over each of the parti-
tion sets learned from the previous step. These steps
used in conjunction with each other give us a way to
approximate Z by computing a simplified version of
the integral over partition sets of the parameter space
that have ideally taken into account the assumed non-
uniform nature of the posterior distribution.

2.1 Deterministic Approximation

We first elaborate on our strategy to replace Ψ with
an approximation pΨ. Our starting point is the follow-
ing observation: fix q P p0, 1q small and let A Ď U

be a compact subset with γpAq ě p1 ´ qq. Rear-
ranging this equation, one obtains p1 ´ qq ď γpAq “
Z´1

ş
A
e´Ψpuqdu ď 1, leading to the two-sided bound

ż

A

e´Ψpuq du ď Z ď 1

1 ´ q

ż

A

e´Ψpuq du. (3)

We then make the following approximation

logZ « FA :“ log

„ ż

A

e´Ψpuq du


. (4)

From Eq. (3), it is immediate that | logZ ´ FA| ď
logt1{p1 ´ qqu « q for q small. Henceforth, we aim
to estimate the quantity FA. This initial approxi-
mation step can be thought of as compactifying the
parameter space to reduce its entropy. Even if U it-
self is compact, γ can be highly concentrated in a
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region A with volpAq ! volpUq, particularly when
the posterior exhibits concentration (Ghosal and Van
Der Vaart, 2007), and it is judicious to eliminate such
low posterior-probability regions.

Having compactified the integral domain, our general
plan is to replace Ψ with a suitable approximation pΨ
on the compact set A. In this article, we specifically
focus on a piecewise constant approximation of the
form

pΨpuq “
Kÿ

k“1

c‹
k ¨ 1Ak

puq, (5)

where A “ tA1, . . . , AKu is a partition of A, i.e., A “ŤK
k“1

Ak and Ak X Ak1 “ H for all k ‰ k1, and c‹
k

is a representative value of Ψ within the partition set
Ak. To simplify the ensuing calculations, we further
restrict ourselves to dyadic partitions in this article so
that each of the partition sets is rectangular, Ak “śd

l“1
raplq

k , b
plq
k s. This leads to the approximation

ż

A

e´Ψpuq du «
ż

A

e´pΨpuq du “
Kÿ

k“1

e´c‹
k ¨ µpAkq, (6)

where µpBq “
ş
B
1 du denotes the d-dimensional vol-

ume of a set B. We eventually define

pFA :“ log
” ż

A

e
´ pΨpuq

du
ı

“ log

„ Kÿ

k“1

e
´c‹

k ¨ µpAkq


(7)

to be our estimator of FA, and hence of logZ. The
choice of the piecewise constant approximation is mo-
tivated both by its approximation capabilities (Binev
et al., 2005) as well as the analytic tractability of the
approximating integral in Eq. (7). We remark here
that the integral remains tractable if a piecewise lin-
ear approximation is employed, suggesting a natural
generalization of our estimator.

Since FA is a non-linear functional of Ψ, it is reason-
able to question the validity of the approximation in
Eq. (6), or equivalently, the approximation of FA with
pFA — even if pΨ is a good approximation to Ψ, it is
not immediately clear if the same should be true of
pFA. Using an interpolation trick, we show below that
the approximation error | pFA ´ FA| can be bounded in

terms of a specific distance between pΨ and Ψ. Define

F ptq “ log

„ ż

A

e´
`
tΨpuq`p1´tqpΨpuq

˘
du


, t P r0, 1s.

Clearly, F p0q “ pFA and F p1q “ FA, so that

FA ´ pFA “ F p1q ´ F p0q “
ż 1

0

F 1ptqdt.

Computing F 1, we get

F 1ptq “ ´
ş
A

`
Ψpuq ´ pΨpuq

˘
e´

`
tΨpuq`p1´tqpΨpuq

˘
du

ş
A
e´

`
tΨpuq`p1´tqpΨpuq

˘
du

“ ´EU„πt

`
ΨpUq ´ pΨpUq

˘
,

where πt is the probability density on A given by

πtpuq 9 e´
`
tΨpuq`p1´tqpΨpuq

˘
, u P A.

Using the integral representation, we can now bound
the approximation error,

|FA ´ pFA| ď sup
tPr0,1s

ˇ̌
EU„πt

`
ΨpUq ´ pΨpUq

˘ˇ̌
.

Interestingly, note that π1 9 γ1A is our target density

restricted to A, and π0puq 9 e´pΨpuq
1Apuq has normal-

izing constant pFA. The collection of densities tπtu can
therefore be thought of as continuously interpolating
between π0 and π1. Piecing together the various ap-
proximations, we arrive at the following result.

Proposition 1. For any compact subset A Ď U , we
have

| pFA ´ logZ| ď sup
tPr0,1s

ˇ̌
EU„πt

`
ΨpUq ´ pΨpUq

˘ˇ̌
` log

ˆ
1

νpAq

˙
.

Here, ν denotes the Lebesgue measure on R
D. The

first term in the right hand side above can be further
bounded by }Ψ ´ pΨ}8 :“ supuPA |Ψpuq ´ pΨpuq|. This
conclusion is not restricted to the piecewise constant
approximation and can be used for other approxima-
tions, such as the piecewise linear one.

2.2 High Probability Partitioning of the

Parameter Space

Next, we address the task of obtaining a suitable par-
tition of the parameter space. Clearly, traditional
quadrature methods would render this method inef-
fective, requiring the number of function evaluations
to grow exponentially with d. Furthermore, with a
posterior distribution that exhibits any degree of con-
centration, there will indubitably be regions of U where
the posterior probability is close to 0. From a compu-
tationally mindful standpoint, it makes sense to then
focus on more finely partitioned regions of U that have
high posterior probability. With this in mind, we
turn to using samples from γ to obtain such a parti-
tion. Specifically, let u1, . . . , uJ be approximate sam-
ples from γ, e.g., the output of an MCMC procedure.
We treat tpuj ,ΨpujquJj“1

as covariate-response pairs
and feed them to a tree-based model such as CART
(Breiman, 1984), implemented in the R package rpart
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Figure 1: Left: bivariate normal distribution truncated to the first orthant. Right: A density of the form
γpuq 9 expp´nu2

1u
4
2qπpuq, where u P r0, 1s2 and πp¨q is the uniform measure on r0, 1s2. For this simulation,

n “ 1000. Both plots have 5000 MCMC samples with the partition returned from fitting a CART model.

(Therneau and Atkinson, 2019), to obtain a dyadic
partition. While the MCMC samples are typically
used to construct Monte Carlo averages, we use them
to construct a high probability partition of the param-
eter space. We assume the capability to evaluate Ψ,
which is a very mild assumption since obtaining sam-
ples from γ using even a basic sampler like Metropolis–
Hastings requires evaluating Ψ. Finally, the above pro-
cedure implicitly suggests the compactification A to be
a bounding box using the range of posterior samples,

A “ bl

”
mintuplq

j u,maxtuplq
j u

ı
, 1 ď j ď J , 1 ď l ď d,

where u
plq
j is the lth component of uj .

2.3 Partitioning in Two Dimensions

Before moving into higher dimensions, we provide an
illustration of the process described in the previous
section in 2 dimensions, where the partitioning can
be easily visualized. Suppose γ is a density on R

2

supported on U Ď R
2, and uj „ γ for j “ 1, . . . , J .

Forming the pairs, tpuj ,ΨpujqquJj“1
, we then fit a

CART model to these points and extract the decision
rules, which form a dyadic partition of the aforemen-
tioned bounding box A Ď U . Denote the partition
as A “ tA1, . . . , AKu. Plotting the sampled points
and overlaying the partitions learned from the regres-
sion tree, we observe in Figure 1 that areas of U with
a high concentration of points coincide with regions
that are more finely partitioned by the regression tree.
Taking γ to be a posterior distribution, we see that
this behavior of partitioning areas of greater posterior
mass is desirable in producing a better approximation.
Equipped with the partition A, we need only to deter-
mine the representative point of each partition set in
order to form the approximation to Ψ.

Recall that CART fits a constant for each point within

a given partition set. At any given stage, the CART
model will search for the optimal predictor value,
u “ pu1, u2q, on which to partition the remaining
points such that the sum of squares error (SSE) be-
tween the response, Ψpuq, and the predicted constant
is minimized. In particular, to partition data into two
regions A1 and A2, the objective function is given as

SSE “
ÿ

uiPA1

pΨpuiq ´ c1q2 `
ÿ

uiPA2

pΨpuiq ´ c2q2. (8)

Upon minimization of the SSE, the resulting partition
sets A1 and A2 have fitted values c1 and c2, respec-
tively. For each partition set Ak P A, a natural choice
for the representative point c‹

k is the fitted value for Ak

produced by the tree-fitting algorithm. Following this
two-step process of using CART to obtain both the
partition and the fitted values for each of the partition
sets and then plugging these into Eq. (6), we obtain
the Hybrid approximation to the marginal likelihood.

2.3.1 Conjugate Normal Model

We consider the following conjugate normal model:
y1:n | µ, σ2 „ N pµ, σ2q, µ | σ2 „ N pm0, σ

2{w0q, σ2 „
IGpr0{2, s0{2q, where IGp¨, ¨q denotes the inverse-
gamma distribution. In order to compute the Hybrid
estimator, we require samples from the posterior dis-
tribution and a way to evaluate Ψ. In this example,
the posterior distribution of u “ pµ, σ2q is known, and
since the likelihood and prior are specified, the evalu-
ation of Ψ is straightforward. With this architecture
in place, we feed the pairs, tpujq,ΨpujquJj“1

, through
CART to obtain a partition over the parameter space
and each partition set’s representative point. Then,
we use Eq. (6) to compute the final approximation.

Table 1 shows results for the Hybrid estimator and
a number of other competing methods. Here, the
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Table 1: Normal Inverse-Gamma Example. We re-
port the mean, standard deviation, average error (AE,
truth - estimated), and the root mean squared error
(RMSE), taken over 100 replications. Each replication
has 50 observations and 1000 posterior samples. The
true log marginal likelihood is -113.143. Estimators in-
clude the Harmonic Mean estimator (HME), Corrected
Arithmetic Mean estimator (CAME), Bridge Sampling
estimator (BSE), and the Hybrid estimator (HybE).

Method Mean SD AE RMSE

log HME -104.762 0.733 -8.381 8.431
log CAME -112.704 0.048 -0.439 0.441
log BSE -113.143 0.006 0 0.006
log HybE -113.029 0.025 -0.114 0.117

true log marginal likelihood can be computed in closed
form, so we have direct comparisons to the ground
truth. All estimators except for the Harmonic Mean
estimator give accurate approximations to the log
marginal likelihood.

2.4 Algorithm Description

Until this point, the representative point within each
partition has simply been the fitted value for each
partition returned from the CART model. When
tpuj ,ΨpujqquJj“1

is fed into the tree, it attempts to op-
timize the sum of squared errors as in Eq. (8). Note,
however, that our eventual objective is to best approx-
imate the functional log

ş
A
e´Ψ, and it is not unreason-

able to suspect that the optimal value for Ak chosen by
the regression tree model may not be a suitable choice
for our end goal, especially for higher dimensions. Sim-
ulations in higher dimensions indeed confirm this. Be-
fore suggesting a remedy, we offer some additional un-
derstanding into the approximation mechanism that
guides us toward an improved choice. To that end,
write pFA from Eq. (7) as

pFA “ log

„ Kÿ

k“1

e´c‹
k pk


` logµpAq :“ pG ` logµpAq,

where recall µpBq “ volpBq is the Lebesgue measure
of a Borel set B, and we define pk :“ µpAkq{µpAq. We
can also write FA “ G ` logµpAq, with

G :“ log

„
1

µpAq

ż

A

e´Ψpuqdu



“ log

„ Kÿ

k“1

pk
1

µpAkq

ż

Ak

e´Ψpuqdu



“ log

„ Kÿ

k“1

e´ck pk


,

where

e´ck “ 1

µpAkq

ż

Ak

e´Ψpuqdu “ E
Uk„UnifpAkq

“
e´ΨpUkq

‰
.

Thus, for pG to approximate G, we would ideally like
to have each c‹

k chosen so that e´c‹
k targets e´ck . Im-

portantly, the above exercise suggests the appropri-
ate scale to perform the approximation – rather than
working in the linear scale as in Eq. (8), it is potentially
advantageous to work in the exponential scale.

2.4.1 Choosing the Representative Point

Based on the above discussion, we define a family of
objective functions

Qkpcq “
ÿ

uPAk

|e´Ψpuq ´ e´c|
e´Ψpuq

, c P Ak, (9)

one for each partition set Ak returned by the tree,
and set c‹

k “ argmincQkpcq. We experimented with a
number of different metrics before zeroing in on the
above relative error criterion in the exponential scale.
Minimizing (9) is a weighted `1 problem and admits a
closed-form solution.

Thus, our overall algorithm can be summarized as fol-
lows. We obtain samples u1, . . . , uJ from γ, and feed
tpuj ,ΨpujquJj“1

through a tree to partition the bound-
ing box A of the samples. Then, rather than using
the default fitted values returned by the tree, we take
the representative value c‹

k within each Ak as the min-

imizer of Qk. These c‹
ks are then used to compute pFA

as in (7) – note that pFA can be stably computed using

the log-sum-exp trick. Finally, we declare pFA as log pZ,
our estimator of logZ.

Algorithm 1 Hybrid Approximation

Input: Sampler for γ, method for evaluating Ψ
Output: Estimate of the log marginal likelihood

1: Sample tujuJj“1
from γ

2: Fit tpuj ,ΨpujqquJj“1
using a regression tree

3: From the fitted tree, extract the dyadic parti-
tion A “ tA1, A2, . . . , AKu of the bounding box

A “ bl

”
mintuplq

j u,maxtuplq
j u

ı
determined by the

samples, with Ak “ śd
l“1

raplq
k , b

plq
k s

4: for k P t1, . . . ,Ku do

5: c‹
k Ð argmincPAk

logQkpcq
6: pZk Ð e´c‹

k

śd
l“1

`
b

plq
k ´ a

plq
k

˘

7: end for

8: Use the log-sum-exp trick to compute the final esti-

mator, log pZ “ log-sum-exp
´
log Ẑ1, . . . , log ẐK

¯
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Figure 2: Boxplots of the error (truth - estimate) for the log marginal likelihood in the MVN-IG (left, true
log ppyq: -303.8482) and truncated MVN (right, true log ppyq: -250.2755) examples. Both examples correspond
to 20-dimensional parameter spaces. Results are reported over 100 simulations, with 100 observations. Estimates
are based on 45 MCMC samples. The results correspond to the natural logarithm of each of the estimators.

3 RESULTS

In the following experiments, we present a variety of
problem settings. First, we consider the linear regres-
sion model under different prior specifications where
the true marginal likelihood is known, so we can eas-
ily verify the accuracy of any subsequent approxima-
tions. We then extend the application of the Hybrid
estimator to examples for which the parameter is a
d ˆ d covariance matrix, thus showcasing its versatil-
ity even when the parameter space is non-Euclidean.
We examine the performance of the Hybrid estimator
alongside competing methods and focus primarily on
situations where the posterior samples are either few
in number or non-exact. In addition to the Hybrid es-
timator (HybE), we examine the following additional
estimators: Bridge Sampling estimator (BSE), Warp
Bridge Sampling estimator (WBSE), Harmonic Mean
estimator (HME), and Corrected Arithmetic Mean es-
timator (CAME). The BSE and WBSE results are
obtained using the bridgesampling package (Gronau
et al., 2020). Corresponding calculations and formu-
lae for posterior parameters and analytical marginal
likelihoods are given in the Supplement.

We emphasize that in the experiments provided in this
section we seek to mimic scenarios where posterior
sampling is highly expensive and/or mixing is poor.
By considering a small number of samples as the input
for these marginal likelihood estimation algorithms, we
provide a realistic scenario for the regime in which we
wish to operate. In the examples in Sections 3.1 and
3.3, we sample directly from exact posterior distribu-
tion, while in Section 3.4, we use samples from an ap-
proximate posterior distribution.

3.1 Bayesian Linear Regression

Consider the following setup of the linear regression
model, y “ Xβ ` ε, where y P R

n, X P R
nˆd, β P R

d,

and ε „ N p0, σ2Inq. In the next two examples, we
consider different prior distributions on β and σ2.

3.1.1 Multivariate Normal Inverse-Gamma

Model

We assume a multivariate normal inverse-gamma
(MVN-IG) prior on pβ, σ2q, where β | σ2 „
Ndpµβ , σ

2Vβq, σ2 „ IGpa0, b0q. Given this choice of
the prior, the posterior distribution is known to be
β | σ2, y „ N

`
µn, σ

2Vn

˘
, σ2 | y „ IG pan, bnq. In our

simulation, we take d “ 19, so that u “ pβ, σ2q P R
20.

Since the log marginal likelihood in this example is
well known, we evaluate each of the estimates against
the true value. In Figure 2, we plot the errors for each
of the estimators when only 45 MCMC samples are
used for each approximation. The accuracy and stan-
dard error of the Hybrid estimator are clearly superior
compared to the well-established estimators.

3.1.2 Truncated Multivariate Normal Model

Next, we place a multivariate normal prior on β

truncated to the first orthant. In particular, β „
Ndp0, σ2λ´1Idq ¨ 1r0,8qd , where σ2, λ are known. This
produces a posterior distribution of the form,

β | y „ Ndpβ | Q´1b,Q´1q ¨ 1r0,8qd ,

where Q, b are defined in the Supplement. Then, the
marginal likelihood can be written as

ppyq “
ż

R

N py | Xβ, σ2Inq2´dN pβ | 0, σ2λ´1Idq dβ

“ C ¨
ż

R

detpQq 1

2 e´ 1

2 pβ´Q´1bq1
Qpβ´Q´1bqdβ.

Here, R “ r0,8q8 and C is a known constant term.
Note that in this case, however, the integral is not ana-
lytically available and prevents the marginal likelihood
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from being easily computed. Botev (2016) uses a min-
imax tilting method to calculate the normalizing con-
stant of truncated normal distributions and shows that
the proposed estimator has the vanishing relative error
property (Kroese et al., 2011). In light of this, we ac-
cept Botev’s estimator as the true marginal likelihood
in the following experiments. The TruncatedNormal

package (Botev and Belzile, 2019) provides samples
from truncated normal distributions, so posterior sam-
ples from β | y are readily available.

In Figure 2, we present the simulation results for
the case when d “ 20. Each approximation uses 45
MCMC samples, and we compare the results against
the true log marginal likelihood. Once again, the
HybE outperforms the other estimators and reinforces
its ability to deal with a scarce number of samples.
Provided with a sufficiently large number of samples,
however, the BSE and CAME are both eventually able
produce more accurate results than the HybE.

3.2 Unrestricted Covariance Matrices

The examples have thus far dealt with parameters in
Euclidean space. In the next set of examples, we move
beyond the usual Euclidean space and consider param-

eters in R
dˆd. In particular, let x1, . . . , xn

iid„ Ndp0,Σq,
where Σ P R

dˆd. Then the likelihood can be written
as follows,

LpΣq “ p2πq´nd{2 detpΣq´n{2e´ trpΣ´1Sq{2, (10)

where S “ řn
i“1

xix
1
i. For simplicity, we consider a

conjugate inverse-Wishart (IW) prior, W´1pΛ, νq, for
Σ, where Λ is positive definite d ˆ d matrix and ν ą
d ´ 1 is the degrees of freedom. Consequently, the
posterior distribution of Σ is W´1pΛ ` S, ν ` nq, and
we can compute the marginal likelihood in closed form.

Note that despite being able to sample from the poste-
rior distribution, we cannot yet carry out the Hybrid
approximation algorithm. Since posterior samples are
drawn from a sub-manifold of Rdˆd, if we were to pro-
ceed as usual to obtain a partition over R

dˆd, there
would be no guarantee that a given point within the
partition could be used to reconstruct a valid covari-
ance matrix. As such, we circumvent this issue by tak-
ing the Cholesky factorization of Σ, so that Σ “ TT 1,
where T is a lower triangular matrix with positive di-
agonal entries, tjj for j “ 1, . . . , d.

Under this transformation, we can define ΨpT q “
´ logLpT q ´ log πpT q, where Eq. (10) gives us

LpT q “ p2πq´nd{2 detpT q´ne´ trppTT 1q´1Sq{2.

Conveniently, the determinant of the Jacobian ma-
trix J of this transformation is well-known; |J | “

2d
śd

j“1
t
d`1´j
jj . By the change of variable formula,

the induced prior on T is

πpT q “ CΛ,ν detpT q´pν`d`1qe´ trppTT 1q´1
Λq{2

ˆ 2d
dź

j“1

t
d`1´j
jj ,

where CΛ,ν “ detpΛqν{2{p2νd{2 Γdpν{2qq, and Γdp¨q is
the multivariate gamma function. Obtaining poste-
rior samples of T is trivial, as we can simply draw
Σ from W´1pΛ ` S, ν ` nq, and then take the lower
Cholesky factor. With this general setup in place, it
is worth noting that even with another prior on Σ, we
can carry out the entire algorithm, provided that we
have a way to sample from the posterior of Σ and a
way to compute the Jacobian of the transformation.

In Figure 3, we present the results for which each ap-
proximation uses 25 MCMC samples. The boxplot
of each approximation’s errors solidify the robustness
of the Hybrid estimator, which produces accurate and
low-variance estimates. Although the BSE and WBSE
both cover the true log marginal likelihood value, it
is apparent that these estimators suffer from stabil-
ity and convergence issues that are not present in the
Hybrid estimator.

3.3 Graphical Models

In the following examples, we extend the previous
analysis of covariance matrices in the graphical model-
ing context. Gaussian graphical models are a popular
tool to learn the dependence structure among variables
of interest. Consider independent and identically dis-
tributed vectors x1, x2, . . . , xn drawn from a d-variate
normal distribution with mean vector 0 and a sparse
inverse covariance matrix Ω. If the variables i and j do
not share an edge in a graph G, then Ωij “ 0. Hence,
an undirected (or concentration) graphical model cor-
responding to G restricts the inverse covariance matrix
Ω to a linear subspace of the cone of positive defi-
nite matrices. A probabilistic framework for learning
the dependence structure and the graph G requires
specification of a prior distribution for pΩ, Gq. Con-
ditional on G, a hyper-inverse Wishart (HIW) distri-
bution (Dawid and Lauritzen, 1993) on Σ “ Ω´1 and
the corresponding induced class of distributions on Ω
(Roverato, 2000) are attractive choices of priors.

3.3.1 HIW Induced Cholesky Factor Density

Denoted by HIWGpδ, Bq, the hyper-inverse Wishart
distribution is a distribution on the cone of d ˆ d pos-
itive definite matrices with parameters δ ą 0 and a
fixed d ˆ d positive definite matrix B. Refer to equa-
tions (4) and (5) of (Roverato, 2000) for the form of
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Figure 3: Boxplots of the error (truth - estimate) for the unrestricted covariance (left, true log ppyq: -673.7057)
and graphical model (right, true log ppyq: -506.3061) examples. Results are reported over 100 simulations, with
100 observations and 25 MCMC samples. For the IW example, we consider 4 ˆ 4 covariance matrices with 10
free parameters. For the HIW example, we consider 5 ˆ 5 precision matrices with 10 free parameters. Note that
we do not include BSE results in the HIW example because the Bridge Sampling algorithm fails to converge with
only 25 MCMC samples.

the density. When G is decomposable, an alternative
parameterization is given by the Cholesky decomposi-
tion TT 1 of Ω “ Σ´1 . Provided that the vertices of
G “ pV,Eq are enumerated according to a perfect ver-
tex elimination scheme, the upper triangular matrix T 1

has the same zero pattern as Ω. Since the likelihood
function is identical to the one given in Eq. (10), we
need only compute the induced prior on T to complete
the definition of ΨpT q. Following Roverato (2000), the
determinant of the Jacobian matrix J of this transfor-
mation is given by |J | “ 2d

śd
i“1

tνi`1

ii , where the ith
row of T 1 has exactly νi ` 1 many nonzero elements.
More specifically, let nepviq “ tj : pvi, vjq P Eu. Then
νi “ |nepviqXti`1, . . . , du|. The induced joint density
of the elements of T 1, i.e., tsr for s ă r with the edge
pvs, vrq P E, and tii, i “ 1, . . . , d, is given by

πpT q “
„ dź

i“1

2´pδ`νiq{2

Γppδ ` νiq{2q ˆ t
pδ`νi´2q
ii e´ 1

2
t2iip2tiiq



ˆ
«

ź

pr,sq:rąs,pvs,vrqPE

1?
2π

e´ 1

2
t2sr

ff
.

Since we are able to sample from the posterior distri-
bution, HIWGpδ ` n,B ` Sq, where S “ řn

i“1
xix

1
i,

we are well-equipped to compute the Hybrid estima-
tor. For this example, we take δ “ 3 and B “ I5,
and in Figure 3, we present the errors for the different
estimators when 25 MCMC samples are used for each
approximation. Even with limited MCMC samples,
the HybE retains its ability to produce reliable results
that do not exhibit the high variance that we see in the
WBSE. As the number of MCMC samples increases,
the WBSE stabilizes and eventually beats the HybE.

3.4 Approximate Posterior Samples

Up until now, we have assumed that asymptotically
exact samples from the posterior distribution are avail-
able to be used as input for the proposed approx-
imation. In fact, for all previous numerical exper-
iments, we have used samples drawn from the ex-
act posterior distribution, ridding us of the need for
burn-in or thinning. We now investigate how these
algorithms perform when we only have approximate
posterior samples. As a demonstration, we revisit
the MVN-IG example in Section 3.1.1 and consider
the case where β P R

9. We construct the following
mean field approximation to the posterior distribution,
qpβ, σ2q “ qpβqqpσ2q, where

qpβq ”
3ź

i“1

N3

´
µpiq
n , σ2

0V
piq
n

¯
, qpσ2q ” IG pan, bnq .

Here, we have split the original 9-dimensional nor-
mal distribution into a product of 3-dimensional nor-
mal distributions, with the mean and covariance com-
ponents extracted from the true posterior parame-

ters. In particular, µ
p1q
n “ pµn,1, µn2, µn3q1, µ

p2q
n “

pµn4, µn5, µn6q1, µ
p3q
n “ pµn7, µn8, µn9q1. Each V

piq
n is

defined as the corresponding 3ˆ 3 block matrix in Vn,
and σ2

0 is the posterior mean of σ2.

In Figure 4 below, we observe that even with non-exact
posterior samples, the Hybrid approximation produces
accurate estimates, with an average error of 0.449 over
100 replications, compared to average errors of 0.698
and 1.035 for the CAME and BSE, respectively. While
the latter two estimators have lower variance than
the Hybrid approximations, neither covers the true
marginal likelihood.
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Figure 4: Boxplots of the error (truth - estimate) for
the MVN-IG example pβ P R

9q with approximate pos-
terior samples. For each of the 100 replications, we
used 100 observations and 100 approximate posterior
samples. The true log marginal likelihood is -147.3245.

4 CONCLUSION

In this paper, we developed a novel algorithm that
combines a variety of ideas to efficiently estimate the
marginal likelihood. By first using a regression tree
to identify high probability regions of the parameter
space and then leveraging numerical integration ideas
to obviate the need to trust the quality of the MCMC
samples, we are able to construct an approximation
that scales well with both the dimension and the com-
plexity of the parameter space. From the simulation
studies, we see that the Hybrid estimator is both ac-
curate and reliable, providing robust approximations
in situations when MCMC samples are either scarce or
non-exact. Therefore, our contribution is multifaceted
and bears practical value such that even in higher di-
mensions and in instances where generating MCMC
samples is expensive and/or non-exact, the Hybrid es-
timator still delivers promising results.

Furthermore, the Hybrid approximation scheme out-
lined in this paper lays the groundwork for future work
in a number of possible directions. One area of po-
tential refinement is the construction of the partition
of the parameter space. While we used CART for its
convenience and interpretability, we found that the de-
fault objective function for CART was unsuitable for
determining the representative point of each partition
set, and we had to solve an additional optimization
problem to obtain these points. Instead of this two-
step roundabout approach, where we used CART to
learn the partition and the objective function in Eq.
(9) to identify representative points, we could mod-
ify the CART objective function to directly target the
desired objective.

Another aspect of the current algorithm that can be
further developed is the current formulation of the

local approximation to Ψ in each of the partition
sets. The piecewise constant approximation in Eq. (5),
though providing encouraging results, is a rather sim-
plistic way to approximate Ψ, particularly when mov-
ing to higher dimensions. A natural extension to the
constant approximation is to use a local Taylor expan-
sion to introduce higher order terms, giving piecewise
linear and quadratic approximations.
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Supplementary Materials

5 EXPERIMENTS

5.1 Implementation

As a part of the proposed Hybrid approximation algorithm, we used the CART model implemented in the rpart
package (Therneau and Atkinson, 2019) in R for the tree-fitting process. Under the default settings, we obtained
the partition of the parameter space from the fitted model. The rest of the Hybrid approximation algorithm, as
elicited in Algorithm 1, is implemented in R and C++.

5.1.1 Construction of Competing Methods

We obtain estimates from a number of competing methods, such as the Harmonic mean estimator (HME),
Corrected Arithmetic Mean estimator (CAME), Bridge Sampling estimator (BSE), and Warp Bridge Sampling
estimator (WBSE). For the CAME, we use the importance sampling estimator shown in Eq. (19) in Pajor
(2017). Moreover, since the conjugate normal model and multivariate normal inverse-gamma model in Sections
2.3.1 and 3.1.1, respectively, are very similar to those given in Pajor (2017), we select the same importance
distributions given in the aforementioned paper. For the truncated multivariate normal distribution example in
Section 3.1.2, we take the importance distribution to be a truncated multivariate normal distribution with the
mean and variance components estimated from the posterior samples. For the BSE and WBSE, we rely on the
implementation provided by the bridgesampling package in R; see Gronau et al. (2020) for more details.

5.2 Details of Examples

Below, we present the calculations and formulae associated with each of the examples that we included in
Section 3. If available in closed form, we include the expressions for the posterior distributions and the marginal
likelihoods. In instances where the marginal likelihood cannot be written analytically, we turn to existing
packages that provide specialized approximations that have been shown in literature to be accurate. In addition,
we provide the true parameter values used to generate the data, as well as the prior hyperparameter settings
used to obtain the true log marginal likelihood values.

5.2.1 Conjugate Normal Model

In the conjugate normal model in Section 2.3.1, the posterior distribution of pµ, σ2q is well-known. In particular,
µ | σ2, y1:n „ N pmn, σ

2{wnq and σ2 | y1:n „ IGprn{2, sn{2q, with posterior parameters defined as follows,

mn “ mȳ ` w0m0

n ` w0

, wn “ w0 ` n, rn “ r0 ` n,

sn “ s0 `
nÿ

i“1

pyi ´ ȳq2 `
ˆ

nw0

n ` w0

˙
pȳ ´ m0q2.

With this in place, the marginal likelihood can be computed in closed form,

ppyq “ π´n{2

ˆ
w0

wn

˙1{2 Γ
`
rn
2

˘

Γ
`
r0
2

˘ ¨ s
r0{2
0

s
rn{2
n

. (11)

Each of the n “ 100 observations was drawn from a normal distribution with mean 30 and variance 4. The prior
hyperparameters were m0 “ 0, w0 “ 0.05, r0 “ 3, s0 “ 3. Plugging these into Eq. (11), we computed the true
log marginal likelihood to be -113.143.
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πpΣq “ CΛ,ν detpΣq´pν`d`1q{2e´ trpΣ´1
Λq{2,

where CΛ,ν “ detpΛqν{2{p2νd{2 Γdpν{2qq. Here, Γdp¨q is the multivariate gamma function, given by

Γdpaq “ πdpd´1q{4
dź

j“1

Γ pa ` p1 ´ jq{2q ,

where Γp¨q is the ordinary gamma function. Our choice of the prior admits the following closed form marginal
likelihood:

ż
LpΣqπpΣqdΣ “ Γdppn ` νq{2q

πnd{2Γdpν{2q
detpΛqν{2

detpΛ ` Sqpn`νq{2
. (13)

In each of the 100 replications, we took d “ 4 and drew n “ 100 observations from a 4-dimensional normal
distribution with mean vector 0d and covariance matrix Σ, where

Σ “

»
——–

1.662 1.640 ´1.985 ´0.007
1.640 7.163 ´4.146 5.654

´1.985 ´4.146 4.906 ´1.237
´0.007 5.654 ´1.237 6.779

fi
ffiffifl

The prior hyperparameters were Λ “ I4 and ν “ 5. Plugging these into Eq. (13), we computed the true log
marginal likelihood to be -673.7057.

5.2.5 Hyper-Inverse Wishart Induced Cholesky Factor Density

We first introduce some notation to help us obtain a closed form for the marginal likelihood of a decomposable
graph G. For an n ˆ d matrix X, XC is defined as the submatrix of X consisting of columns with indices in the
clique C. Let px1, x2, . . . , xdq “ px1, x2, . . . , xnq1, where xi is the ith column of Xnˆd. If C “ ti1, i2, . . . , i|C|u,
where 1 ď i1 ă i2 ă . . . ă i|C| ď d, then XC “ pxi1 , xi2 , . . . , xi|C|

q. For any square matrix A “ paijq
dˆd

,
define AC “ paijq|C|ˆ|C| where i, j P C, and the order of entries carries into the new submatrix AC . Therefore,

X 1
CXC “ pX 1XqC .

Decomposable graphs correspond to a special kind of sparsity pattern in Σ, henceforth denoted ΣG. Suppose we
have a HIWGpb,Dq distribution on the cone of dˆd positive definite matrices with b ą 2 degrees of freedom and
a fixed d ˆ d positive definite matrix D such that the joint density factorizes on the junction tree of the given
decomposable graph G as

ppΣG | b,Dq “
ś

CPC ppΣC | b,DCqś
SPS ppΣS | b,DSq , (14)

where for each C P C, ΣC „ IW|C|pb,DCq with density

ppΣC | b,DCq9 |ΣC |´pb`2|C|q{2
etr

!
´ 1

2
Σ´1

C DC

)
, (15)

where |C| is the cardinality of the clique C and etrp¨q “ exp
 
trp¨q

(
. IWdpb,Dq is the inverse-Wishart distribution

with degrees of freedom b and a fixed d ˆ d positive definite matrix D with normalizing constant

ˇ̌
ˇ̌1
2
D

ˇ̌
ˇ̌
pb`d´1q{2

Γ´1

d

´b ` d ´ 1

2

¯
.

Note that we can establish equivalence to the parametrization used in Section 3.3.1 by taking δ “ b ` d ´ 1.
Since the joint density in Eq. (10) factorizes over cliques and separators in the same way as in (14)-(15),

fpX | ΣGq “ p2πq´ np

2

ś
CPC |ΣC |´

n
2 etr

´
´ 1

2
Σ´1

C X1
CXC

¯

ś
SPS |ΣS |´

n
2 etr

´
´ 1

2
Σ´1

S X1
SXS

¯ . (16)
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The HIWpb,Dq density can be written as

fpΣG | Gq “
ś

CPC ppΣC | b,DCqś
SPS ppΣS | b,DSq

“
ś

CPC

ˇ̌
1

2
DC

ˇ̌ b`|C|´1

2 Γ´1

|C|

`
b`|C|´1

2

˘
|ΣC |´

b`2|C|
2 etr

`
´ 1

2
Σ´1

C DC

˘

ś
SPS

ˇ̌
1

2
DS

ˇ̌ b`|S|´1

2 Γ´1

|S|

`
b`|S|´1

2

˘
|ΣS |´

b`2|S|
2 etr

`
´ 1

2
Σ´1

S DS

˘ .

Then, it is straightforward to obtain the marginal likelihood of the decomposable graph G,

fpX | Gq “ p2πq´ np

2
hpG, b,Dq

hpG, b ` n,D ` Sq “ p2πq´ np

2

ś
CPC wpCqś
SPS wpSq , (17)

where

hpG, b,Dq “
ś

CPC

ˇ̌
1

2
DC

ˇ̌ b`|C|´1

2 Γ´1

|C|

`
b`|C|´1

2

˘

ś
SPS

ˇ̌
1

2
DS

ˇ̌ b`|S|´1

2 Γ´1

|S|

`
b`|S|´1

2

˘ , wpCq “ |DC |
b`|C|´1

2 |DC ` X1
CXC |´

b`n`|C|´1

2

2´ n|C|
2 Γ|C|

`
b`|C|´1

2

˘
Γ´1

|C|

`
b`n`|C|´1

2

˘ .

Conditional on the graph G, represented in Figure 7, we considered a hyper-inverse Wishart prior on Σ “ Ω´1,
HIWGpδ, Bq, where the prior hyperparameters were B “ I5 and δ “ 3. We then drew n “ 100 observations from
a 5-dimensional normal distribution with mean vector 0 and a sparse inverse covariance matrix Ω, where the
dependence structure in Ω was specified by the graph G.

Figure 7: In the undirected graph G, with vertex set V “ t1, 2, 3, 4, 5u, the pi, jq-th box is black if the corresponding
edge is present in G and white otherwise.

Using the formula for the marginal likelihood derived in Eq. (17), we computed the true log marginal likelihood
to be -506.3061.

5.2.6 Approximate Posterior Samples

For the multivariate normal inverse-gamma example in Section 3.4 where we drew approximate posterior samples
from the mean field approximation of the posterior distribution, each of the n “ 100 observations was first drawn
from a d-dimensional normal distribution according to the linear regression model presented in Section 3.1. In
the experiments, we took d “ 9, and the prior hyperparameters were µβ “ 0d, Vβ “ Id, a0 “ 1, b0 “ 1. The
posterior distribution of β was approximated by a product of 3-dimensional normal distributions, each with mean
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