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Abstract

We consider the problem of lossy image compression with deep latent variable
models. State-of-the-art methods [Ballé et al., 2018, Minnen et al., 2018, Lee et al.,
2019] build on hierarchical variational autoencoders (VAEs) and learn inference
networks to predict a compressible latent representation of each data point. Drawing
on the variational inference perspective on compression [Alemi et al., 2018], we
identify three approximation gaps which limit performance in the conventional
approach: an amortization gap, a discretization gap, and a marginalization gap.
We propose remedies for each of these three limitations based on ideas related to
iterative inference, stochastic annealing for discrete optimization, and bits-back
coding, resulting in the first application of bits-back coding to lossy compression.
In our experiments, which include extensive baseline comparisons and ablation
studies, we achieve new state-of-the-art performance on lossy image compression
using an established VAE architecture, by changing only the inference method.

1 Introduction

Deep learning methods are reshaping the field of data compression, and recently started to outperform
state-of-the-art classical codecs on image compression [Minnen et al., 2018]. Besides useful on its
own, image compression is a stepping stone towards better video codecs [Lombardo et al., 2019,
Habibian et al., 2019, Yang et al., 2020a], which can reduce a sizable amount of global internet traffic.

State-of-the-art neural methods for lossy image compression [Ballé et al., 2018, Minnen et al.,
2018, Lee et al., 2019] learn a mapping between images and latent variables with a variational
autoencoder (VAE). An inference network maps a given image to a compressible latent representation,
which a generative network can then map back to a reconstructed image. In fact, compression can
be more broadly seen as a form of inference: to compress—or “encode”—data, one has to perform
inference over a well-specified decompression—or “decoding”—algorithm.

In classical compression codecs, the decoder has to follow a well-specified procedure to ensure
interoperability between different implementations of the same codec. By contrast, the encoding
process is typically not uniquely defined: different encoder implementations of the same codec often
compress the same input data to different bitstrings. For example, pngcrush [Randers-Pehrson, 1997]
typically produces smaller PNG files than ImageMagick. Yet, both programs are standard-compliant
PNG encoder implementations as both produce a compressed file that decodes to the same image. In
other words, both encoder implementations perform correct inference over the standardized decoder
specification, but use different inference algorithms with different performance characteristics.

The insight that better inference leads to better compression performance even within the same codec
motivates us to reconsider how inference is typically done in neural data compression with VAEs. In
this paper, we show that the conventional amortized inference [Kingma and Welling, 2013, Rezende
et al., 2014] in VAEs leaves substantial room for improvement when used for data compression.

We propose an improved inference method for data compression tasks with three main innovations:
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Figure 1: Graphical model and control flow charts. a) generative model with hyperlatents z, latents y,
and image x [Minnen et al., 2018]; b) conventional method for compression (dashed blue, see Eq. 1)
and decompression (solid black); c) common training objective due to [Ballé et al., 2017] (see
Eq. 3); d) proposed hybrid amortized (dashed blue) / iterative (dotted red) inference (Section 3.1);
e)-f) inference in the proposed lossy bitsback method (Section 3.3); the encoder first executes e) and
then keeps ŷ fixed while executing f); the decoder reconstructs ŷ and then executes f) to get bits back.

1. Improved amortization: The amortized inference strategy in VAEs speeds up training, but is
restrictive at compression time. We draw a connection between a recently proposed iterative
procedure for compression [Campos et al., 2019] to the broader literature of VI that closes
the amortization gap, which provides the basis of the following two novel inference methods.

2. Improved discretization: Compression requires discretizing the latent representation from
VAEs, because only discrete values can be entropy coded. As inference over discrete
variables is difficult, existing methods typically relax the discretization constraint in some
way during inference and then discretize afterwards. We instead propose a novel method
based on a stochastic annealing scheme that performs inference directly over discrete points.

3. Improved entropy coding: In lossless compression with latent-variable models, bits-back
coding [Wallace, 1990, Hinton and Van Camp, 1993] allows approximately coding the
latents with the marginal prior. It is so far believed that bits-back coding is incompatible
with lossy compression [Habibian et al., 2019] because it requires inference on the decoder
side, which does not have access to the exact (undistorted) input data. We propose a remedy
to this limitation, resulting in the first application of bits-back coding to lossy compression.

We evaluate the above three innovations on an otherwise unchanged architecture of an established
model and compare against a wide range of baselines and ablations. Our proposals significantly
improve compression performance and results in a new state of the art in lossy image compression.

The rest of the paper is structured as follows: Section 2 summarizes lossy compression with VAEs,
for which Section 3 proposes the above three improvements. Section 4 reports experimental results.
We conclude in Section 5. We review related work in each relevant subsection.

2 Background: Lossy Neural Image Compression as Variational Inference

In this section, we summarize an existing framework for lossy image compression with deep latent
variable models, which will be the basis of three proposed improvements in Section 3.

Related Work. Ballé et al. [2017] and Theis et al. [2017] were among the first to recognize a
connection between the rate-distortion objective of lossy compression and the loss function of a certain
kind of Variational Autoencoders (VAEs), and to apply it to end-to-end image compression. [Ballé
et al., 2018] proposes a hierarchical model, upon which current state-of-the-art methods [Minnen
et al., 2018, Lee et al., 2019] further improve by adding an auto-regressive component. For simplicity,
we adopt the VAE of [Minnen et al., 2018] without the auto-regressive component, reviewed in this
section below, which has also been a basis for recent compression research [Johnston et al., 2019].

Generative Model. Figure 1a shows the generative process of an image x. The Gaussian likelihood
p(x|y) = N (x; g(y; θ), σ2

xI) has a fixed variance σ2
x and its mean is computed from latent variables y

by a deconvolutional neural network (DNN) g with weights θ. A second DNN gh with weights θh

outputs the parameters (location and scale) of the prior p(y|z) conditioned on “hyperlatents” z.
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Compression and Decompression. Figure 1b illustrates compression (“encoding”, dashed blue)
and decompression (“decoding”, solid black) as proposed in [Minnen et al., 2018]. The encoder passes
a target image x through trained inference networks f and fh with weights φ and φh, respectively.
The resulting continuous latent representations, (µy, µz), are rounded (denoted ⌊·⌉) to discrete (ŷ, ẑ),

ŷ = ⌊µy⌉; ẑ = ⌊µz⌉ where µy = f(x;φ); µz = fh(f(x;φ);φh). (1)

The encoder then entropy-codes ẑ and ŷ, using discretized versions P (ẑ) and P (ŷ|ẑ) of the hyperprior
p(z) and (conditional) prior p(y|z), respectively, as entropy models. This step is simplified by a
clever restriction on the shape of p, such that it agrees with the discretized P on all integers (see
[Ballé et al., 2017, 2018, Minnen et al., 2018]). The decoder then recovers ẑ and ŷ and obtains a
lossy image reconstruction x′ := argmaxx p(x|ŷ) = g(ŷ; θ).

Model Training. Let x be sampled from a training set of images. To train the above VAE for lossy
compression, Theis et al. [2017], Minnen et al. [2018] consider minimizing a rate-distortion objective:

Lλ(⌊µy⌉, ⌊µz⌉) = R(⌊µy⌉, ⌊µz⌉) + λD(⌊µy⌉,x)

= − log2 p
(
⌊µz⌉

)

︸ ︷︷ ︸
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− log2 p
(
⌊µy⌉

∣
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2
︸ ︷︷ ︸

distortion D

(2)

where (µy, µz) is computed from the inference networks as in Eq. 1, and the parameter λ > 0
controls the trade-off between bitrateR under entropy coding, and distortion (reconstruction error) D.
As the rounding operations prevent gradient-based optimization, Ballé et al. [2017] propose to replace
rounding during training by adding uniform noise from the interval [− 1

2 ,
1
2 ] to each coordinate of µy

and µz (see Figure 1c). This is equivalent to sampling from uniform distributions q(y|x) and q(z|x)
with a fixed width of one centered around µy and µz, respectively. One thus obtains the following
relaxed rate-distortion objective, for a given data point x,

L̃λ(θ, θh, φ, φh) = Eq(y|x) q(z|x)

[

− log2 p(z)− log2 p(y|z) + λ||x− g(y; θ)||22

]

. (3)

Connection to Variational Inference. As pointed out in [Ballé et al., 2017], the relaxed objective
in Eq. 3 is the negative evidence lower bound (NELBO) of variational inference (VI) if we identify
λ = 1/(2σ2

x log 2). This draws a connection between lossy compression and VI [Blei et al., 2017,
Zhang et al., 2019]. We emphasize a distinction between variational inference and variational
expectation maximization (EM) [Beal and Ghahramani, 2003]: whereas variational EM trains a model
(and employs VI as a subroutine), VI is used to compress data using a trained model. A central result
of this paper is that improving inference in a fixed generative model at compression time already
suffices to significantly improve compression performance.

3 Novel Inference Techniques for Data Compression

This section presents our main contributions. We identify three approximation gaps in VAE-based
compression methods (see Section 2): an amortization gap, a discretization gap, and a marginalization
gap. Recently, the amortization gap was considered by [Campos et al., 2019]; we expand on this
idea in Section 3.1, bringing it under a wider framework of algorithms in the VI literature. We
then propose two specific methods that improve inference at compression time: a novel inference
method over discrete representations (Section 3.2) that closes the discretization gap, and a novel lossy
bits-back coding method (Section 3.3) that closes the marginalization gap.

3.1 Amortization Gap and Hybrid Amortized-Iterative Inference

Amortization Gap. Amortized variational inference [Kingma and Welling, 2013, Rezende et al.,
2014] turns optimization over local (per-data) variational parameters into optimization over the
global weights of an inference network. In the VAE of Section 2, the inference networks f and fh

map an image x to local parameters µy and µz of the variational distributions q(y|x) and q(z|x),
respectively (Eq. 1). Amortized VI speeds up training by avoiding an expensive inner inference loop
of variational EM, but it leads to an amortization gap [Cremer et al., 2018, Krishnan et al., 2018],
which is the difference between the value of the NELBO (Eq. 3) when µy and µz are obtained from
the inference networks, compared to its true minimum when µy and µz are directly minimized. Since
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the NELBO approximates the rate-distortion objective (Section 2), the amortization gap translates
into sub-optimal performance when amortization is used at compression time. As discussed below,
this gap can be closed by refining the output of the inference networks by iterative inference.

Related Work. The idea of combining amortized inference with iterative optimization has been
studied and refined by various authors [Hjelm et al., 2016, Kim et al., 2018, Krishnan et al., 2018,
Marino et al., 2018]. While not formulated in the language of variational autoencoders and variational
inference, Campos et al. [2019] apply a simple version of this idea to compression. Drawing on
the connection to hybrid amortized-iterative inference, we show that the method can be drastically
improved by addressing the discretization gap (Section 3.2) and the marginalization gap (Section 3.3).

Hybrid Amortized-Iterative Inference. We reinterpret the proposal in [Campos et al., 2019] as a
basic version of a hybrid amortized-iterative inference idea that changes inference only at compression
time but not during model training. Figure 1d illustrates the approach. When compressing a target
image x, one initializes µy and µz from the trained inference networks f and fh, see Eq. 1. One then
treats µy and µz as local variational parameters, and minimizes the NELBO (Eq. 3) over (µy, µz)
with the reparameterization trick and stochastic gradient descent. This approach thus separates
inference at test time from inference during model training. We show in the next two sections
that this simple idea forms a powerful basis for new inference approaches that drastically improve
compression performance.

3.2 Discretization Gap and Stochastic Gumbel Annealing (SGA)

Discretization Gap. Compressing data to a bitstring is an inherently discrete optimization problem.
As discrete optimization in high dimensions is difficult, neural compression methods instead optimize

some relaxed objective function (such as the NELBO L̃λ in Eq. 3) over continuous representations
(such as µy and µz), which are then discretized afterwards for entropy coding (see Eq. 1). This leads
to a discretization gap: the difference between the true rate-distortion objective Lλ at the discretized

representation (ŷ, ẑ), and the relaxed objective function L̃λ at the continuous approximation (µy, µz).

Related Work. Current neural compression methods use a differentiable approximation to dis-
cretization during model training, such as Straight-Through Estimator (STE) [Bengio et al., 2013,
Oord et al., 2017, Yin et al., 2019], adding uniform noise [Ballé et al., 2017] (see Eq. 3), stochastic
binarization [Toderici et al., 2016], and soft-to-hard quantization [Agustsson et al., 2017]. Discretiza-
tion at compression time was addressed in [Yang et al., 2020b] without assuming that the training
procedure takes discretization into account, whereas our work makes this additional assumption.

Stochastic Gumbel Annealing (SGA). We refine the hybrid amortized-iterative inference ap-
proach of Section 3.1 to close the discretization gap: for a given image x, we aim to find its discrete
(in our case, integer) representation (ŷ, ẑ) that optimizes the rate-distortion objective Lλ in Eq. 2, this
time re-interpreted as a function of (ŷ, ẑ) directly. Our proposed annealing scheme approaches this
discretization optimization problem with the help of continuous proxy variables µy and µz, which
we initialize from the inference networks as in Eq. 1. We limit the following discussion to the latents
µy and ŷ, treating the hyperlatents µz and ẑ analogously. For each dimension i of µy, we map the
continuous coordinate µy,i ∈ R to an integer coordinate ŷi ∈ Z by rounding either up or down. Let
ry,i be a one-hot vector that indicates the rounding direction, with ry,i = (1, 0) for rounding down
(denoted ⌊·⌋) and ry,i = (0, 1) for rounding up (denoted ⌈·⌉). Thus, the result of rounding is the
inner product, ŷi = ry,i · (⌊µy,i⌋, ⌈µy,i⌉). Now we let ry,i be a Bernoulli variable with a “tempered”
distribution

qτ (ry,i|µy,i) ∝

{

exp
{
− ψ

(
µy,i − ⌊µy,i⌋

)
/τ

}
if ry,i = (1, 0)

exp
{
− ψ

(
⌈µy,i⌉ − µy,i

)
/τ

}
if ry,i = (0, 1)

(4)

with temperature parameter τ > 0, and ψ : [0, 1) → R is an increasing function satisfying
limα→1 ψ(α) = ∞ (this is chosen to ensure continuity of the resulting objective (5); we used

ψ = tanh−1). Thus, as µy,i approaches an integer, the probability of rounding to that integer
approaches one. Defining qτ (ry|µy) =

∏

i qτ (ry,i|µy,i), we thus minimize the stochastic objective

L̃λ,τ (µy, µz) = Eqτ (ry|µy) qτ (rz|µz)

[

Lλ

(

ry ·
(
⌊µy⌋, ⌈µy⌉

)
, rz ·

(
⌊µz⌋, ⌈µz⌉

))]

(5)
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consistently diverged even with a tiny learning rate, as also observed by Yin et al. [2019] (following
their results, we changed the gradient of the backward pass from identity to that of ReLU or clipped
ReLU; neither helped). Uniform Noise produced a consistently negative discretization gap, as the
noise-perturbed objective in Eq. 3 empirically overestimates the true rate-distortion objective Lλ on a
large neighborhood around the initial (µy, µz) computed by the inference network; by contrast, SGA
shrinks this gap by letting its variational distribution q increasingly concentrate on integer solutions.

3.3 Marginalization Gap and Lossy Bits-Back Coding

Marginalization Gap. To compress an image x with the hierarchical model of Section 2, ideally we
would only need to encode and transmit its latent representation ŷ but not the hyper-latents ẑ, as only ŷ

is needed for reconstruction. This would require entropy coding with (a discretization of) the marginal
prior p(y) =

∫
p(z) p(y|z) dz, which unfortunately is computationally intractable. Therefore, the

standard compression approach reviewed in Section 2 instead encodes some hyperlatent ẑ using the
discretized hyperprior P (ẑ) first, and then encodes ŷ using the entropy model P (ŷ|ẑ). This leads to
a marginalization gap, which is the difference between the information content − log2 P (ẑ, ŷ) =
− log2 P (ẑ)− log2 P (ŷ|ẑ) of the transmitted tuple (ẑ, ŷ) and the information content of ŷ alone,

− log2 P (ẑ, ŷ)− (− log2 P (ŷ)) = − log2 P (ẑ|ŷ), (6)

i.e., the marginalization gap is the information content of the hyperlatent ẑ under the ideal posterior
P (ẑ|ŷ), in the (discrete) latent generative process ẑ→ ŷ.

Related Work. A similar marginalization gap has been addressed in lossless compression by bits-
back coding [Wallace, 1990, Hinton and Van Camp, 1993] and made more practical by the BB-ANS
algorithm [Townsend et al., 2019a]. Recent work has improved its efficiency in hierarchical latent
variable models [Townsend et al., 2019b, Kingma et al., 2019], and extended it to flow models [Ho
et al., 2019]. To our knowledge, bits-back coding has not yet been used in lossy compression. This is
likely since bits-back coding requires Bayesian posterior inference on the decoder side, which seems
incompatible with lossy compression, as the decoder does not have access to the undistorted data x.

Lossy Bits-Back Coding. We extend the bits-back idea to lossy compression by noting that the
discretized latent representation ŷ is encoded losslessly (Figure 1b) and thus amenable to bits-back
coding. A complication arises as bits-back coding requires that the encoder’s inference over z can be
exactly reproduced by the decoder (see below). This requirement is violated by the inference network
in Eq. 1, where µz = fh(f(x;φ);φh) depends on x, which is not available to the decoder in lossy
compression. It turns out that the naive fix of setting instead µz = fh(ŷ;φh) would hurt performance
by more than what bits-back saves (see ablations in Section 4). We propose instead a two-stage
inference algorithm that cuts the dependency on x after an initial joint inference over ŷ and z.

Bits-back coding bridges the marginalization gap in Eq. 6 by encoding a limited number of bits of
some additional side information (e.g., an image caption or a previously encoded image of a slide
show) into the choice of ẑ using an entropy modelQ(ẑ|µz, σ

2
z) with parameters µz and σ2

z . We obtain
Q(ẑ|µz, σ

2
z) by discretizing a Gaussian variational distribution q(z|µz, σ

2
z) = N (z;µz, diag(σ

2
z)),

thus extending the last layer of the hyper-inference network fh (Eq. 1) to output now a tuple (µz, σ
2
z)

of means and diagonal variances. This replaces the form of variational distribution q(z|x) of Eq 3
as the restriction to a box-shaped distribution with fixed width is not necessary in bits-back coding.
Additionally, we drop the restriction on the shape of the hyperprior p(z) reviewed in Section 2, simply
adopting the flexible density model as proposed in [Ballé et al., 2018] without convolving it with
a uniform distribution, as µz is no longer discretized to integers. We train the resulting VAE by
minimizing the NELBO. Since q(z|µz, σ

2
z) now has a variable width, the NELBO has an extra term

compared to Eq. 3 that subtracts the entropy of q(z|µz, σ
2
z), reflecting the expected number of bits

we ‘get back’. Thus, the NELBO is again a relaxed rate-distortion objective, where now the net rate
is the compressed file size minus the amount of embedded side information.

Algorithm 1 describes lossy compression and decompression with the trained model. Subroutine
encode initializes the variational parameters µy, µz, and σ2

z conditioned on the target image x using
the trained inference networks (line 1). It then jointly performs SGA over ŷ by following Section 3.2,
and Black-Box Variational Inference (BBVI) over µz and σ2

z by minimizing the the NELBO (line 2).
At the end of the routine, the encoder decodes the provided side information ξ (an arbitrary bitstring)
into ẑ using Q(ẑ|µz, σ

2
z) as entropy model (line 4) and then encodes ẑ and ŷ as usual (line 5).
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Algorithm 1: Proposed lossy bits-back coding method (Section 3.3 and Figure 1e-f).

Global Constants: Trained hierarchical VAE with model p(z,y,x) = p(z) p(y|z) p(x|y) and
inference networks f( · ;φ) and fh( · ;φh), see Figure 1e (f is only used in subroutine encode).

Subroutine encode(image x, side information ξ) 7→ returns compressed bitstring s

1 Initialize µy ← f(x;φ) and (µz, σ
2
z)← fh(µy;φh). ⊲ Figure 1e (blue)

2 Optimize over ŷ using SGA (Section 3.2), and over µz and σ2
z using BBVI. ⊲ Figure 1e (red)

3 Reset (µz, σ
2
z)← reproducible_BBVI(ŷ). ⊲ See below.

4 Decode side information ξ into ẑ using Q(ẑ|µz, σ
2
z) as entropy model.

5 Encode ẑ and ŷ into s using P (ẑ) and P (ŷ|ẑ) as entropy models, respectively.

Subroutine decode(compressed bitstring s) 7→ returns (lossy reconstruction x′, side info ξ)
6 Decode s into ẑ and ŷ; then get reconstructed image x′ = argmaxx p(x|ŷ).
7 Set (µz, σ

2
z)← reproducible_BBVI(ŷ). ⊲ See below.

8 Encode ẑ into ξ using Q(ẑ|µz, σ
2
z) as entropy model.

Subroutine reproducible_BBVI(discrete latents ŷ) 7→ returns variational parameters (µz, σ
2
z)

9 Initialize (µz, σ
2
z)← fh(ŷ;φh); seed random number generator reproducibly. ⊲ Figure 1f (blue)

10 Refine µz and σ2
z by running BBVI for fixed ŷ. ⊲ Figure 1f (red)

The important step happens on line 3: up until this step, the fitted variational parameters µz and σ2
z

depend on the target image x due to their initialization on line 1. This would prevent the decoder,
which does not have access to x, from reconstructing the side information ξ by encoding ẑ with the
entropy model Q(ẑ|µz, σ

2
z). Line 3 therefore re-fits the variational parameters µz and σ2

z in a way
that is exactly reproducible based on ŷ alone. This is done in the subroutine reproducible_BBVI,
which performs BBVI in the prior model p(z,y) = p(z)p(y|z), treating y = ŷ as observed and
only z as latent. Although we reset µz and σ2

z on line 3 immediately after optimizing over them on
line 2, optimizing jointly over both ŷ and (µz, σ

2
z) on line 2 allows the method to find a better ŷ.

The decoder decodes ẑ and ŷ as usual (line 6). Since the subroutine reproducible_BBVI depends
only on ŷ and uses a fixed random seed (line 9), calling it from the decoder on line 7 yields the exact
same entropy model Q(ẑ|µz, σ

2
z) as used by the encoder, allowing the decoder to recover ξ (line 8).

4 Experiments

We demonstrate the empirical effectiveness of our approach by applying two variants of it —with
and without bits-back coding—to an established (but not state-of-the-art) base model [Minnen et al.,
2018]. We improve its performance drastically, achieving an average of over 15% BD rate savings on
Kodak and 20% on Tecnick [Asuni and Giachetti, 2014], outperforming the previous state-of-the-art
of both classical and neural lossy image compression methods. We conclude with ablation studies.

Proposed Methods. Table 1 describes all compared methods, marked as [M1]-[M9] for short. We
tested two variants of our method ([M1] and [M2]): SGA builds on the exact same model and training
procedure as in [Minnen et al., 2018] (the Base Hyperprior model [M3]) and changes only how the
trained model is used for compression by introducing hybrid amortized-iterative inference [Campos
et al., 2019] (Section 3.1) and Stochastic Gumbel Annealing (Section 3.2). SGA+BB adds to it
bits-back coding (Section 3.3), which requires changing the inference model over hyperlatents z to
admit a more flexible variational distribution q(z|x), and no longer restricts the shape of p(z), as
discussed in Section 3.3. The two proposed variants address different use cases: SGA is a “standalone”
variant of our method that compresses individual images, while SGA+BB encodes images with
additional side information. In all results, we used Adam [Kingma and Ba, 2015] for optimization,
and annealed the temperature of SGA by an exponential decay schedule, and found good convergence
without per-model hyperparameter tuning. We provide details in the Supplementary Material.

Baselines. We compare to the Base Hyperprior model from [Minnen et al., 2018] without our
proposed improvements ([M3] in Table 1), two state-of-the-art neural methods ([M4] and [M5]), two
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(a) Original image
(from Kodak dataset)

(b) BPG 4:4:4;
0.14 BPP (PSNR=30.4)

(c) Proposed (SGA);
0.13 BPP (PSNR=31.2)

(d) [Minnen et al., 2018];
0.12 BPP (PSNR=29.8)

Figure 6: Qualitative comparison of lossy compression performance. Our method (c; [M1] in Table 1)
significantly boosts the visual quality of the Base Hyperprior method (d; [M3] in Table 1) at similar
bit rates. It sharpens details of the hair and face (see insets) obscured by the baseline method (d),
while avoiding the ringing artifacts around the jaw and ear pendant produced by a classical codec (b).

(Section 3.1) and SGA contribute approximately equally to the performance gain, whereas the gain
from bits-back coding is smaller. Interestingly, lossy bits-back coding without iterative inference and
SGA actually hurts performance [A6]. As Section 3.3 mentioned, this is likely because bits-back
coding constrains the posterior over z to be conditioned only on ŷ and not on the original image x.

5 Discussion

Starting from the variational inference view on data compression, we proposed three enhancements to
the standard inference procedure in VAEs: hybrid amortized-iterative inference, Stochastic Gumbel
Annealing, and lossy bits-back coding, which translated to dramatic performance gains on lossy image
compression. Improved inference provides a new promising direction to improved compression,
orthogonal to modeling choices (e.g., with auto-regressive priors [Minnen et al., 2018], which can
harm decoding efficiency). Although lossy-bits-back coding in the present VAE only gave relatively
minor benefits, it may reach its full potential in more hierarchical architectures as in [Kingma
et al., 2019]. Similarly, carrying out iterative inference also at training time may lead to even more
performance improvement, with techniques like iterative amortized inference [Marino et al., 2018].

Broader Impacts

Improved image and video compression is becoming more and more important as our lives become
more digital. For instance, video compression is of enormous societal relevance, as over 80% of web
traffic is due to video streaming, and the share of video data is expected to increase even further in the
future [Cisco, 2017]. Moreover, there is an explosion of different new data formats that need to be
efficiently compressed; examples include high resolution medical images, LIDAR data, 3D graphics
data, DNA sequences, etc. It would be very costly to design custom codecs for such data, making
learnable compression indispensable. Ultimately, better compression algorithms, both for data and
models, will also facilitate the possibility to carry-out machine learning on local devices, as opposed
to large centralized servers. This may address many of our privacy concerns.

Currently, neural compression comes with a few drawbacks compared to hand-engineered codecs,
such as higher computation/storage/energy cost, and lack of robustness, which we hope can be
overcome by active research in this area. Our work on improving the encoding procedure already
has the potential to lower the overall resource consumption of a neural codec, for applications where
the increased cost of encoding can be amortized across many file transfer/decoding operations and
translate to net savings, e.g., on a content hosting website that has millions of visitors per day.
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