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Abstract

We present a new algorithmic framework for grouped variable selection that is based on

discrete mathematical optimization. While there exist several appealing approaches based

on convex relaxations and nonconvex heuristics, we focus on optimal solutions for the `0-

regularized formulation, a problem that is relatively unexplored due to computational chal-

lenges. Our methodology covers both high-dimensional linear regression and nonparametric

sparse additive modeling with smooth components. Our algorithmic framework consists of

approximate and exact algorithms. The approximate algorithms are based on coordinate de-

scent and local search, with runtimes comparable to popular sparse learning algorithms. Our

exact algorithm is based on a standalone branch-and-bound (BnB) framework, which can

solve the associated mixed integer programming (MIP) problem to certified optimality. By

exploiting the problem structure, our custom BnB algorithm can solve to optimality problem

instances with 5 × 106 features in minutes to hours – over 1000 times larger than what is

currently possible using state-of-the-art commercial MIP solvers. We also explore statistical

properties of the `0-based estimators. We demonstrate, theoretically and empirically, that our

proposed estimators have an edge over popular group-sparse estimators in terms of statistical

performance in various regimes.

1 Introduction

Sparsity plays a ubiquitous role in modern statistical regression, especially when the number

of predictors is large relative to the number of observations. In this paper, we focus on the

case where predictors have a natural group structure. Typical examples where such a structure

appears are models with multilevel categorical predictors and models that represent nonlinear

effects of continuous variables using basis functions [15, 59, 23]. Grouping may also arise from

scientifically meaningful prior knowledge about the collection of the predictor variables. More

specifically, we consider the usual linear regression framework with response yn×1 and model

matrix Xn×p = [x1, . . . ,xp]. We suppose that the p predictors are divided into q pre-specified,

non-overlapping groups. For a given β ∈ Rp and each g ∈ {1, ..., q}, we denote by βg the sub-

vector of β whose coefficients correspond to the predictors in group g. Following the traditional

approach in high-dimensional regression, we assume that few of the regression coefficients are
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nonzero, i.e., the model is sparse. This leads to a natural generalization of the classical best

subset selection problem in linear regression [40, 8] to the group setting:

min
β

‖y −Xβ‖22 + λ0

q∑
g=1

1(βg 6= 0), (1)

where 1(·) is the indicator function, and λ0 is a non-negative regularization parameter that

controls the number of nonzero groups selected. We will refer to Problem (1) as the Group

`0 problem.

Problem (1) is NP-Hard [43] and poses computational challenges. A rich body of prior work

explores sparsity-inducing methods to obtain approximate solutions to (1). Popular methods

include: convex optimization based procedures, such as Group Lasso [59], which is a generalization

of the Lasso approach [54] to the grouped setting, and local solutions to nonconvex optimization

problems arising from group-nonconvex regularizers, such as SCAD, MCP and others [61, 30].

Despite the appeal of these approaches, the statistical and computational aspects of optimal

solutions to (1) remain to be understood at a deeper level. To this end, we aim to advance the

computational frontiers of Problem (1) using novel tools from discrete optimization. Our proposed

combinatorial optimization-based algorithms are scalable. In particular, they can deliver optimal

solutions to (1) for instances that are much larger than state-of-the-art approaches. We also

develop a better understanding of the statistical properties of Problem (1) both theoretically and

empirically.

Computation. We propose new algorithms based on combinatorial optimization for solving

Problem (1) and its variants. First we present approximate algorithms: they deliver high-quality

solutions using a combination of cyclic coordinate descent and local combinatorial optimiza-

tion [24]. These algorithms have runtimes comparable to popular approaches for grouped variable

selection (for example, Group Lasso or MCP), but deliver solutions with considerably improved

statistical performance (for example, in terms of prediction and variable selection), as we demon-

strate in our experiments. Our approximate algorithms deliver good-quality feasible solutions

to (1) but are unable to certify (global) optimality of solutions via matching lower bounds on the

optimal objective value of (1). Certifying optimality is not only important from a methodological

perspective but can also be beneficial in practice for mission-critical applications. For example,

having certifiably optimal solutions can engender trust and provide transparency in consequen-

tial applications such as healthcare. Thus, we propose a new tailored branch-and-bound based

optimization framework for solving (1) to certifiable optimality.

In our exact (global optimization) framework, we formulate the Group `0 problem as a Mixed

Integer Program (MIP). However, in a departure from earlier work [8, 7], we propose a custom

branch-and-bound (BnB) algorithm to solve the MIP. Indeed, MIP-based techniques have gained

considerable traction recently to solve to (near) optimality the best subset selection problem,

where all groups are of size one [8, 7, 36, 38, 24, 58, 26]. All these works, with the exception

of [26], leverage capabilities of powerful commercial MIP solvers such as Gurobi and CPLEX.

These solvers have gained wide adoption in the past two decades due to major advances in

algorithms and software development [10, 31]. However, these general-purpose solvers may take

several hours to certify optimality on small instances (for example, with p = 1000). In contrast,

our custom BnB algorithm exploits problem-specific structure to scale to much larger instances.

For example, it can solve to optimality instances with p = 5×106 – this is 1000 times larger than
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what can be handled using Gurobi’s MIP-solver. Our BnB algorithm generalizes to the grouped

setting the approach of [26] developed for the best subset selection problem.

Statistical properties. Statistical properties of Group Lasso have been extensively studied,

and it has been shown, both empirically and theoretically, that it performs well in sparse high-

dimensional settings [16, 2, 42, 28, 57, 34, 44], under certain assumptions on the data. However,

Group Lasso also has its shortcomings, similar to those of Lasso in high dimensional linear

regression [8, 15, 24]. More specifically, depending on the penalty weight, the resulting model

may either be very dense or, alternatively, comes with overly shrunk nonzero coefficients. This

problem is aggravated when the groups are correlated with each other, as Group Lasso tends

to bring in all of the correlated groups in lieu of searching for a more parsimonious model. For

further discussions of these issues in the special case of Lasso see, for example, [62, 37, 15, 8], and

the references therein. In this paper, we demonstrate, both empirically and theoretically, that the

Group `0 methodology has advantages over its Group Lasso counterpart in a variety of regimes. In

particular, as a consequence of directly controlling the sparsity level in the optimization problem,

our framework leads to substantially sparser models under similar data fidelity. Moreover, in

many scenarios where the predictors are highly correlated, our approach performs better in terms

of both estimation and prediction.

Additive models with `0-sparsity. In addition to linear models, we also study an impor-

tant example of regression with group structure that arises in high-dimensional sparse additive

modeling [23, 22]. Here, we estimate a nonparametric multivariate regression function in q co-

variates, (x1, . . . , xq), which we model as a sparse additive sum of the form
∑

j∈S fj(xj), where

S ⊂ {1, . . . , q}. In this setting, each group generally corresponds to the basis representation of

a given additive component, one for each of the q predictors. Because the groups are allowed to

be large, additional regularization needs to be imposed, typically in the form of a roughness type

penalty on the regression functions. A number of successful Group Lasso-based approaches have

been proposed and analyzed in this setting – see, for example, [39, 51, 29, 32, 49, 60] and the ref-

erences therein. To our knowledge, this is the first paper to explore statistical and computational

aspects of Group `0-based formulations in the context of sparse additive modeling. We show

theoretically and empirically that Group `0 based methods enjoy certain statistical advantages

when compared to the Group Lasso-based counterparts.

Contributions. The focus of this paper is on Problem (1) and the sparse additive modeling

problem (which can be formulated as a variant of Problem (1), as we discuss in Section 2). Our

main contributions for these two problems can be summarized as follows:

• We develop fast approximate algorithms, based on first-order and local combinatorial op-

timization. We establish convergence guarantees for these algorithms and provide useful

characterizations of the corresponding local minima. Our experiments indicate that these

algorithms can have an edge in terms of statistical performance over popular alternatives

for grouped variable selection.

• We present mixed integer second order cone program (MISOCP) formulations for the Group

`0-based estimators; and design a novel specialized, nonlinear branch-and-bound (BnB)

framework for solving the MISOCP to global optimality. Our custom BnB solver can

handle instances with 5 × 106 variables – more than a 1000 times larger than what can be

handled by state-of-the-art commercial MISOCP solvers.
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• We establish non-asymptotic prediction and estimation error bounds for our proposed esti-

mators, for both the high-dimensional linear regression and sparse additive modeling prob-

lems. We show that under the assumption of sparsity, these error bounds compare favorably

with the ones for Group Lasso.

• We demonstrate empirically that our approach appears to outperform the state of the art

(for example, Group Lasso and available algorithms for nonconvex penalized estimators) in

a variety of high-dimensional regimes and under different statistical metrics (for example,

prediction, estimation, and variable selection).

Organization. In Section 2, we present formulations for the Group `0 and sparse additive

modeling problems. Section 3 presents approximate algorithms based on first-order and local

combinatorial optimization algorithms. Then, in Section 4, we present our exact MIP algorithm.

Statistical properties of our approach are investigated in Section 5. Section 6 presents compu-

tational experiments. Technical proofs and additional computational details are provided in the

supplement.

Notation. For any non-negative integer k, we denote the set {1, ..., k} by [k]. The complement

of a set A is denoted by Ac. We denote the index sets corresponding to the q groups of predictors

by Gg, for g ∈ [q] so that ∪qg=1Gg = [p] and Gg ∩ G` = ∅ for all g 6= `. For a vector θ, we use the

notation Supp(θ) to denote the group support, i.e., Supp(θ) = {g | θg 6= 0, g ∈ [q]}. We also

define a measure of `0-group sparsity (i.e., number of nonzero groups): G(θ) :=
∑q

g=1 1(θg 6= 0).

We denote the gradient of a scalar-valued function, say J(θ), by ∇J(θ). Moreover, we use the

notation ∇θgJ(θ) to refer to the subvector of ∇J(θ) corresponding to the variables in θg. Vectors

and matrices are denoted in boldface.

2 Optimization problems considered

In this section, we present optimization formulations for the Group `0 approach (and its variants),

as well as the `0-sparse additive function estimation approach.

2.1 Group `0 with ridge regularization

The algorithms discussed in this paper apply to the Group `0 estimator (1) with an optional ridge

regularization term:

min
β

‖y −Xβ‖22 + λ0

q∑
g=1

1(βg 6= 0) + λ2‖β‖22, (2)

where λ0 > 0 controls the number of selected groups, and λ2 ≥ 0 controls the strength of the

ridge regularization. Our proposed algorithms apply to both settings: λ2 = 0 and λ2 > 0 in

Problem (2). The choice of the ridge term in (2) is motivated by earlier work in the context

of best-subset selection [38, 24], which suggest that when the signal-to-noise ratio (SNR) is low,

additional ridge regularization can improve the prediction performance of best-subset selection

(both theoretically and empirically). Additionally, as discussed in Section 4.2, the choice λ2 > 0,

allows for deriving stronger MIP formulations by appealing to perspective formulations [19, 21].
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2.2 Nonparametric additive models with `0-sparsity

In the multivariate setting, estimating the conditional mean function E(y|x) = f(x1, . . . , xq)

becomes notoriously difficult, due to curse of dimensionality. To overcome this problem, additive

approximation schemes [22] are commonly used as an effective methodology: f(x) =
∑q

j=1 fj(xj).

A popular approach [see, for example, 56] is to choose fj from some smooth functional class Cj ,
such as the class of twice continuously differentiable functions. Given the observations (yi,xi),

i ∈ [n], the additive model f(x) can be estimated by solving the following optimization problem:

min
f

n∑
i=1

(yi −
q∑
j=1

fj(xij))
2 + λ

q∑
j=1

Pen(fj), (3)

where Pen(fj) is a roughness penalty that controls the amount of smoothness in function fj .

A key ingredient in the additive function fitting framework is the estimation of a univariate

smooth regression function based on observations (yi, ui), i ∈ [n]. Suppose, for simplicity, that

the uis are distinct and ui ∈ [0, 1] for all i. For illustration, let us take Pen(g) =
∫ 1

0 (g′′(u))2du.

Then, the solution to the corresponding (infinite dimensional) univariate problem is of the form:

g(u) = α0 + α1u +
∑n

j=1 γjNj(u), where Nj(u) are some cubic spline basis functions, such as

truncated power series functions, natural cubic splines or the B-spline basis functions, with knots

chosen at the distinct data points ui, i ∈ [n]. Note that
∫ 1

0 (g′′(u))2du = γ ′Ωγ, where Ω is an

n × n positive definite matrix with the elements ωij =
∫ 1

0 N
′′
i (u)N ′′j (u)du. If we refer to the

corresponding functional class as C, define the elements of g as gi := g(ui), for i = 1, . . . , n, and

let ‖g‖2C := γ ′Ωγ, then the univariate optimization problem is equivalent to

(ĝ1, . . . , ĝm) = ĝ ∈ arg min ‖y − g‖22 + λ‖g‖2C . (4)

Problem (4) is a generalized least squares problem in (α0, α1,γ). A direct extension to the

additive model setting is given by the following formulation:

min ‖y −
q∑
j=1

fj‖22 + λ

q∑
j=1

‖fj‖2Cj , (5)

where fj ∈ Cj and fj = (fj(xij), . . . , fj(xnj)).

We wish to impose sparsity on the additive components fj , j ∈ [q], which naturally leads to

the following optimization problem:

min ‖y −
q∑
j=1

fj‖22 + λ0

q∑
j=1

1(fj 6= 0) + λ

q∑
j=1

‖fj‖2Cj . (6)

We note that the choice Pen(fj) =
√∫

(f ′′j (u))2du leads to the optimization problem

min ‖y −
q∑
j=1

fj‖22 + λ0

q∑
j=1

1(fj 6= 0) + λ

q∑
j=1

‖fj‖Cj . (7)

Problems (6) and (7) are close cousins and result in similar estimators. The terms
∑

j ‖fj‖Cj and∑
j ‖fj‖2Cj encourage smoothness in each of the additive components, while the sum of indicators
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directly controls the number of included predictors. In Section 5, we establish theoretical error

bounds for the estimator that corresponds to Problem (7).

Connections with Group Lasso-type penalization schemes. For Grouped Lasso-type

penalization schemes, the choice of the penalty becomes rather subtle. Problem (3) with

Pen(fj) = ‖fj‖2Cj does not induce sparsity in ‖fj‖Cj ’s for finite λ. Alternatively, the choice

Pen(fj) = ‖fj‖Cj does result in several components ‖fj‖Cj being set to zero when λ is large. Note,

however, that ‖fj‖Cj = 0 does not imply fj = 0. This is because ‖fj‖Cj is a seminorm that

is not affected by the linear components of fj . To set fj = 0 one needs to include the linear

components into the penalty. To overcome these limitations, alternatives have been proposed –

here we mention some penalization schemes that are used to encourage selection and smoothness.

One possible choice [39] is Pen(fj) =
√
‖fj‖22 + λ′‖fj‖2Cj , where ‖fj‖2 denotes the usual `2 norm of

the vector fj . The corresponding penalization term is λ
∑

j Pen(fj), and, hence, the parameters

λ and λ′ jointly control smoothness and sparsity. The sum of ‖fj‖22 and λ′‖fj‖2Cj leads to double

penalization, thereby potentially resulting in unwanted shrinkage that may interfere with variable

selection. Similar issues arise with the choices Pen(fj) = ‖fj‖2 + λ′‖fj‖Cj , considered in [15], and

Pen(fj) =
√
‖fj‖22 + λ′‖fj‖2Cj + λ̃‖fj‖2Cj , which appears in [39].

Thus, the choice of Pen(fj) plays an important role in obtaining sparsity for Lasso-type reg-

ularization methods. In contrast, the levels of smoothness and sparsity are controlled separately

in the `0-formulations: Problems (6) and (7). Group Lasso-type penalization schemes may be

interpreted as convex relaxations of the `0-penalty appearing in Problem (7), as discussed in the

Supplement A.

Other choices of smooth function classes. We note that the above framework, where each

additive component is taken to be a cubic spline, can be generalized to more flexible smooth

nonparametric models, depending upon the choice of Pen(·) and the functional classes Cjs. For

example, one may consider the class of functions that are τ times continuously differentiable,

together with the choice Pen(fj) =
∫
f

(τ)
j (u)du, where f (τ) denotes the τth derivative of fj –

solutions to these problems are given by splines of order τ [56].

Another popular paradigm pursued in several works [32, 33, 50] is the Reproducing Kernel

Hilbert Space (RKHS) framework, wherein every Cj is taken to be a Hilbert space encouraging

some form of smoothness on fj . Here, Pen(fj) = ‖fj‖Kj is an appropriate Hilbert space norm.

2.3 General problem formulation considered in this paper

Our focus in this paper is on Problem (2) and the sparse additive modeling problems defined in

(6) and (7). These three problems can all be formulated as follows:

min
β

β′Pβ + 〈a,β〉+ λ0G(β) + λ1

q∑
g=1

‖Pgβg‖2, (8)

for suitable choices of a, P � 0, Pg � 0, g ∈ [q], where we recall that G(β) :=
∑q

g=1 1(βg 6=
0). The term

∑q
g=1 ‖Pgβg‖2 is only used for the sparse additive modeling problem in (7).

Problems (1) and (6) can be obtained by setting λ1 = 0 and choosing P and a appropriately.

To simplify the presentation, we apply a change of variable in Problem (8): θg = P
1
2
g βg for
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g ∈ [q]. This leads to the following equivalent problem:

min
θ

h(θ) := θ′Wθ + 〈b, θ〉︸ ︷︷ ︸
:=`(θ)

+ λ0G(θ) + λ1

q∑
g=1

‖θg‖2︸ ︷︷ ︸
:=Ω(θ)

, (9)

for appropriately defined1 W and b. Our algorithmic development will focus on (9).

Overview of our algorithms: Problem (9) is nonconvex due to the discontinuity in G(θ).

In Section 3, we design fast algorithms that can obtain high-quality approximate solutions for

this problem. In Section 4, we develop an exact algorithmic framework, based on a custom

MIP solver, which obtains certifiably optimal solutions to (9). Our algorithm constructs: (i) a

sequence of feasible solutions, whose objective values are valid upper bounds, and (ii) a sequence

of lower bounds (a.k.a. dual bounds). As our BnB algorithm progresses, these upper and lower

bounds converge towards the optimal objective of Problem (9). The solver terminates and certifies

optimality when the upper and lower bounds match2. Our experiments indicate that high-quality

initial solutions, as available from the algorithms presented in Section 3, can significantly speed

up convergence and reduce memory requirements in our BnB algorithm.

3 Approximate Algorithms

In this section, we develop fast approximate algorithms to obtain high quality local minimizers for

Problem (9). While these algorithms do not deliver certificates of optimality (via dual bounds),

they attain nearly-optimal (and at times optimal) solutions to many statistically challenging

instances, in running times comparable to group Lasso-based algorithms.

A main workhorse of our approximate algorithms is a nonstandard application of cyclic block

coordinate descent (BCD) to the discontinuous objective function (9). We draw inspiration from

the appealing scalability properties of coordinate descent in sparse learning problems [see, for

example, 20, 3, 24]. Our second algorithm is based on local combinatorial search and is used to

improve the quality of solutions obtained by BCD. We establish convergence guarantees for these

two algorithms.

Our algorithms arise from studying necessary optimality conditions for Problem (9). To

this end, we show that the quality of solutions obtained by BCD are of higher quality than

local solutions corresponding to the popular proximal gradient descent (PGD) [47] algorithm3.

The local minimizers corresponding to local combinatorial search form a smaller subset of those

available from BCD. In this section, we establish the following hierarchy among the classes of

local minima:

Global Minima ⊆ Local Search Minima ⊆ BCD Minima ⊆ PGD Minima. (10)

1Let D1 = diag(P
1
2
1 , . . . ,P

1
2
q ) be a block diagonal matrix. Then W = D−1

1 PD−1
1 , and b = D−1

1 a.
2In practice, MIP solvers terminate when the difference between the upper and lower bounds are below a small,

user-defined threshold.
3Though PGD is popularly used in the context of convex optimization problems, it also leads to useful algorithms

for nonconvex sparse learning problems. In particular, PGD for our problem can be viewed as a generalization of

the iterative hard thresholding (IHT) algorithm [12] to the group setting.
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Above, PGD minima correspond to the fixed points of the PGD algorithm; they include all

the fixed points of our proposed BCD algorithm. As we move from right to left in the above

hierarchy, the classes become smaller, i.e., they impose stricter necessary optimality conditions.

At the top of the hierarchy we have the global minimizers of the problem, which can be obtained

using our exact MIP-based framework (we discuss this in Section 4). Our approximate algorithms

are inspired by recent work [24] on the sparse regression problem, but the approach presented

here has notable differences. In particular, the coordinate descent algorithm in [24] performs

exact minimization per coordinate, which can be computationally expensive when extended to

the group setting. Thus, our proposed BCD algorithm performs inexact minimization per group.

In addition, the presence of `2 norms in our objective function makes the analysis for the rate of

convergence for our algorithm different.

3.1 Block Coordinate Descent

We present a cyclic BCD algorithm to obtain good feasible solutions to Problem (9) and establish

convergence guarantees. We first introduce a useful upper bound for `(θ). For every g ∈ [q], we

define Sg = {(θ, θ̃) | θi = θ̃i, ∀i ∈ [q] s.t. i 6= g}. By the Block Descent Lemma [6], the following

upper bound holds for every g ∈ [q]:

`(θ) ≤ `(θ̃) + 〈∇θg`(θ̃), θg − θ̃g〉+
Lg
2
‖θg − θ̃g‖22, ∀(θ, θ̃) ∈ Sg, (11)

where Lg is the “group-wise” Lipschitz constant of ∇`(θ), i.e., Lg is a constant which satisfies:

‖∇θg`(θ) − ∇θg`(θ̃)‖2 ≤ Lg‖θg − θ̃g‖2, for all (θ, θ̃) ∈ Sg. Since `(θ) is a quadratic function,

Lg = 2σmax(Wg), where Wg is the submatrix of W with columns and rows restricted to group

g, and σmax(·) denotes the largest eigenvalue.

Cyclic BCD sequentially minimizes the objective of (9) with respect to one group of variables

while the other groups are held fixed. Let θl be the iterate obtained by the algorithm after the

l-th iteration. Then, in iteration l + 1, the variables in a group g (say), are updated while the

other groups are held fixed. Specifically, we have (θl,θl+1) ∈ Sg. Using (11) with θ̃ = θl, L̂g > Lg
and adding Ω(θ) to both sides we get:

h(θ) ≤ g̃(θ;θl) := `(θl) + 〈∇θg`(θl), θg − θlg〉+
L̂g
2
‖θg − θlg‖22 + Ω(θ). (12)

Note that the left hand side of (12) is the objective function of Problem (9). We obtain θl+1
g by

minimizing the upper bound on our objective, g̃(θ;θl), with respect to θg:

θl+1
g ∈ arg min

θg

g̃(θ;θl) = arg min
θg

L̂g
2

∥∥∥∥∥θg − (θlg − 1

L̂g
∇θg`(θl)

)∥∥∥∥∥
2

2

+ Ω(θg). (13)

Although nonconvex, the minimization problem in (13) admits a closed-form solution, which can

be obtained via the operator H : Ru → Ru defined as follows:

H(z;λ; L̂g) =


z
‖z‖2

[
‖z‖2 − λ1

L̂g

]
if ‖z‖2 >

√
2λ0
L̂g

+ λ1
L̂g

0 otherwise
(14)

where λ = (λ0, λ1). It can be readily seen that an optimal solution of (13) is given by H(z;λ; L̂g),

where z = θlg − 1
L̂g
∇θg`(θl). Below we summarize our proposed cyclic BCD algorithm.
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Algorithm 1: Cyclic Block Coordinate Descent (BCD)

• Input: Initialization θ0 and L̂g for every g ∈ [q].

• Repeat Steps 1, 2 for l = 0, 1, 2, . . . until convergence:

1. g ← 1 + (l mod q) and θl+1
j ← θlj for all j 6= g

2. θl+1
g ← H(z;λ; L̂g), where z = θlg − (1/L̂g)∇θg`(θl).

Convergence Analysis. To establish convergence of the sequence θl in Algorithm 1, we make

use of the following assumption.

Assumption 1. At least one of the following conditions holds:

(a) Strong Convexity: W � 0.

(b) Restricted Strong Convexity: Let θ̂ be a (Group Lasso) solution defined as θ̂ ∈
arg minθ `(θ) + λ1

∑q
g=1 ‖θg‖2. Let k = maxθ{‖θ‖0 | G(θ) ≤ G(θ̂)}. Every collection

of k columns in W are linearly independent, and the initial solution θ0 (in Algorithm 1)

satisfies h(θ0) ≤ h(θ̂).

Assumption 1(a) holds if a ridge regularization term is used, i.e., it holds for Problem (2)

with λ2 > 0. Assumption 1(b) is less restrictive because we can have W � 0. Suppose that

for some non-negative integer u, every set of u columns in W are linearly independent. Then,

in the Group Lasso problem (defined in Assumption 1(b)), λ1 can be chosen sufficiently large so

that some Group Lasso solution θ̂ satisfies k ≤ u. If θ̂ is used to initialize Algorithm 1, then

Assumption 1(b) is satisfied.

The following theorem establishes a linear convergence guarantee for the sequence generated

by Algorithm 1.

Theorem 1. Let {θl} be the sequence generated by Algorithm 1 and suppose that Assumption 1

holds. Then,

1. The group support stabilizes after a finite number of iterations, i.e., there exists an integer

K and a support S ⊆ [q] such that Supp(θl) = S for all l ≥ K.

2. The sequence {θl} converges to a solution θ∗, with Supp(θ∗) = S, satisfying:

θ∗S ∈ arg min
θS

`(θS) + λ1

∑
g∈S
‖θg‖2 (15)

‖θ∗g‖2 ≥
√

2λ0

L̂g
, ∀g ∈ S (16)

‖∇θg`(θ∗)‖2 ≤
√

2λ0L̂g + λ1, ∀g ∈ Sc. (17)

3. The function θS 7→ `(θS) is strongly convex with a strong convexity parameter σS > 0. Let

LS be the Lipschitz constant of ∇θS`(θS). Define L̂max = maxg∈S L̂g + 2λ1 and L̂min =

ming∈S L̂g + 2λ1. Then, for l ≥ K, the following holds:

h(θ(l+1)q)− h(θ∗) ≤

(
1− σS

η

)(
h(θlq)− h(θ∗)

)
, (18)
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where η = 2L̂max(1 + |S|(LS + 2λ1|S|)2L̂−2
min).

The proof of Theorem 1 is in the supplement. We present here a high-level sketch of the

proof. We establish part 1 by proving a sufficient decrease condition. For part 2, we show that

the objective function restricted to the group support S is strongly convex, and thus convergence

follows from standard results on cyclic BCD, e.g., [6]. To establish the linear rate of convergence

in part 3 of the theorem, we extend the result of [4] who show that cyclic BCD can achieve a linear

rate of convergence on smooth and strongly convex functions: note that our objective function

after support stabilization is not smooth due to the presence of the term
∑

g∈S ‖θg‖2.

Optimality conditions of BCD and PGD. The conditions in Theorem 1 (part 2) characterize

a fixed point of Algorithm 1. These are necessary optimality conditions for Problem (9) since any

global minimizer must be a fixed point for Algorithm 1. In what follows, we will show that the

necessary optimality conditions imposed by PGD (which is a generalization of [12] to the group

setting) are generally less restrictive compared to those imposed by Algorithm 1. Note that PGD

is an iterative algorithm whose updates for Problem (9) are given by:

θl+1 ∈ arg min
θ

{
1

2τ
‖θ − (θl − τ∇`(θl))‖22 + Ω(θ)

}
, (19)

where τ > 0 is a step size. Let L be the Lipschitz constant of ∇`(θ). For a constant step size,

the update in (19) converges if τ = 1/L̂ where L̂ is a constant chosen such that L̂ > L [see,

for example, 24, 35]. For the choice τ = 1/L̂, it can be readily checked that any fixed point of

PGD satisfies the three optimality conditions in Theorem 1 (part 2), but with L̂g replaced by L̂.

The group-wise Lipschitz constant Lg satisfies Lg ≤ L (for any g). In many high-dimensional

problems, we can have Lg � L [see 3, 24]. Thus, Algorithm 1 generally imposes more restrictive

necessary optimality conditions compared to PGD, which can lead to higher quality local minima

in practice. This establishes a part of the hierarchy in (10).

3.2 Local Combinatorial Search

In this section, we introduce a local combinatorial search algorithm to improve the quality of

solutions obtained by cyclic BCD (Algorithm 1). The algorithm performs the following two steps

in the t-th iteration:

1. Block Coordinate Descent: We run Algorithm 1 initialized at the current solution θt−1

to obtain a solution θt. We denote the indices of the nonzero groups in θt by Supp(θt) = S.

2. Group Combinatorial Search: We attempt to improve the solution θt by swapping

groups of variables from inside and outside the support S. In particular, we search for two

subsets S1 ⊆ S and S2 ⊆ Sc such that removing S1 from the support, adding S2 to the

support, and then optimizing over the groups in S2, improves the current objective. To

ensure that the local search problem is computationally feasible, we restrict our search to

subsets satisfying |S1| ≤ m and |S2| ≤ m, where m is a pre-specified integer that takes

relatively small values (for example, in the range 1 to 10).

We present a formal description of the optimization problem in step 2 (above). We denote

the standard basis of Rp by {e1, . . . , ep}. Given a set J ⊆ [q], we define the p × p matrix UJ

as follows: the i-th column of UJ is ei if i ∈ ∪g∈JGg and 0 otherwise. In other words, for any

θ ∈ Rp, we have (UJθ)i = θi if i ∈ ∪g∈JGg and 0 otherwise. The optimization problem in Step 2
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is given by:

min
S1,S2,θ

h(θt −US1θt + US2θ) s.t. S1 ⊆ S, S2 ⊆ Sc, |S1| ≤ m, |S2| ≤ m, (20)

where we recall that S = Supp(θt). If there is a feasible solution θ̂ to (20) satisfying h(θ̂) < h(θt),

then we move to the improved solution θ̂; otherwise, we terminate the algorithm. We summarize

the algorithm below:

Algorithm 2: Local Combinatorial Search

• Input: Initial solution θ0 and swap subset size m.

• Repeat Steps 1–3 for t = 1, 2, . . . until convergence:

1. Run Algorithm 1 initialized from θt−1 to obtain a solution θt.

2. Search for a feasible solution θ̂ to (20) satisfying h(θ̂) < h(θt).

3. If step 2 succeeds, θt ← θ̂. Otherwise, terminate.

Theorem 2 establishes that Algorithm 2 converges in a finite number of iterations and char-

acterizes the corresponding solution.

Theorem 2. Let {θt} be the sequence of iterates generated by Algorithm 2 and suppose Assump-

tion 1 holds. Then, θt converges in a finite number of iterations to a solution that we denote

by θ†. Let S = Supp(θ†). Then, θ† satisfies the necessary optimality conditions in part 2 of

Theorem 1. In addition, θ† satisfies:

h(θ†) ≤ min
S1,S2,θ

h(θ† −US1θ† + US2θ) s.t. S1 ⊆ S, S2 ⊆ Sc, |S1| ≤ m, |S2| ≤ m. (21)

Theorem 2 shows that the solutions obtained by Algorithm 2 impose more restrictive necessary

optimality conditions (in particular, condition (21)) compared to Algorithm 1, which justifies

part of the hierarchy in (10). This is expected, as every iteration of Algorithm 2 improves over

a solution obtained by Algorithm 1. The quality of solutions returned by Algorithm 2 depends

on the swap subset size m. For a sufficiently large choice of m, the algorithm will return a

global minimizer. Intuitively, the computational cost of the local search in step 2 of Algorithm

2 increases with m. In our experiments, we observe that small choices such as m = 1 can lead

to significant improvements in solution quality compared to algorithms that do not incorporate

combinatorial optimization. These improvements are most pronounced in settings where n� p or

the predictors across groups are highly correlated. In Section 4.1.2, we present a MIP formulation

for the local search problem in Algorithm 2 for m > 1. For the special case of m = 1, we use our

own custom implementation that is more efficient than using a MIP-based approach.

3.3 Algorithms for the cardinality constrained formulation

Algorithms 1 and 2 provide solutions for the (penalized) formulation in (9). While this leads to a

family of high-quality estimators across a range of model sizes, it does not allow for explicit control
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over the number of nonzero groups G(θ). To this end, we consider the cardinality constrained

variant of problem (9):

min
θ

E(θ) := `(θ) + λ1

∑
g∈[q]

‖θg‖2 s.t. G(θ) ≤ k. (22)

In order to obtain a solution to (22) with a desired support size, we propose the following

procedure. First, we run Algorithm 2 (say) over a grid of λ0-values to obtain a sequence of

solutions. Then, if a desired support size, say k, is missing, we obtain it by applying proximal

gradient descent (PGD) to Problem (22):

θl+1 ∈ arg min
θ: G(θ)≤k

 1

2τ
‖θ − (θl − τ∇`(θl))‖22 + λ1

∑
g∈[q]

‖θg‖2

 , (23)

where τ > 0 is a step size and the initial solution θ0 can be obtained from Algorithm 2 (for

example, we take a solution with group support size closest to k).

The next proposition establishes the convergence of update (23) and describes its fixed points.

Proposition 1. Let {θl} be the sequence of iterates generated the PGD updates (23). Let L be

the Lipschitz constant of ∇`(θ) and a scalar L̂ such that L̂ > L. Then, {θl} converges for a step

size τ = 1/L̂. Moreover, a solution θ∗ with group support S is a fixed point of (23) iff G(θ∗) ≤ k,

and

θ∗S ∈ arg min
θS

E(θS) and ‖∇θg`(θ∗)‖2 ≤ γ(k) for g ∈ Sc,

where γg = ‖L̂θ∗g −∇θg`(θ∗)‖2, and γ(k) denotes the kth largest value in the sequence {γg}qg=1.

We omit the proof of Proposition 1 as it can be established by a simple extension to the

standard results on the convergence of IHT [for example, those in 12, 3].

4 Mixed Integer Programming

In this section, we propose MIP formulations and algorithms to solve (9) and the combinatorial

search problem in Algorithm 2. Section 4.1 introduces MIP formulations, and Section 4.2 presents

a new BnB algorithm for solving the corresponding problems to optimality.

4.1 MIP Formulations

4.1.1 Formulations for Problem (9)

Below we present two MIP-formulations for (9).

Big-M Formulation: We first present a Big-M based MIP formulation for Problem (9):

min
θ,z

`(θ) + λ0

q∑
g=1

zg + λ1

q∑
g=1

‖θg‖2 (24a)

s.t. ‖θg‖2 ≤Muzg, g ∈ [q] (24b)

zg ∈ {0, 1} , g ∈ [q] (24c)
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where, the optimization variables are θ (continuous) and z (binary). Above, Mu is an a-priori

specified constant (leading to the name “Big-M”) such that some optimal solution, say θ∗, to (9)

satisfies maxg∈[q] ‖θ∗g‖2 ≤Mu. In (24), the binary variable zg controls whether all the regression

coefficients in group g are zero or not: zg = 0 implies that θg = 0, and zg = 1 implies that

‖θg‖2 ≤ Mu. Such Big-M formulations are commonly used in mixed integer programming to

model relations between discrete and continuous variables, and have been recently used in `0-

regularized regression [8, 58] (for example). Various techniques have been proposed to estimate

the constant Mu in practice; see [8] for a discussion on estimating the Big-M in the context of

linear regression. The constraints in (24b) are second order cones [13]. Moreover, the objective

function in (24) can be written as a linear function, with additional second order cone constraints

to express the quadratic function `(θ) and the terms ‖θg‖2, g ∈ [q]. Thus, Problem (24) can be

reformulated as a Mixed Integer Second Order Cone Program (MISOCP), which can be modeled

and solved (for small/moderate problem instances) with commercial MIP solvers such as Gurobi,

CPLEX, and MOSEK. We present an efficient, standalone BnB algorithm for (24) in Section 4.2.

Perspective reformulation: Recall that Problem (9) contains a ridge term in its objective.

The ridge term can be used to derive stronger MIP formulations for (9) based on the perspective

formulation [19, 21]. As we discuss below, the perspective-based formulation differs from the Big-

M formulation (24)—when λ2 > 0, it usually leads to tighter convex relaxations and consequently,

reduced MIP runtimes. First, we rewrite (9) as

min
θ,z

˜̀(θ) + λ0

q∑
g=1

zg + λ1

q∑
g=1

‖θg‖2 + λ2

q∑
g=1

‖θg‖22 s.t. (24b), (24c) (25)

where `(θ) = ˜̀(θ) + λ2‖θ‖22. Using the perspective reformulation [19, 21, 18] for the ridge term∑
g∈[q] ‖θg‖22 in the objective, we can reformulate (25) as

min
θ,z,s

˜̀(θ) + λ0

q∑
g=1

zg + λ1

q∑
g=1

‖θg‖2 + λ2

q∑
g=1

sg, (26a)

s.t. ‖θg‖2 ≤Muzg, g ∈ [q] (26b)

‖θg‖22 ≤ sgzg, g ∈ [q] (26c)

zg ∈ {0, 1} , sg ≥ 0, g ∈ [q]. (26d)

Compared to (25), formulation (26) uses additional auxiliary variables sg ∈ R≥0, g ∈ [q] and

rotated second order cone constraints: ‖θg‖22 ≤ sgzg for g ∈ [q]. Each sg takes the place of the

term ‖θg‖22 in the objective function in (24). Specifically, any optimal solution (θ∗, z∗, s∗) to (26)

must satisfy s∗g = ‖θ∗g‖22.

Although the MIP formulations (26) and (25) are equivalent, their continuous relaxations

are generally different. The following proposition states that the relaxation of (26) is generally

tighter (i.e., has a higher objective) than the relaxation of (25).

Proposition 2. Let v1 and v2 be the objective values of (25) and (26) upon relaxing the binary

variable zg to [0, 1] for all g ∈ [q]. Let (θ∗, z∗, s∗) be an optimal solution to the relaxation

corresponding to v2. Then, the following holds:

v2 − v1 ≥ λ2

∑
g∈[q]|z∗g>0

‖θ∗g‖22
(

(z∗g)−1 − 1
)
.
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Proposition 2 implies that using formulation (26) (over formulation (24)) can lead to tighter

lower bounds for the root node relaxation; and hence tighter dual bounds for the node relax-

ations in the BnB tree. This can result in improved runtimes in the overall BnB solver (as we

demonstrate in our experiments). Thus, in our algorithmic framework in Section 4.2, we focus

on formulation (26). To be clear, our BnB procedure applies even without the presence of a ridge

term (i.e., λ2 = 0). Specifically, if λ2 = 0 in (26), the conic constraints (26c) can be removed and

formulation (26) reduces to the Big-M formulation in (24).

4.1.2 MIP formulation for local combinatorial search

We present a MIP formulation for the local search problem4 that arises in Algorithm 2. Prob-

lem (20) can be formulated using the following Big-M based MIP:

min
u,z,θ

`(u) + λ0

q∑
g=1

zg + λ1

q∑
g=1

‖ug‖2

s.t. u = θt −
∑
g∈S

Ugθt(1− zg) +
∑
g∈Sc

Ugθ (27a)

‖ug‖2 ≤Muzg, g ∈ Sc (27b)∑
g∈S

zg ≥ |S| −m,
∑
g∈Sc

zg ≤ m (27c)

zg ∈ {0, 1} , g ∈ [q]. (27d)

In the formulation above, we assume that Mu is chosen sufficiently large so that some optimal

solution to (20), say θ∗, satisfies ‖θ∗g‖2 ≤Mu, g ∈ Sc. As we discuss below, the objective in (27)

represents h(u) with u = θt−US1θt + US2θ, where h(u), S1 and S2 are as defined in (20). Note

that the variable u is an auxiliary variable introduced to simplify the presentation. The binary

variables zg, g ∈ [q] are used to select the subsets S1 ⊆ S and S2 ⊆ Sc. In particular, for g ∈ S,

zg = 0 iff g ∈ S1, and this is encoded by constraint (27a). On the other hand, for g ∈ Sc, zg = 1

iff g ∈ S2, and this is encoded by constraints (27a) and (27b). Therefore,
∑q

g=1 zg is equal to

G(u). The constraints (27c) enforce |S1| ≤ m and |S2| ≤ m.

The local search MIP-formulation (27) has a smaller search space compared to the full prob-

lem (24). This is due to the additional constraints appearing in (27c). Furthermore, Problem (27)

effectively uses |Sc|-many ‘free’ continuous group-variables—this is in contrast to |S|+ |Sc| con-

tinuous group-variables appearing in the full problem. Thus, for small values of m, Problem (27)

can be typically solved faster than the MIP formulation of (8). While (27) is based on a Big-M

formulation, in the presence of an additional ridge regularizer, one can also derive a perspective

reformulation using ideas similar to (26).

4.2 Exact optimization via a custom nonlinear Branch-and-Bound algorithm

High-performance commercial MIP solvers, such as Gurobi and CPLEX, often deliver state-of-

the-art performance for a variety of MIP problems. These solvers are based on a BnB framework,

4We recommend the use of the MIP formulations when m ≥ 2. When m = 1 a solution to the local search

procedure can be computed efficiently from first principles.
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which can solve MIP problems to global optimality, typically without having to explicitly enu-

merate all (exponentially many) solutions in the search space. These solvers are general-purpose

and do not take into account the specific structure of the problems we consider here. Therefore,

their performance can suffer: we have empirically observed that they may require several hours

to solve (to certifiable optimality) instances of (26) with p ∼ 103, and larger problems can take

much longer.

To address this lack of scalability in general-purpose MIP solvers, we propose a specialized,

nonlinear BnB framework for solving (26) to certifiable optimality. Our framework takes into

account problem structure to achieve scalability. As we demonstrate in the experiments section,

our BnB can solve instances with p ∼ 5 × 106 to certifiable optimality in minutes to hours,

whereas Gurobi takes prohibitively long (at least a day) for p ∼ 103. An important feature of our

proposal is an open-source, standalone implementation of the BnB solver, which does not rely

on sophisticated and proprietary BnB-capabilities of commercial MIP solvers (e.g., Gurobi). We

first give a high-level overview of our novel nonlinear BnB framework and then dive into specific

technical details.

Overview of nonlinear BnB: Nonlinear BnB is a general framework for solving mixed integer

nonlinear programs [5]. This framework constructs a search tree to partition the set of feasible

solutions of the given MIP (Problem (26) in our case). Instead of explicitly enumerating all the

(exponentially many) feasible solutions, BnB uses intelligent enumeration and methods to prune

parts of the tree by using lower bounds (dual bounds) on the optimal objective value. In what

follows, we briefly describe how the tree is constructed and pruned. Starting at the root node,

the algorithm solves a nonlinear convex relaxation of Problem (26), where all binary variables

are relaxed to [0, 1] – this is usually referred to as the root relaxation. Then, the algorithm

chooses a branching variable, say zg, and creates two child nodes (optimization subproblems):

one with zg = 0 and another with zg = 1, where all other binary variables are relaxed to [0, 1].

The algorithm then proceeds recursively: for every unvisited node, it solves the corresponding

optimization problem and checks if there is any fractional (i.e., non-binary) variable zg. If there is

any fractional zg, the branching process must continue — to this end, the algorithm branches on

one fractional zg, generating two new child nodes. Thus, every node in the search tree corresponds

to an optimization subproblem and every edge represents a branching decision.

While growing the search tree, BnB maintains an upper bound on the objective function

(which can be obtained from any feasible solution to the problem). If the optimization subproblem

at the current node leads to an objective value that exceeds the upper bound, then the node is

pruned (i.e., no children are generated for this node), because none of its descendants can have a

better objective value than the upper bound. Another case where BnB can safely prune a node

is when the corresponding subproblem leads to an integral solution, i.e., a binary z (since there

will be no variables to branch on). For further discussion on nonlinear BnB, see [5].

Specific details: There are many delicate details in BnB that can critically affect its scalability:

for example, the choice of the algorithm for solving the continuous node subproblems, obtaining

upper bounds, branching, and tree-search strategies. We discuss our choices below:

• Subproblem solver: The optimal solutions of the continuous optimization subproblems

encountered in the course of BnB are typically sparse (see Section 4.2.1 for further dis-

cussions). To solve these subproblems, we propose an active-set algorithm, which exploits

sparsity by considering a reduced problem restricted to a small subset of groups. Moreover,
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we share information on the active sets across the BnB tree to speed up convergence (see

Section 4.2.2).

• Upper bounds: Better upper bounds can lead to aggressive pruning in the search tree,

which can reduce the overall runtime. We obtain the initial upper bound using the approx-

imate algorithms of Section 3. As we demonstrate in the experiments, our approximate

algorithms typically obtain optimal or near-optimal solutions, making them a good choice

to initialize BnB. Moreover, at every node of BnB, we attempt to improve the upper bound

by using the sparsity pattern of the solution to the current node’s subproblem. More con-

cretely, let S ⊆ q denote the group support of the latter subproblem’s solution. Then, we

obtain a new upper bound, by restricting optimization to S, i.e., we solve:

min
θ

˜̀(θ) + λ1

q∑
g=1

‖θ‖2 + λ2‖θ‖22 s.t. θSc = 0, ‖θg‖2 ≤Mu, g ∈ [q].

• Branching and search strategies: The branching strategy selects the next variable to

branch on, while the search strategy decides which unexplored node in the search tree to

visit next. Many elaborate strategies for branching and search have been proposed in the

literature – see [41] for a survey. When the initial upper bound is of high quality, more

aggressive pruning is possible, and simple strategies tend to work relatively well in practice

[for example, see the discussion in 17]. Since our approximate algorithms typically return

good upper bounds, we rely on simple strategies. For branching, we use maximum fractional

branching [5, 41], which branches on the factional variable zg whose value is closest to 0.5.

For search, we use breadth-first search and switch to depth-first search if memory issues are

encountered.

Our approach extends our recent work [26] for the best subset selection problem (with a group

size of one). We note that there are important differences as the Group `0 problem involves a

different and more challenging optimization formulation. Specifically, the Big-M constraints in

(26b) translate to second order cones, instead of box-constraints that appear when the group

sizes are one. Furthermore, in the group setup, we have a non-smooth term
∑

g∈[q] ‖θg‖2 in the

objective of (26). The conic constraints and `2 norms in our problem require special care when

developing the subproblem solver (for example, when reformulating the subproblems in Section

4.2.1 and designing the active set algorithm in Section 4.2.2). It is also worth mentioning that in

the simplest case where λ1 = λ2 = 0, our solver solves a MISOCP, whereas [26] solves a mixed

integer quadratic program.

4.2.1 Relaxation reformulation

In this section, we study the convex relaxation arising at a node of the BnB search tree. We

present a particular reformulation of this problem that leads to (i) useful insights about the

sparsity in the solutions of the convex relaxation; and (ii) computational benefits. To simplify

the presentation, we will first focus on the root relaxation of (26), which is obtained by relaxing

all the binary variables in (26) to [0, 1].

Note that the root relaxation involves the variables (β, z, s). In Proposition 3, we show that

the root relaxation can be reformulated in the β space, leading to a regularized least squares
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problem. The associated regularizer can be characterized in terms of the reverse Huber penalty

[46] (see also [18]), which is a function H : R→ R defined as follows:

H(t) =

{
|t| if |t| ≤ 1

(t2 + 1)/2 otherwise.
(28)

Proposition 3. The root relaxation obtained by relaxing the binary variables in (26) to [0, 1] is

equivalent to:

min
θ

F (θ) := ˜̀(θ) +

q∑
g=1

Ψ(θg;λ,Mu) s.t. ‖θg‖2 ≤Mu, g ∈ [q]. (29)

where λ = (λ0, λ1, λ2) and

Ψ(θg;λ,Mu) :=

{
2λ0H(

√
λ2/λ0‖θg‖2) + λ1‖θg‖2 if

√
λ0/λ2 ≤Mu

(λ0/Mu + λ1 + λ2Mu)‖θg‖2 if
√
λ0/λ2 >Mu.

The reformulation in (29) eliminates the the conic and Big-M constraints from the root re-

laxation, at the expense of introducing the non-smooth penalty
∑q

g=1 Ψ(θg;λ,Mu) which is

separable across the blocks {θg}q1. Depending on the choices of λ and Mu, the penalty Ψ is

either the `2 norm or a combination of the reverse Huber penalty and the `2 norm. In either case,

the penalty is sparsity-inducing. In essence, Problem (29) is similar to the Group Lasso problem

[59], with two exceptions: (i) Problem (29) has the additional constraints: ‖θg‖2 ≤Mu, g ∈ [q],

and (ii) when
√
λ0/λ2 ≤Mu, the penalty involves the reverse Huber penalty.

Node relaxations within the BnB tree: The convex relaxation subproblem encountered at

a node of the BnB search tree is similar to the root relaxation, except that some of the zgs are

fixed to 0 or 1. The fixed zgs are determined by the branching decisions made starting from the

root until reaching the node. The convex relaxation at a particular node can be reformulated in

the β-space similar to the reformulation of the root relaxation in (29), except that: (i) if zg = 0

then the corresponding group should be removed from the objective function; and (ii) if zg = 1,

then the penalty Ψ(θg;λ,Mu) should be replaced with Ψ̃(θg;λ) := λ1‖θg‖2 + λ2‖θg‖22. More

precisely, let Z and N be the sets of indices of the zgs that are fixed to 0 and 1, respectively.

Then, the following subproblem is solved at the corresponding node:

min
θ

˜̀(θ) +
∑
g∈N c

Ψ(θg;λ,Mu) +
∑
g∈N

Ψ̃(θg;λ) s.t. θZ = 0, ‖θg‖2 ≤Mu, g ∈ [q]. (30)

In the next section, we develop a scalable algorithm for solving Problem (29). The BnB subprob-

lem (30) can be solved similarly after accounting for the fixed zgs.

4.2.2 Active-Set subproblem solver

As discussed earlier, a solution to Problem (29) is expected to be sparse in θ (this will be also

true for the node sub-problems in the BnB tree). To exploit this sparsity, we use an active-set

algorithm: We start by solving Problem (29) restricted to a small subset of groups (i.e., the active

set). After convergence on the active set, we augment the active set with a collection of groups

that violate the optimality conditions for the full problem (if any) and then resolve the problem
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restricted to the augmented active set. The algorithm keeps iterating between solving a reduced

optimization problem and augmenting the active set, until the optimality conditions for the full

problem are satisfied. Such active-set algorithms have proven to be effective in scaling up the

solvers for group Lasso-type problems [for example, see 25]—our usage differs in that we use this

active-set strategy within every node of the BnB tree.

Next, we describe our active-set algorithm more formally. Let A ⊆ [q] be the active set. The

algorithm starts by solving (29) restricted to the active set, i.e.,

θ̂ ∈ arg min
θ

F (θ) s.t. ‖θg‖2 ≤Mu, g ∈ [q], θAc = 0. (31)

After solving (31), we check if θ̂ satisfies the optimality condition for the full problem. Equiva-

lently, for every group g ∈ Ac, we check if the following holds

0 ∈ arg min
θg

F (θ̂1, . . . , θg, . . . , θ̂q) s.t. ‖θg‖2 ≤Mu. (32)

Since θg = 0 is in the interior of the feasible set, condition (32) is equivalent to the zero-

subgradient condition: 0 ∈ ∂θgF (θ̂1, . . . , θ̂g−1,0, θ̂g+1, . . . , θ̂q), and can be checked in closed

form.

We repeat the procedure of solving the restricted subproblem in (31) and augmenting A with

groups that violate (32), until there are no more violations. The algorithm is summarized below.

Algorithm 3: An Active-set Algorithm for (29)

• Input: Initial solution θ̂ and initial active set A.

• Repeat Steps 1—3 till convergence:

1. Solve the restricted problem (31) to get a solution θ̂.

2. V ← {g ∈ Ac | (32) is violated}.
3. If V is empty terminate, otherwise5, A ← A∪ V .

Algorithm 3 is guaranteed to converge to an optimal solution for Problem (29) in a finite number

of steps, as there are finitely many groups.

Choice of the active set: The quality of the initial active set A can have a important effect on

the number of iterations in Algorithm 3. Due to the choice of our branching rule, the parent and

its two child nodes solve similar subproblems; the only difference between these subproblems is

that a single zg is fixed to 0 or 1 in the children. Thus, the solutions and supports of the parent

and its children are unlikely to differ by much. We therefore initialize the active set of every node

in the BnB tree (except the root) with the support of its parent. For the root node, we initialize

the active set with the support of the warm start, obtained from the approximate algorithms that

are discussed in Section 3.

5In some cases, |V| can be large, which can slow down the solver in Step 1. Thus, if V has more than K groups,

we augment A with the K groups in V that have the largest violation (instead of A ← A∪V). In our experiments

we set K = 10. We found this helpful to keep the size of the active set manageable during the course of the

algorithm.
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Solving the restricted subproblem: The convex sub-problem (31) in Step 1 has a small active

set and can be solved with a variety of optimization algorithms: for example, BCD, proximal

gradient methods [6] or an interior point solver (as available in Gurobi). In our experiments, we

use the latter due to its good performance in practice.

5 Statistical Theory

In this section we derive non-asymptotic prediction and estimation error bounds for the Group `0
estimators, and compare them to the bounds that have been established for the corresponding

Group Lasso-based approaches. We focus on linear regression models in Section 5.1 and on

nonparametric additive models in Section 5.2.

While the arguments used in our proofs extend naturally to the penalized case, we focus

on the constrained specifications of the proposed estimators for concreteness. To simplify the

presentation, we consider the setting where the model is correctly specified, so that the true

regression function is a feasible solution to the corresponding optimization problem. However,

our results can be generalized to allow for model misspecification.

We say that a constant is universal if it does not depend on other parameters, such as n, q

or k. We use the notation & and . to indicate that inequalities ≥ and ≤, respectively, hold up

to positive universal multiplicative factors, and write � when the two inequalities hold simulta-

neously.

5.1 Linear Model

We assume that the observed data follows the model y = Xβ∗ + ε, where X is deterministic

and the elements of ε are independent N(0, σ2) with σ > 0. We define k∗ = G(β∗) and refer

to n−1‖Xβ̂ −Xβ∗‖22 as the prediction error for estimator β̂. For simplicity of the presentation

we focus on the setting where each group has the same number of T features. Thus, the total

number of features, p, is equal to qT . Given β ∈ Rp and J ⊆ [q], we write βJ for the sub-

vector of β indexed by ∪g∈JGg. Consider the following definition, in which we use the notation

‖β‖2,1 =
∑q

g=1 ‖βg‖2.

Definition 1. Given a positive integer k and a constant c ≥ 1, let

γk = min
β 6=0, G(β)≤k

√
k‖Xβ‖2√
n‖β‖2,1

and κk,c = min
J⊆[q],|J |≤k

{
min

β 6=0, ‖βJc‖2,1≤c‖βJ‖2,1

√
k‖Xβ‖2√
n‖βJ‖2,1

}
.

The above definition is most meaningful under the scaling of the features where ‖xj‖2 �
√
n

for all j. As we discuss below, constants κ−1
k∗,c

, with c > 1, appear in the prediction and estimation

error bounds for the Group Lasso estimator, while γ−1
2k∗

appears in the estimation error bound for

the Group `0 estimator. The following result establishes a useful relationship for these quantities.

Proposition 4. γ2k ≥ κk,c/
√

2, for all positive integers k and all c ≥ 1.

We study estimator β̂, which solves the following optimization problem:

min
β

‖y −Xβ‖22 s.t.

q∑
g=1

1(βg 6= 0) ≤ k, (33)
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where k is a fixed parameter that controls the sparsity level. We note that (33) is a special case

of the cardinality constrained problem considered in Section 3.3. Our first result provides the

prediction error bound for β̂, which holds without any assumptions on the design.

Theorem 3. Let δ0 ∈ (0, 1) and suppose that β̂ solves optimization problem (33) for k ≥ k∗.

Then,

n−1‖Xβ̂ −Xβ∗‖22 . σ2k
[T + log(q/k)

n

]
+ σ2

[ log(1/δ0)

n

]
.

with probability at least 1− δ0.

Letting δ0 = (k/q)k and using Definition 1, we derive the following result.

Corollary 1. If k = k∗, then

n−1‖Xβ̂ −Xβ∗‖22 . σ2k∗

[T + log(q/k∗)

n

]
‖β̂ − β∗‖2,1 . σk∗

[T + log(q/k∗)

n

]1/2[
γ(2k∗)

]−1

with probability at least 1− (k∗/q)
k∗.

We make several observations regarding the established error bounds, comparing them to

the bounds for the Group Lasso estimator, denoted by β̂GL, which replaces the `0 constraint in

Problem (33) with a penalty on ‖β‖2,1. To simplify the comparison of the corresponding rates,

we focus on the setting where k = k∗.

Remark 1. The Group `0 prediction error rate provided in Corollary 1 matches the corresponding

optimal prediction error rate established in [34]. The estimation error rate in Corollary 1 is also

optimal provided that γ−1
2k∗

is bounded by a universal constant under the aforementioned feature

scaling ‖xj‖2 �
√
n.

Remark 2. Let ‖xj‖2 �
√
n for all j and assume that κ−1

k∗,c
is bounded by a universal constant

for some c > 1. Then, the error bounds for the Group Lasso estimator [see, for example, Section

8.3 of 15] are

n−1‖Xβ̂GL −Xβ∗‖22 . σ2k∗

[T + log(q)

n

]
and ‖β̂ − β∗‖2,1 . σk∗

[T + log(q)

n

]1/2
. (34)

The Group `0 rates discussed in Remark 1 are better than those in display (34), because they

replace the log(q) term with log(q/k∗). Moreover, in view of Proposition 4, the assumption on γ2k∗

in Remark 1 is weaker than the Group Lasso assumption on κk∗,c. Finally, the Group `0 prediction

error bound holds without any assumptions on the design.

The last observation represents an important non-trivial advantage of `0-based approaches

over Lasso-type methods. [63] provide examples of design matrices in the usual linear regression

context for which the Lasso prediction error is lower-bounded by a constant multiple of 1/
√
n,

generally leading to a much larger prediction error than the one for the `0-based method.6

6The lower-bound applies to a wide class of coordinate-separable M-estimators, including local optima of non-

convex regularizers such as SCAD and MCP.
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Remark 3. One advantage of estimator (33) is that tuning parameter k directly controls the

sparsity of the proposed estimator. In particular, the β̂ that achieves the bounds in Corollary 1

satisfies G(β̂) ≤ k∗. On the other hand, the β̂GL that achieves bounds (34) is typically much

more dense. The following inequality, which holds with high probability, is provided in [34]:

G(β̂GL) ≤
[64φmax

κk∗,3

]
k∗.

Here, φmax is the maximum eigenvalue of X>X/n. Thus, the right-hand side is at least 64k∗.

Remark 4. Theorem 3 and Corollary 1 can also apply to approximate solutions, obtained after

an early termination of the MIP solver. In such settings, the solver provides the current lower

and upper bounds, LB and UB, on the value of the objective. If the corresponding optimality gap

satisfies (UB − LB)/LB . σ2k∗[T + log(q/k∗)]/n, then the bounds in Corollary 1 also hold for

the approximate solution.

An attractive feature of Theorem 3 is that the uncertainty parameter δ0 is independent of the

tuning parameter k. This allows us to control the expected prediction error, as we demonstrate

in the following result.

Corollary 2. Under the conditions of Theorem 3,

E‖Xβ̂ −Xβ∗‖22 . σ2k
[
T + log(q/k)

]
.

An application of Definition 1 yields a corresponding bound on the expected estimation error.

5.2 Nonparametric Additive Model

We study the performance of the proposed approach in the deterministic design setting. We write

‖ · ‖L2 for the L2 norm of a real-valued function on [0, 1]. Using the notation in Section 2.2, we

let Cj = C for all j and focus on the case where C is an L2-Sobolev space:

C =
{
g : [0, 1] 7→ R, ‖g‖L2 + ‖g(m)‖L2 <∞

}
and Pen(g) = ‖g(m)‖L2 .

We define Cgr = {f : [0, 1]q 7→ R, f(x) =
∑q

j=1 fj(xj), fj ∈ C} as the corresponding space

of additive functions. We associate each f ∈ Cgr with the vector f =
∑q

j=1 fj , where fj =(
fj(x1j), ..., fj(xnj)

)
, and let

G(f) =

q∑
j=1

1(fj 6= 0), Pengr(f) =

q∑
j=1

Pen(fj).

We focus on the estimator that solves the following optimization problem:

min
f∈Cgr

‖y − f‖2n + λnPengr(f) s.t. G(f) ≤ k, (35)

where ‖·‖n denotes the Euclidean norm divided by
√
n.7 To ensure identifiability of the represen-

tation f(x) =
∑q

j=1 fj(xj), additional restrictions are typically imposed. For example, a popular

7We acknowledge the notational inconsistency when n ≤ 2.
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method is to separate out the constant term and require that
∑n

i=1 fj(xij) = 0 for each j. Here

we follow the approach of [53] and avoid specifying a particular set of restrictions. We treat every

representation of f as equivalent, with the understanding that one particular representation is

used when evaluating properties of the components, such as ‖fj‖n.

We are interested in comparing estimator (35), denoted by f̂ , with the widely popular Group

Lasso-based approach, which replaces the `0 constraint in Problem (35) with a penalty on∑q
j=1 ‖fj‖n. Theoretical properties of the latter approach have been investigated extensively

[see, for example, 39, 32, 50, 52, 60, 53, and the references therein]. To compare the error bounds

for the two estimators, we need the following definition.

Definition 2. Given a positive integer k, a constant ξ ∈ (1,∞] and an index set J ⊆ [q], let

Ak,ξ ={f ∈ Cgr :

q∑
j=1

‖fj‖n 6= 0, G(f) ≤ k, 2n−m/(2m+1)Pengr(f) ≤ (ξ − 1)
∑q

j=1
‖fj‖n}

BJ,ξ ={f ∈ Cgr :

q∑
j=1

‖fj‖n 6= 0,
∑
j /∈J

‖fj‖n + n−m/(2m+1)Pengr(f) ≤ ξ
∑
j∈J
‖fj‖n}

ψ(k, ξ) = min
f∈Ak,ξ

√
k‖f‖n∑q

j=1 ‖fj‖n
and φ(k, ξ) = min

J⊆[q],|J |≤k

{
min
f∈BJ,ξ

√
k‖f‖n∑

j∈J ‖fj‖n

}
.

As we discuss below, constants φ(2k, ξ)−1 appear in the error bounds for the Group Lasso-

based approach, while constants ψ(k, ξ)−1 appear in some of the bounds that we establish for f̂ .

The following result establishes a useful relationship for these quantities.

Proposition 5. For all positive integers k and all ξ ∈ (1,∞], ψ(2k, ξ) ≥ φ(k, ξ)/
√

2.

We assume that the observed data follows the model y = f∗ + ε, where f∗ ∈ Cgr, and the

elements of ε are independent N(0, σ2) with σ > 0. We refer to ‖f̂ − f∗‖2n as the prediction error

for estimator f̂ . We write rn = n−m/(2m+1), suppressing the dependence on m for notational

simplicity, noting that r2
n is the optimal prediction error rate in the univariate regression setting

where f∗ ∈ C. For example, in the case where C is the second order Sobolev space, which

corresponds to m = 2, the above rate is r2
n = n−4/5. We define α = 1/(4m + 2) and note that

α = 1/10 when m = 2. The next result, in which we treat m ≥ 1 as a fixed integer, establishes

prediction error bounds for the proposed approach.

Theorem 4. Let k∗ = G(f∗) and consider optimization Problem (35) with k ≥ k∗. There exists

a universal constant c1, such that if λn ≥ c1σ
[
k2αr2

n + kαrn
√

log(eq/k)/n
]
, then

‖f̂ − f∗‖2n . σ2k
[
k2αr2

n +
log(eq/k)

n

]
+ λnPengr(f

∗) (36)

with probability at least 1 − (k/q)k. Furthermore, for every ξ ∈ (1,∞], there exists a finite

constant c2, which depends only on ξ, such that if λn ≥ c2σ
[
r2
n + rn

√
log(q)/n

]
, then

‖f̂ − f∗‖2n . σ2k
[
r2
n +

log(q)

n

][
ψ(2k, ξ)

]−2
+ λnPengr(f

∗) (37)

with probability at least 1− 1/q.
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We make the following observations regarding the established error bounds. To simplify the

comparison of the error rates, we focus on the setting where k = k∗ and Pengr(f
∗) � σk∗.

The last relationship holds, for example, when the scaled roughness of each nonzero component,

Pen(f∗j )/σ, is bounded above and below by positive universal constants.

Remark 5. The expression in error bound (36) is optimized for the setting where Pengr(f
∗) � σk.

However, as we show in the proof, the bound can be improved when σk and Pengr(f
∗) have different

orders of magnitude.

Remark 6. The prediction error rate provided in (37) is analogous to the rate established in [53]

for the Group Lasso-based approach8, however, the latter rate replaces ψ(2k∗, ξ)
−2 with φ(k∗, ξ)

−2.

By Proposition 5, the former rate is at least as good as the latter, with a potential improvement

due to the additional `0 group sparsity requirement in the definition of ψ. If for some fixed ξ > 1

quantity ψ(2k∗, ξ)
−1 is bounded by a universal constant, then inequality (37) yields the following

prediction error rate:

‖f̂ − f∗‖2n . σ2k∗

[
r2
n +

log(q)

n

]
.

This rate matches the one established in [53] for the Group Lasso-based approach under an anal-

ogous (but somewhat stronger) assumption on φ(k∗, ξ)
−1.

Remark 7. Bound (36) yields the following error rate without imposing assumptions on the

design:

‖f̂ − f∗‖2n . σ2k∗

[
k2α
∗ r

2
n +

log(eq/k∗)

n

]
.

If k∗ . 1 or k2α
∗ r

2
n . log(eq/k∗)/n, then the above expression can be upper-bounded by

σ2k∗
[
r2
n +

log(eq/k∗)

n

]
.

Thus, f̂ achieves the corresponding minimax lower bound on the prediction error [50, 52, 53].

Remark 8. When q = k∗, the prediction error rate given by bound (36) is k
1+1/(2m+1)
∗ r2

n, which

improves over the corresponding k
1+3/(2m+1)
∗ r2

n rate9 derived in [33]. In particular, when m = 2,

the former rate is k
6/5
∗ n−4/5, while the latter is k

8/5
∗ n−4/5. The improvement in the rate is a

consequence of the more refined entropy bounds derived in our proofs.

Remark 9. In the special case of m = 2 and k∗ . 1, bound (36) yields the prediction error rate

of n−4/5 + log(q)/n, which matches the optimal univariate rate of n−4/5 when log(q) . n1/5.

Remark 10. If for some fixed ξ > 1 quantity ψ(2k∗, ξ)
−1 is bounded by a universal constant,

then a direct consequence of Theorem 4 is the following estimation error rate:

q∑
j=1

‖f̂j − f∗j ‖n . σk∗

[
rn +

√
log(q)

n

]
.

8To the best of our knowledge, the bounds in [53] are overall the strongest in the literature for the Group

Lasso-based approach, due to the relative weakness of the imposed conditions: see the discussion in Remark 12 of

[53].
9Theorem 1 in [33] treats the number of predictors (q = k∗) as fixed and omits it from the expression for the

error rate. However, an examination of the proof of their Theorem 1 and the entropy bound in their Lemma A.1,

which explicitly accounts for the number of predictors, reveals the effect of the dimension k∗.
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6 Experiments

We present experiments that shed light on the practical performance of our proposals compared

to the state of the art. In Section 6.1, we investigate the statistical properties of our algorithms

for the Group `0 problem. In Section 6.2, we present computation times of our MIP algorithm.

Section 6.3 investigates nonparametric sparse additive models.

6.1 Grouped variable selection

We consider both synthetic and real datasets in our experiments, as discussed below.

Synthetic data generation. The underlying model is y = Xβ∗ + ε, where β∗ ∈ Rp has q

groups, all with the same size. Once we generate X (see below), every column is standardized

to have unit `2-norm. The errors εi
iid∼ N(0, σ2), i = 1, . . . , n, are independent of X, and σ2 is

chosen to achieve a desired signal-to-noise ratio (SNR)10. We note that the SNR values in our

experiments are sufficiently high to make the true model support recovery possible.

Two different types of X are considered: (a) example=1: We first generate group represen-

tatives γ1, . . . ,γq ∼ MVNq(0,Σ), where, Σq×q = ((σij)), with σij = ρ|i−j|. Given a γg, the

covariates xj , j ∈ Gg are generated by adding independent Gaussian noise to a scalar multiple

of γg, to achieve pairwise correlation of 0.9 within the group. (b) example=2: Here we take

X ∼ MVNp(0,Σ), where σij = ρ, for all i 6= j, with σjj = 1 for all j.

To generate the true population regression coefficients, the k∗ nonzero groups are taken to

be equally spaced in {1, . . . , q}. All the nonzero entries of β∗ are drawn independently from a

standard Gaussian distribution.

Competing algorithms and tuning. In the experiments of this section, we focus on the Group

`0 problem defined in (1), and study the performance of our algorithms. We compare against

the following state-of-the-art grouped variable selection methods: Group Lasso (based on `2,1
regularization), Group MCP, and Group SCAD – these estimators are computed by using the

R package grpreg [14]. For synthetic data, we construct a separate validation set with a fixed

design. We tune the parameters of the different problems to minimize the prediction error on

the validation set. Specifically, for each of Group `0 and Group Lasso, we tune the regularization

parameter over a (one-dimensional) grid with 100 values. For MCP and SCAD, we tune the first

parameter λ over a grid with 100 values, and leave the second parameter γ to its default value in

grpreg.

Performance measures. Given an estimator β̂, we consider the following performance mea-

sures:

• True Positives (TP): The number of nonzero groups that are in both β̂ and β∗.

• False Positives (FP): The number of nonzero groups in β̂ but not in β∗

• Recovery F1 Score: The harmonic mean of precision and recall, i.e., F1 Score =

2PR/(P +R), where P = TP/(TP + FP) is precision and R = TP/k∗ is recall. We

note that an F1 Score of 1 implies perfect support recovery.

• Test MSE: This is defined as 1
n‖Xβ̂ −Xβ∗‖22.

10For a generative model of the form yi = µi + εi, we define SNR = Var(µ)/Var(ε).
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6.1.1 Statistical performance for varying number of observations

In this experiment, we study the effect of varying the number of observations n on the performance

of Group `0 and other state-of-the-art group regularizers (Group Lasso, MCP, and SCAD). We

obtain approximate estimators to the Group `0 problem using Algorithms 1 and 2 (with m = 1).

We generate 10 datasets having exponentially decaying correlation (i.e., under example=1) with

a correlation parameter ρ = 0.9, p = 5000, a group size of 4, number of nonzero groups k∗ = 25,

and SNR = 10. This setting is relatively difficult for recovery as each group is highly correlated

with a few others. We report the average performance measures over the 10 datasets in Figure 1.
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Figure 1: Performance measures for varying number of observations on a synthetic dataset with

highly correlated features. Alg. 1 and Alg. 2 are our proposed algorithms. Here, “Lasso” is a

shorthand for Group Lasso, we use the same convention for SCAD, MCP.

Figure 1 shows that Algorithm 2 notably outperforms the other methods in terms of variable

selection; it perfectly recovers the support for n ≈ 2000. Group MCP and SCAD require roughly

4500 observations to recover the true support, whereas Group Lasso does not recover the support

even when n = p. Moreover, Algorithms 1 and 2 attain the smallest support sizes for any n,

whereas the other methods require much larger supports, especially for small n. Algorithm 2

has the lowest test MSE for all n. The MSE of MCP matches that of Algorithm 2 in most of

the cases, while the other methods lag behind. We also note that there is a gap between the

MSE of Algorithms 1 and 2. This difference is likely due to Algorithm 2 doing a better job in

optimization.

6.1.2 Statistical performance on high-dimensional instances

We compare the performance of the different methods under two high-dimensional settings. In

both settings, we generate data with constant correlation (i.e., under example=2) and SNR = 10.

Below is a description of the settings:

• Setting 1: ρ = 0.9, n = 1000, p = 100, 000, k = 10, and a group size of 10.

• Setting 2: ρ = 0.3, n = 1000, p = 100, 000, k = 20, and a group size of 4.

For each setting, we generate 10 random training and validation datasets, on which we train and

tune the algorithms. To ensure a fair comparison in terms of running time, we solve the Group
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`0 problem approximately using Algorithm 2 (with m = 1), which typically has the same order

of running time (seconds in this case) as the other group selection methods considered here. We

report the averaged results for Settings 1 and 2 in Table 1.

Table 1: Performance measures for Setting 1 (top panel) and Setting 2 (bottom panel). Means

are reported along with their standard errors.

S
et

ti
n

g
1

Algorithm ‖β̂‖0 TP FP MSE ‖β̂ − β∗‖∞
Group `0 98.0 (2.5) 9.7 (0.2) 0.1 (0.1) 7.8 (1.7) 0.8 (0.1)

Group Lasso 2108 (222.6) 10.0 (0.0) 200.8 (22.3) 19.8 (3.4) 1.4 (0.12)

Group MCP 294 (44.3) 10.0 (0.0) 19.4 (4.4) 11.7 (3.2) 0.95 (0.17)

Group SCAD 637 (98.6) 10.0 (0.0) 53.7 (9.9) 18.4 (5.4) 1.2 (0.22)

S
et

ti
n

g
2 Group `0 79.2 (1.3) 19.6 (0.2) 0.2 (0.1) 0.97 (0.08) 0.35 (0.03)

Group Lasso 1139.2 (63.3) 19.9 (0.1) 264.9 (15.7) 4.42 (0.29) 0.67 (0.03)

Group MCP 146.0 (15.6) 19.8 (0.1) 16.7 (3.9) 1.07 (0.07) 0.38 (0.03)

Group SCAD 300.0 (36.3) 20.0 (0.0) 55.0 (9.1) 1.26 (0.10) 0.45 (0.05)

Under both settings, Group `0 selects significantly smaller support sizes and false positives

than other methods, and is more consistent across the replications (as evidenced by the small

standard error). For example, in Table 1 (top), Group `0 has a support size which is roughly

20 times smaller than the one for the Lasso and 3 times smaller than one for MCP. For few of

the instances, one true positive is missed in Group `0, but the difference with the other methods

is marginal. In terms of MSE and the estimation error (i.e., ‖β − β∗‖∞), Group `0 appears to

outperform the other methods, with the differences being most pronounced in the high correlation

setting of Table 1 (top). This aligns with the results in Figure 1, where we saw that Group `0 leads

to important improvements when features are highly correlated and n is small.

6.1.3 Real data

We study the performance of the different methods on the Amazon Reviews dataset [24]. After

preprocessing, the dataset consists of 3482 predictors divided into 100 groups. We use 3500 and

2368 observations for training and testing, respectively. Additional details on the dataset and

preprocessing are discussed in the Supplement D. On this dataset, we fit regularization paths for

Group `0, Lasso, and SCAD11. For Group `0, we use an additional ridge regularization term12

and consider λ2 ∈ {0.5, 1, 2}. In Figure 2, we plot the test MSE at different sparsity levels. The

results indicate that the lowest MSE is roughly the same for Group `0 (λ2 = 1), Lasso, and SCAD;

with Group `0 having a clear advantage in terms of the support size. Specifically, Group `0 with

λ2 = 1 attains the lowest MSE at 5 groups whereas Group Lasso and SCAD require around 60

groups to achieve a similar MSE performance.

In the Supplement C.1, we report results on another real dataset; and our conclusions are

qualitatively similar to the example in Figure 2.

11We also tried group MCP, but the solver faced numerical problems—hence, their results are not reported.
12This is found to be useful here due to high feature correlations within a group.
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Figure 2: Test MSE on the Amazon Reviews dataset (n = 3500, p = 3368, and q = 100). For

Group `0, we consider additional ridge regularization and vary the corresponding regularization

parameter λ2 ∈ {0.5, 1, 2}.

6.2 MIP-based global optimality certificates: Timing comparisons

Here, we compare the running time of our BnB solver with Gurobi for obtaining globally optimal

solutions (we note that Algorithms 1, 2 presented earlier are approximate algorithms.) We

generate synthetic data under example=2, and we study the effect of the number of predictors p

on the running time. Specifically, we vary p ∈ {103, 104, 105, 106, 5× 106} and fix the other data

generation parameters as follows: group size of 10, n = 103, ρ = 0.1, k∗ = 5, SNR = 10, and set

all nonzero coefficients in β∗ to 1. We solve the MIP in (26) to optimality, for two cases: (i) with

ridge regularization (λ2 > 0) and (ii) without ridge regularization (λ2 = 0). In both cases, we

fix λ1 = 0. For case (i), we choose (λ0, λ2) so that the solution obtained has k∗ nonzero groups

and minimizes the `2 estimation error. More formally, for a fixed choice of (λ0, λ2), let θ(λ0, λ2)

denote a solution of (26). Then, we choose the parameters of case (ii) as follows:

(λ∗0, λ
∗
2) ∈ arg min

(λ0,λ2)
‖θ(λ0, λ2)− β∗‖2 s.t. G(θ(λ0, λ2)) = k∗.

We estimate (λ∗0, λ
∗
2) by running Algorithm 2 on a two-dimensional grid with λ0 ∈ {103, 2 ×

103, . . . , 104} and λ2 ∈ {10−5, 10−4, . . . , 105}. For case (ii), we choose λ0 so that the corresponding

solution has k∗ nonzero groups. Let S∗ be the support of the true solution β∗, and let β̂ be the

solution obtained by solving minβ `(β) s.t. β(S∗)c = 0. Then, in both cases, we set Mu to

maxg∈[q] ‖β̂g‖2. For the two solvers, we set the optimality gap13 to 1% and use a warm start

obtained from Algorithm 2. The running times were measured on a cluster with CentOS 7. Each

job (i.e., a single run of a solver over one dataset) was allocated 4 cores of an Intel Xeon Gold

6130 CPU @ 2.10GHz processor and up to 120 GB of RAM. For each job, we set a time limit of

24 hours.

In Table 2, we report the running time (in seconds) for cases (i) and (ii). In both cases, the

results indicate that our BnB can solve instances with p = 5 × 106 in the order of minutes to

hours, whereas Gurobi cannot solve the problem beyond p = 103 within the 24-hour time limit.

Specifically, for p ≥ 104, Gurobi’s optimality gap is 100%. The reason behind this large gap is

13Given an upper bound UB and a lower bound LB, the optimality gap is defined as (UB-LB)/UB.

27



Table 2: Running time in seconds for solving Problem (26) to optimality. A dash (-) indicates

that Gurobi cannot solve the problem in 24 hours and has an optimality gap of 100% upon

termination.

p
Case (i): λ2 = λ∗2 Case (ii): λ2 = 0

Ours Gurobi Ours Gurobi

103 96 24223 373 8737

104 199 - 466 -

105 231 - 1136 -

106 386 - 1628 -

5× 106 1922 - 11627 -

that Gurobi cannot solve the root relaxation in the 24-hour time limit, so the best lower bound

upon termination is 0. The running times for our BnB solver in case (i) are lower than case

(ii), and this can be attributed the perspective reformulation which exploits the presence of the

ridge regularizer to speed up computation. It is also worth mentioning that our implementation

of BnB is a prototype that does not exploit parallelism (commercial solvers like Gurobi exploit

parallelism). Parallelizing our BnB implementation is expected to make it faster, especially on

difficult instances where the search tree is large. In the Supplement C.2, we report the running

times of our BnB and Gurobi for different choices of Mu.

6.3 Nonparametric Additive Models

We study an expanded version of the popular Boston Housing dataset14 as an application of our

MIP framework to `0-sparse additive modeling. The dataset consists of 13 covariates. To get

a better idea about the performance in the presence of irrelevant covariates, we augmented the

data with 50 irrelevant covariates. Specifically, we selected 5 covariates uniformly at random. For

each selected covariate, we randomly permuted the entries of the covariate vector and augmented

the data with the permuted vector—we repeated this step 10 times. This led to 63 covariates in

total. We randomly sampled 406 observations for training and 50 observations for validation, and

we standardized the response and the covariates. We predict house price using the 63 covariates.

We compare the performance of sparse additive models based on Group `0 and Group Lasso.

In both approaches, we used B-splines of degree 3 for the basis functions, with 10 knots equi-

spaced in the covariates. For the Group `0-based approach, we used formulation (6) and tuned λ

over a grid of 100 values between 10−5 and 10−2 (equi-spaced on a logarithmic scale). We obtained

the Group Lasso-based approach by relaxing all the binary variables in the MIP formulation of

(6) to the interval [0, 1], and we tuned λ over a grid of 100 values ranging from 10−4 to 1 (equi-

spaced on a logarithmic scale). In Figure 3, we plot the test MSE versus the number of nonzeros,

for each of the two models. The results indicate that the Group `0-based approach achieves the

minimum test MSE at 7 nonzeros, whereas the Group Lasso-based method achieves its minimum

MSE at around 60 nonzeros (without matching the performance of Group L0).

14The dataset was downloaded from https://archive.ics.uci.edu/ml/datasets/Housing.
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Figure 3: Test MSE versus the number of nonzeros on the Boston Housing dataset (with additional

noisy covariates).
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A Convex Relaxation of Problem (7)

Consider Problem (7) and suppose that the solution to this problem is bounded. Moreover, we

assume that the `2-norms of every group fj satisfies: ‖fj‖2 ≤ Mu. Then it follows that the

problem is equivalent to:

min ‖y −
q∑
j=1

fj‖22 + λ0

∑
j∈[q]

zj + λ

q∑
j=1

‖fj‖Cj s.t. ‖fj‖2 ≤Muzj , zj ∈ {0, 1}, j ∈ [q]. (A.1)

Relaxing the zj ’s in the above to [0, 1], leads to the following formulation:

min ‖y −
q∑
j=1

fj‖22 + λ

q∑
j=1

‖fj‖Cj + λ1

q∑
j=1

‖fj‖2 s.t. ‖fj‖2 ≤Mu (A.2)

where λ1 := λ0
Mu

. Next, we (i) drop the constraints in the above, and (ii) rewrite the resulting

problem as follows:

Γ1 := min ‖y −
q∑
j=1

fj‖22 + λ(

q∑
j=1

‖fj‖Cj +
λ1

λ

q∑
j=1

‖fj‖2). (A.3)

33



Note that (A.3) is a relaxation of (A.1) (and consequently of (7)). Now, using the fact that

(‖fj‖Cj +
λ1

λ
‖fj‖2)/

√
2 ≤

√
‖fj‖2Cj +

(
λ1

λ

)2

‖fj‖22,

it follows that the following

Γ2 := min ‖y −
q∑
j=1

fj‖22 +
√

2λ

q∑
j=1

√‖fj‖2Cj +

(
λ1

λ

)2

‖fj‖22

 , (A.4)

is an upper bound to Problem (A.3) (with the tuning parameters kept fixed). Note that Prob-

lem (A.4) is indeed the penalty considered in [39], with the choice of Pen(fj) =
√
‖fj‖2Cj + λ′‖fj‖22,

where λ′ is appropriately chosen to match (A.4).

We note that the penalty chosen in formulation (A.3) is similar to the penalty considered

in [50], wherein the authors consider an RKHS framework with penalization:

λ

q∑
j=1

√
β′jK

jβj + λ′
q∑
j=1

‖Kjβj‖2,

where Kj indicates the kernel basis matrix for the jth coordinate.

B Proofs

B.1 Proof of Theorem 1

The following lemma shows that there is a sufficient decrease in the objective after every group

update in Algorithm 1. The result of this lemma will be used in the proof of Theorem 1.

Lemma 1. (Sufficient Decrease) The sequence of iterates {θl} in Algorithm 1 satisfies the fol-

lowing for every l and g = 1 + (l mod q):

h(θl)− h(θl+1) ≥ L̂g − Lg
2

‖θlg − θl+1
g ‖22. (B.5)

Proof of Lemma 1. Fix some l ≥ 0 and let g = 1 + (l mod q). Applying (11) to (θl+1,θl)

and adding Ω(θl+1) to both sides, we get:

h(θl+1) ≤ `(θl) + 〈∇θg`(θl), θl+1
g − θlg〉+

Lg
2
‖θl+1

g − θlg‖22 + Ω(θl+1). (B.6)

By rewriting the term
Lg
2 ‖θ

l+1
g − θlg‖22 in the above as

Lg−L̂g
2 ‖θl+1

g − θlg‖22 +
L̂g
2 ‖θ

l+1
g − θlg‖22 and

regrouping terms, we get:

h(θl+1) ≤ g̃(θl+1;θl) +
Lg − L̂g

2
‖θl+1

g − θlg‖22. (B.7)

But g̃(θl+1;θl) ≤ g̃(θl;θl) (by the definition of θl+1 in (13)). Moreover, g̃(θl;θl) = h(θl), which

implies g̃(θl+1;θl) ≤ h(θl). Using the latter bound in (B.7), we arrive to the result of the lemma.

Proof of the theorem. In the rest of this proof, we utilize the following definition: E(θS) :=

`(θS) + λ1
∑

g∈S ‖θg‖2.
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• Part 1. We will show that the event Supp(θl) 6= Supp(θl+1) cannot happen infinitely often.

Suppose that Supp(θl) 6= Supp(θl+1) holds for some l. Then, either one of the following

cases must hold for g = 1 + (l mod q): (I) θlg = 0 6= θl+1
g or (II) θlg 6= 0 = θl+1

g . Next, we

will consider Case (I). Since θl+1
g 6= 0, then from the definition of the thresholding operator

in (14), we have ‖θl+1‖2 >
√

2λ0
L̂g

. Plugging the latter inequality into Lemma 1, we get:

h(θl)− h(θl+1) ≥ L̂g − Lg
L̂g

λ0. (B.8)

The same result in (B.8) applies for Case (II) as well. Thus, whenever the support changes,

the objective improves by a positive constant (defined in the r.h.s of (B.8)), which combined

with the fact that h(θ) ≥ 0, implies that the support cannot change infinitely often.

• Part 2. First, we will show that the function E(θS) is strongly convex. This trivially holds

under Assumption 1(a). Next, we will assume that only Assumption 1(b) is satisfied. In

this case, we have h(θ0) ≤ h(θ̂) (where θ̂ is defined in Assumption 1(b)). Since Algorithm

1 is a descent algorithm, we have h(θl) ≤ h(θ̂) for all l ≥ 0. Thus, E(θl) + λ0G(θl) ≤
E(θ̂)+λ0G(θ̂), which combined with the fact that E(θl) ≥ E(θ̂), implies that G(θl) ≤ G(θ̂)

for all l. Thus, by the definition of k in the assumption, we have ‖θl‖0 ≤ k for all l. But

since every k columns in W are linearly independent, we conclude that E(θS) is strongly

convex.

After the support stabilizes (by Part 1), Algorithm 1 becomes equivalent to minimizing the

strongly convex function E(θS) using cyclic CD. By standard results on CD (e.g., see [6]),

this is guaranteed to converge to a stationary solution θ∗ of E(θS). This establishes (15).

Finally, we will show that (16) and (17) hold. By the definition of the thresholding operator

in (14), we have

‖θlg‖2 >
√

2λ0

L̂g
, ∀g ∈ S. (B.9)

Taking the limit as l→∞, we arrive to (16). Similarly, we have

‖∇θg`(θl)‖2 ≤
√

2λ0L̂g + λ1, ∀g ∈ Sc. (B.10)

Taking the limit l→∞ leads to (17).

• Part 3. After support stabilization, Algorithm 1 is equivalent to performing cyclic CD

to minimize the function E(θS). Moreover, every iterate of the algorithm after support

stabilization, i.e., θlS for l ≥ K, belongs to the set D := {θS | ‖θS‖2 ≥
√

2λ0
L̂g
} (this

follows from (14)). Note that ∇θSE(θS) is group-wise Lipschitz continuous over D, i.e., the

following holds for every g ∈ [q]:

‖∇θSE(θ1
S)−∇θSE(θ2

S)‖2 ≤ L̃g‖θ1
S − θ2

S‖2, ∀θ1
S ,θ

2
S ∈ D s.t. θ1

i = θ2
i ∀i 6= g

where L̃g = L̂g+2λ1. Similarly, ∇θSE(θS) has a (global) Lipschitz constant of LS +2|S|λ1,

over D.
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Lemma 3.3 of [4] bounds the objective values of cyclic CD after one full cycle. Their result

holds for continuously differentiable functions whose gradient is Lipschitz over Rn. Our

function’s gradient is Lipschitz over D, but we note that [4]’s result can be easily extended

to D, leading to the following bound:

E(θlqS )− E(θ
(l+1)q
S ) ≥ 1

2η
‖∇θSE(θlqS )‖22, ∀ l ≥ K, (B.11)

where η is defined in the statement of the theorem. In part 2, we have shown that E(θS)

is strongly convex. Thus, the following holds:

E(αS) ≥ E(θS) + 〈∇E(θS),αS − θS〉+
σS
2
‖αS − θS‖22, ∀αS ,θS . (B.12)

Minimizing both sides in (B.12) w.r.t. αS and rearranging terms, we get

E(θS)− E(θ∗S) ≤ 1

2σS
‖∇θSE(θS)‖22, ∀θS . (B.13)

Inequalities (B.11) and (B.13) lead to:

(E(θlqS )− E(θ∗S))− (E(θ
(l+1)q
S )− E(θ∗S)) ≥ 1

2η
‖∇θSE(θlqS )‖22 (B.14)

≥ σS
η

(E(θlqS )− E(θ∗S)). (B.15)

Rearranging the terms in the above yields:

E(θ(l+1)q)− E(θ∗) ≤

(
1− σS

η

)(
E(θlq)− E(θ∗)

)
. (B.16)

Finally, we note that the function E in the above can be replaced by h (because of support

stabilization), which establishes part 3.

B.2 Proof of Theorem 2

By Theorem 1, the support of the iterates in Algorithm 1 stabilizes, say on a support S, and

converges to a solution of minθ,Supp(θ)=S h(θ). The latter observation along with the fact that Step

2 of Algorithm 2 ensures strict descent, imply that the sequence of solutions θt in Algorithm 2

must have distinct supports. Therefore, the algorithm terminates in a finite number of iterations.

Note that θ† is the output of Algorithm 1 so it must satisfy the characterization given in part 2

of Theorem 1. Moreover, the search in Step 2 must fail at θ†, and thus (21) holds.

B.3 Proof of Proposition 2

Let F1(θ, z) and F2(θ, z, s) be the objective functions in (25) and (26), respectively. Note that

by definition, v2 = F2(θ∗, z∗, s∗). Since (θ∗, z∗) is feasible for the problem corresponding to v1,

we have:

v2 − v1 ≥ F2(θ∗, z∗, s∗)− F1(θ∗, z∗) (B.17)

Since (θ∗, z∗, s∗) is optimal for the problem of v2, it must satisfy s∗g = 0 if z∗g = 0 and s∗g =
‖θ∗g‖22
z∗g

otherwise (because this is the smallest value of sg, which satisfies (26c)). Plugging s∗g into the

term F2(θ∗, z∗, s∗) in (B.17) and simplifying, leads to the result of the proposition.
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B.4 Proof of Proposition 3

The root relaxation of (26) can be written as:

min
θ

{
˜̀(θ) + λ1

q∑
g=1

‖θg‖2 +

q∑
g=1

min
zg ,sg

(λ0zg + λ2sg)

}
(B.18)

s.t. ‖θg‖2 ≤Muzg, g ∈ [q] (B.19)

sgzg ≥ ‖θg‖22, g ∈ [q] (B.20)

zg ∈ [0, 1] , sg ≥ 0, g ∈ [q] (B.21)

Define

ω(θg;λ,Mu) = min
zg ,sg

(λ0zg + λ2sg) s.t. (B.19), (B.20), (B.21). (B.22)

Note that the above optimization problem appears inside the second summation of (B.18). Next,

we will derive a closed form expression for (B.22). Let (θg, zg, sg) be some feasible solution.

Then, the solution (θg, ẑg, sg), where ẑg = max{‖θg‖
2
2

sg
,
‖θg‖2
Mu
}, has an objective value which is less

than or equal to that of (θg, zg, sg) (since ẑg is the smallest possible choice of zg which satisfies

all the constraints)—if θg = 0 and sg = 0, we assume that
‖θg‖22
sg

= 0, which leads to ẑg = 0.

Thus, replacing constraints (B.19) and (B.20) with the constraint z = max{‖θg‖
2
2

sg
,
‖θg‖2
Mu
} does not

change the optimal objective of the problem. This replacement leads to the following equivalent

problem:

ω(θg;λ,Mu) = min
zg ,sg

(λ0zg + λ2sg) s.t. zg = max
{‖θg‖22

sg
,
‖θg‖2
Mu

}
, zg ∈ [0, 1], sg ≥ 0. (B.23)

In the above, we can eliminate zg by plugging its expression into the the objective and the

constraint zg ∈ [0, 1], which leads to the following equivalent formulation:

ω(θg;λ,Mu) = min
sg

max

{
λ0‖θg‖22
sg

+ λ2sg︸ ︷︷ ︸
Term 1

,
λ0‖θg‖2
Mu

+ λ2sg︸ ︷︷ ︸
Term 2

}
s.t. sg ≥ ‖θg‖22, ‖θg‖2 ≤Mu.

(B.24)

Suppose that Term 1 in (B.24) attains the maximum. This holds iff Term 1 ≥ Term 2, which

simplifies to: sg ≤ Mu‖θg‖2. Term 1 is convex in sg, so the solution of (B.24) (obtained via

solving the first order optimality condition, assuming sg ≤Mu‖θg‖2) is given s∗g =
√
λ0/λ2‖θg‖2

if ‖θg‖2 ≤
√
λ0/λ2 ≤ M , and s∗g = ‖θg‖22 if

√
λ0/λ2 ≤ ‖θg‖2 ≤ M . Plugging s∗g into (B.24),

leads to ω(θg;λ,Mu) = 2λ0H(
√
λ2/λ0‖θg‖2), for

√
λ0/λ2 ≤ ‖θg‖2 ≤Mu.

Now suppose Term 2 attains the maximum in (B.24). There are two lower bounds on sg
in this case: sg ≥ Mu‖θg‖2 (from Term 1 ≤ Term 2) and sg ≥ ‖θg‖22 (from the feasible set in

(B.24)). Since ‖θg‖2 ≤ Mu, we have Mu‖θg‖2 ≥ ‖θg‖22, which implies that sg ≥ Mu‖θg‖2 is

the only lower bound needed. Thus, we can simplify (B.24) to:

ω(θg;λ,Mu) = min
sg

λ0‖θg‖2
Mu

+ λ2sg s.t. sg ≥Mu‖θg‖2, ‖θg‖2 ≤Mu.
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The optimal solution of the above is given by s∗g =Mu‖θg‖2, and this holds for
√
λ0/λ2 ≥Mu.

Plugging s∗g into (B.24) leads to ω(θg;λ,Mu) = (λ0/Mu + λ2Mu)‖θg‖2, for
√
λ0/λ2 ≥ Mu.

Finally, we replace the inner minimization in (B.18) by the closed form expression of ω(θg;λ,Mu),

which leads to the result of the proposition.

B.5 Proof of Proposition 4

Because κk,c ≥ κk,1 for c ≥ 1, it is sufficient to derive the stated inequality for c = 1.

Consider an arbitrary β satisfying β 6= 0 and G(β) ≤ 2k. We let J0 ⊆ [q] index the k

largest values in the set {‖βg‖2,1}g∈[q], noting that |J0| = k and ‖βJc0‖2,1 ≤ ‖βJ0‖2,1. The stated

inequality follows from an observation that

√
2k‖Xβ‖2√
n‖β‖2,1

≥
√

2k‖Xβ‖2
2
√
n‖βJ0‖2,1

≥
κk,1√

2
.

B.6 Proof of Theorem 3

Optimality of β̂ and feasibility of β∗ imply ‖y −Xβ̂‖22 ≤ ‖y −Xβ∗‖22, which leads to

‖X(β̂ − β∗)‖22 ≤ 2ε>X(β̂ − β∗). (B.25)

We will derive a bound for the right hand side of inequality (B.25).

First, consider a fixed subset J ⊆ [q] such that |J | = 2k. We define IJ = ∪g∈JGg and

s = Tk, noting that |IJ | = 2s. We choose an orthonormal basis Φ = [φ1, ...,φ2s], such that the

corresponding linear space contains the one spanned by features {xj}j∈IJ . Then, ‖Φ>ε‖22/σ2 has

chi-square distribution with 2s degrees of freedom, and

ε>Xθ ≤ ‖Φ>ε‖2‖Xθ‖2,

for all θ ∈ Rp with supp(θ) ⊆ IJ . Applying a chi-square tail bound (for example, the one in

Section 8.3.2 of [15]), we derive that |Φ>ε|2 . σ2s(1 +a) with probability at least 1− exp(−2sa).

Consequently, with probability at least 1 − exp(−2sa), inequality

εTXθ .
[
σ2s(1 + a)

]1/2
‖Xθ‖2 (B.26)

holds uniformly for all θ ∈ Rp with supp(θ) ⊆ IJ .

We now extend this bound to all subsets J ⊆ [q] that have size 2k. Note that the number

of such subsets is bounded by (qe/2k)2k. Applying the union bound, we deduce that inequal-

ity (B.26) holds uniformly over both such J and θ with probability at least 1 − exp(−2sa +

2k log(qe/2k)). We note that G(β̂ − β∗) ≤ 2k and take a = T−1 log(eq/2k) + [2s]−1 log(1/δ0). It

follows that

εTX(β̂ − β∗) .
[
σ2k[T + log(eq/k)] + σ2 log(1/δ0)

]1/2
‖X(β̂ − β∗)‖2,

with probability at least 1 − δ0. We complete the proof by combining the above bound with

inequality (B.25).
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B.7 Proof of Corollary 2

We let c0 be the universal constant from the error bound in Theorem 3 and define

W = ‖Xβ̂ −Xβ∗‖22 − c0σ
2k
[
T + log(q/k)

]
.

By Theorem 3 we have W ≤ c0σ
2 log(1/δ0) with probability at least 1 − δ0. Hence,

P
(
W > w

)
≤ e−w/[c0σ2],

for every non-negative w. Consequently,

EW ≤
∫ ∞

0
P
(
W > w

)
dw ≤

∫ ∞
0

e−w/[c0σ
2]dw ≤ c0σ

2.

Thus, by the definition of W , we have

E‖Xβ̂ −Xβ∗‖22 ≤ c0σ
2k
[
T + log(q/k)

]
+ c0σ

2.

B.8 Proof of Proposition 5

Consider an arbitrary f ∈ A2k,ξ. Let J0 be the index set corresponding to the k components fj
with the largest ‖ · ‖n norm. Write rn for n−m/(2m+1). Note that

rnPeng(f) ≤ (ξ/2− 1/2)
∑q

j=1
‖fj‖n ≤ (ξ − 1)

∑
j∈J0

‖fj‖n,

and hence ∑
j /∈J0

‖fj‖n + rnPengr(f) ≤ ξ
∑
j∈J0

‖fj‖n.

Consequently, f ∈ B(J0, ξ). To complete the proof, we note that

√
2k‖f‖n∑q
j=1 ‖fj‖n

≥
√

2k‖f‖n
2
∑

j∈J0 ‖fj‖n
≥ φ(k, ξ)/

√
2.

B.9 Proof of Theorem 4

By analogy with the ‖ · ‖n notation, we define (ε,v)n = (1/n)
∑n

i=1 εivi, for each v ∈ Rn. The

global optimality of f̂ , together with the feasibility of f∗, implies the following inequality:

‖f̂ − f∗‖2n + λnPengr(f̂) ≤ 2(ε, f̂ − f∗)n + λnPengr(f
∗). (B.27)

To control the term (ε, f̂ − f∗)n we need the following result, which is proved in Section B.10.
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Lemma 2. Let Fs = {f : f ∈ Cgr, G(f) ≤ s}. Then, with probability at least 1− ε, inequality

(ε/σ, f)n .
[
s1/2+γ/(2m)rn +

√
s log(eq/s)

n
+

√
log(1/ε)

n

]
‖f‖n

+
[
s1/2−γ(2m−1)/(2m)r2

n + s−γrn

√
s log(eq/s)

n
+ s−γrn

√
log(1/ε)

n

]
Pengr(f)

holds uniformly over f ∈ Fs.

We now prove inequalities (36) and (37) in the statement of Theorem 4.

Proof of inequality (36). Note that G(f̂ −f∗) ≤ 2k. Applying Lemma (2) with f = f̂ −f∗,
s = 2k and ε = (k/q)k, we conclude that, with probability at least 1 − (k/q)k,

(ε/σ, f̂ − f∗)n ≤ c̃1k
1/2
[
kγ/(2m)rn +

√
log(eq/k)

n

]
‖f̂ − f∗‖n

+(c1/4)
[
k1/2−γ(2m−1)/(2m)r2

n + k1/2−γrn

√
log(eq/k)

n

]
Pengr(f̂ − f∗)(B.28)

for some universal constants c̃1 and c1.

For the remainder of the proof we restrict our attention to the random event on which (B.28)

holds. We will establish a general prediction error bound, from which inequality (36) will follow

by setting γ = m/(2m+ 1). We let

τn := 2c̃1σk
1/2
[
kγ/(2m)rn +

√
log(eq/k)

n

]
and

λn ≥ c1σ
[
k1/2−γ(2m−1)/(2m)r2

n + k1/2−γrn

√
log(eq/k)

n

]
,

noting that when γ = m/(2m + 1), the last inequality matches the corresponding lower-bound

on λn in the statement of Theorem 4. Multiplying inequality (B.27) by two and then apply-

ing (B.28) with f = f̂ − f∗, we derive

2‖f̂ − f∗‖2n + λnPengr(f̂) ≤ 2τn‖f̂ − f∗‖n + 3λnPengr(f
∗)

≤ ‖f̂ − f∗‖2n + τ2
n + 3λnPengr(f

∗).

Consequently,

‖f̂ − f∗‖2n . σ2k
[
kγ/mrn +

log(eq/k)

n

]
+ λnPengr(f

∗).

Inequality (36) then follows from the above bound by letting γ = m/(2m+ 1). We note that this

choice of γ optimizes the prediction error rate in the setting where Pengr(f
∗) � σk, however, the

rate can be improved when Pengr(f
∗) and σk have different orders of magnitude.

Proof of inequality (37). Applying Lemma (2) with s = 1 and ε = 1/q, we deduce that

with probability at least 1 − 1/q, inequality

(ε/σ, fj)n .
[
rn +

√
log(q)

n

][
‖fj‖n + rnPen(fj)

]
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holds uniformly over f ∈ Cgr and j ∈ [q]. The above bound implies that there exists a universal

constant c0, such that

(ε/σ, f)n =

q∑
j=1

(ε/σ, fj)n ≤ c0

[
rn +

√
log(q)

n

][ q∑
j=1

‖fj‖n + rnPengr(f)
]
.

Letting f = f̂ − f∗, we conclude that

(ε/σ, f̂ − f∗)n ≤ c0

[
rn +

√
log(q)

n

][ q∑
j=1

‖f̂j − f∗j ‖n + rnPengr(f̂ − f∗)
]

(B.29)

with probability at least 1 − 1/q.

For the remainder of the proof we restrict our attention to the random event on which (B.29)

holds. We define µn = 4c0σ
[
rn +

√
log(q)/n

]
and let λn ≥ 4µnrnξ/(ξ − 1). Applying inequal-

ity (B.29), we rewrite inequality (B.27) as follows:

2‖f̂ − f∗‖2n + λnPengr(f̂ − f∗) ≤ µn
q∑
j=1

‖f̂j − f∗j ‖n + 3λnPengr(f
∗). (B.30)

We now consider two possible cases.

Case i): µn
∑q

j=1 ‖f̂j − f∗j ‖n ≥ 3λnPengr(f
∗). It follows that

2‖f̂ − f∗‖2n + λnPengr(f̂ − f∗) ≤ 2µn

q∑
j=1

‖f̂j − f∗j ‖n, (B.31)

and, consequently, 2rnPengr(f̂ − f∗) ≤ 4(µnrn/λn)
∑q

j=1 ‖f̂j − f∗j ‖n ≤ (ξ − 1)
∑q

j=1 ‖f̂j − f∗j ‖n.

Taking into account inequality G(f̂ − f∗) ≤ 2k and Definition 2, we then derive∑
j≤q
‖f̂j − f∗j ‖n ≤ [2k]1/2[ψ(2k, ξ)]−1‖f̂ − f∗‖n. (B.32)

Combining this bound with inequality (B.31), we colclude

‖f̂ − f∗‖2n ≤ µn[2k]1/2[ψ(2k, ξ)]−1‖f̂ − f∗‖n,

which implies the stated prediction error bound.

Case ii): µn
∑q

j=1 ‖f̂j − f∗j ‖n < 3λnPengr(f
∗). Going back to inequality (B.30), we derive

2‖f̂ − f∗‖2n + λnPengr(f̂ − f∗) ≤ 6λnPengr(f
∗),

which implies the stated prediction error bound.

B.10 Proof of Lemma 2

Given J ⊆ [q], we define a functional class F(J) = {f : f(x) =
∑

j∈J fj(xj), fj ∈ C}. We will

need the following result, which is proved in Section B.11.
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Lemma 3. Let J ⊆ [q]. Then, with probability at least 1− e−t, inequality

(ε/σ, f)n .
[
|J |1/2+γ/(2m)rn +

√
t/n
]
‖f‖n +

[
|J |1/2−γ(2m−1)/(2m)r2

n + |J |−γrn
√
t/n
]
Pengr(f)

holds uniformly over f ∈ F(J).

Let Ms denote the number of distinct subsets of [q] that have size s. We note that log(Ms) ≤
s log(eq/s) and, thus, Mse

−t ≤ es log(eq/s)−t. Applying Lemma 3 together with the union bound,

we derive that, with probability at least 1 − es log(eq/s)−t, inequality

(ε/σ, f)n .
[
s1/2+γ/(2m)rn +

√
t/n
]
‖f‖n +

[
s1/2−γ(2m−1)/(2m)r2

n + s−γrn
√
t/n
]
Pengr(f)

holds uniformly over f ∈ Fs. We complete the proof by noting that for t = s log(eq/s) + log(1/ε)

the above inequality becomes

(ε/σ, f)n .
[
s1/2+γ/(2m)rn +

√
s log(eq/s)

n
+

√
log(1/ε)

n

]
‖f‖n

+
[
s1/2−γ(2m−1)/(2m)r2

n + s−γrn

√
s log(eq/s)

n
+ s−γrn

√
log(1/ε)

n

]
Pengr(f),

and the corresponding lower-bound on the probability simplifies to 1 − ε.

B.11 Proof of Lemma 3

Given a positive constant δ and a metric space H endowed with the norm ‖·‖, we use the standard

notation and write H(δ,H, ‖ · ‖) for the δ-entropy of H with respect to ‖ · ‖. More specifically,

H(δ,H, ‖ · ‖) is the natural logarithm of the smallest number of balls with radius δ needed to

cover H.

With a slight abuse of notation, we extend the domain of ‖ · ‖n from vectors in Rn to real-

valued functions on [0, 1]q by letting ‖ · ‖n be the empirical L2-norm. Thus, given a function h,

we let ‖h‖n = [
∑n

i=1 h(xi)
2/n]1/2. This extension is consistent in the sense that ‖f‖n = ‖f‖n and

‖fj‖n = ‖fj‖n for f ∈ Cgr, j ∈ [q].

We let H(J) = {h : h ∈ F(J), ‖h‖n/(rn|J |−γ) + Pengr(h) ≤ 1}, noting that ‖h‖n ≤ rn|J |−γ
and Pengr(h) ≤ 1 for every h ∈ H(J). By Corollary 8.3 in [55] (cf. Lemma 12 in the supplementary

material for [53]),

sup
h∈H(J)

(ε/σ,h)n . n−1/2

∫ rn|J |−γ

0

√
H(u,H(J), ‖ · ‖n)du+ rn|J |−γ

√
t/n (B.33)

with probability at least 1 − e−t. To bound the entropy, we will use the following result, proved

in Section B.12.

Lemma 4. H(u,H(J), ‖ · ‖n) . |J |(1/u)1/m for u ∈ (0, 1).
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Noting that rn = n−m/(2m+1) and, thus, n−1/2 = r
(2m+1)/(2m)
n , we derive

n−1/2

∫ rn|J |−γ

0

√
H(u,H(J), ‖ · ‖n)du . n−1/2

∫ rn|J |−γ

0
|J |1/2u−1/(2m)du

. |J |1/2n−1/2
[
rn|J |−γ

](2m−1)/(2m)

= r(2m+1)/(2m)+(2m−1)/(2m)
n |J |1/2−γ(2m−1)/(2m)

= r2
n|J |1/2−γ(2m−1)/(2m).

Applying bound (B.33), we conclude that

sup
h∈H(J)

(ε/σ,h)n . r2
n|J |1/2−γ(2m−1)/(2m) + rn|J |−γ

√
t/n

with probability at least 1 − e−t. The statement of the lemma is then a consequence of the fact

that for every f ∈ F(J), function f/
[
‖f‖n/(rn|J |−γ) + Pengr(f)

]
falls in the class H(J).

B.12 Proof of Lemma 4

We will establish the stated entropy bound for a somewhat larger functional space H′J = {h :

h ∈ F(J), ‖h‖n + Pengr(h) ≤ 1}. We treat m as fixed, so that universal constants in inequalities

below are allowed to depend on m.

Consider an arbitrary g ∈ C. By the Sobolev embedding theorem [for example, 45, Theorem

3.13], we can write g as a sum of a polynomial of degree m − 1 and a function g̃ that satisfies

‖g̃‖L2 . Pen(g), where we note that Pen(g) = Pen(g̃). Applying Lemma 10.9 in [55], which

builds on the interpolation inequality of [1], we derive ‖g̃‖∞ . Pen(g̃). Thus, H′J ⊆ {p+ h̃ : p ∈
PJ , h̃ ∈ H̃J}, where

PJ = {p : p(x) = α0 +
∑
j∈J

m−1∑
l=1

αjlx
l
j , α0 ∈ R, αjl ∈ R ∀j, k, ‖p‖n ≤ 2}

H̃J = {h̃ : h̃ ∈ F(J), Pengr(h̃) ≤ 1, ‖h̃j‖∞ . Pen(h̃j) ∀j ∈ J}.

We are able to impose the bound ‖p‖n ≤ 2 in the definition of PJ , because if h = p+ h̃ for h ∈ H′J
and h̃ ∈ H̃J , then ‖p+ h̃‖n ≤ 1 and ‖h̃‖n ≤ Pengr(h̃) ≤ 1. Consequently,

H(u,H(J), ‖ · ‖n) ≤ H(u,H′J , ‖ · ‖n) ≤ H(u/2,PJ , ‖ · ‖n) +H(u/2, H̃J , ‖ · ‖∞), (B.34)

where we used the fact that the unit ball with respect to the ‖ · ‖∞-norm is contained within

the corresponding ball with respect to the ‖ · ‖n-norm. We note that PJ is a ball of radis 2,

with respect to the ‖ · ‖n-norm, in a linear functional space of dimension |J |(m− 1) + 1. Hence,

H(u/2,PJ , ‖ · ‖n) . |J | + |J | log(1/u) by, for example, Corollary 2.6 in [55]. Thus, the result of

Lemma 4 follows from B.34 if we also establish that H(δ, H̃J , ‖ · ‖∞) . |J |(1/δ)1/m for δ ∈ (0, 1).

It is only left to derive the stated bound on H(δ, H̃J , ‖ · ‖∞). Note that we can represent

functional class H̃J as follows:

H̃J =

h̃ : h̃(x) =
∑
j∈J

λjgj(xj),
∑
j∈J
|λj | ≤ 1 gj ∈ C, Pen(gj) ≤ 1, ‖gj‖∞ ≤ 1 ∀j ∈ J

 .
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Given functions h̃(x) =
∑

j∈J λjgj(xj) and h̃′(x) =
∑

j∈J λ
′
jg
′
j(xj) in H̃J , we have

‖h̃− h̃′‖∞ ≤ ‖
∑
j∈J

λjgj −
∑
j∈J

λjg
′
j‖∞ + ‖

∑
j∈J

λjg
′
j −

∑
j∈J

λ′jg
′
j‖∞

≤ max
j∈J
‖gj − g′j‖∞

∑
j∈J
|λj |+ max

j∈J
‖g′j‖∞

∑
j∈J
|λj − λ′j |

≤ max
j∈J
‖gj − g′j‖∞ +

∑
j∈J
|λj − λ′j |.

Consequently, if we let G = {g : g ∈ C, Pen(g) ≤ 1, ‖g‖∞ ≤ 1}, let ‖ · ‖1 denote the `1-norm and

let Bd
1 denote a unit `1-ball in Rd, then

H(δ, H̃J , ‖ · ‖∞) ≤ |J |H(δ/2,G, ‖ · ‖∞) +H(δ/2, B
|J |
1 , ‖ · ‖1).

By the results in [9], H(δ/2,Gj , ‖ · ‖∞) . (1/δ)1/m. By the standard bounds on the covering

numbers of a norm ball, H(δ/2, B
|J |
1 , ‖ · ‖1) . |J | + |J | log(1/δ). Thus, H(δ, H̃J , ‖ · ‖∞) .

|J |(1/δ)1/m for δ ∈ (0, 1).

C Additional Experimental Results

C.1 Performance on the Birthweight Dataset

We study the Birthweight dataset, taken from the R package grpreg. Here, we predict birth weight

using 7 grouped covariates. The dataset has 189 observations, which we randomly split into 75%

for training and 25% for testing. On this dataset, we fit regularization paths for Group `0 , Lasso,

and SCAD. For Group `0, we use an additional `2 regularization and consider λ2 ∈ {1, 2, 4}. In

Figure C.1, we plot the test MSE versus the sparsity level for the different methods. The results

show that the Group `0-based methods outperform Group Lasso and SCAD when the group size

is 2 or more.

Figure C.1: Test MSE on the Birthweight dataset. For Group `0, we consider additional ridge

regularization and vary the corresponding regularization parameter λ2 ∈ {1, 2, 4}. Group sizes 3

and 4 could not be attained using Group Lasso and SCAD.
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C.2 Additional Timing Comparisons

Here we consider the same setup as in the experiment of Section 6.2, and we report the running

times for additional values of Mu to demonstrate the sensitivity of the runtime to Mu. Let M∗

be the value of Mu used in Section 6.2—note that this is the smallest value of Mu. We express

our choices of Mu in terms of M∗. We report the results for cases (i) and (ii) in Tables C.1 and

C.2, respectively.

Table C.1: Running time in seconds for solving case (i), i.e., the MIP in (26) with λ2 = λ∗2, to

optimality. A dash (-) indicates that Gurobi cannot solve the problem in 24 hours and has an

optimality gap of 100% upon termination.

p
Mu = M∗ Mu = 1.5M∗ Mu =∞

Ours Gurobi Ours Gurobi Ours Gurobi

103 96 24223 186 12320 192 2399

104 199 - 245 - 333 -

105 231 - 404 - 421 -

106 386 - 1014 - 1250 -

5× 106 1922 - 3686 - 4036 -

Table C.2: Running time in seconds for solving case (ii), i.e., the MIP in (26) with λ2 = 0, to

optimality. A star or dash (-) indicates that the solver cannot solve the problem in 24 hours. For

star, the optimality gap (in percent) is shown in parenthesis, whereas the gap is 100% for dash.

p
Mu = M∗ Mu = 1.5M∗ Mu = 2M∗

Ours Gurobi Ours Gurobi Ours Gurobi

103 373 8737 913 10675 1010 13901

104 466 - 2813 - *(3.9) -

105 1136 - *(4.7) - *(20.7) -

106 1628 - *(5.1) - *(21.6) -

D Additional Details on the Datasets

D.1 Description of the Amazon Reviews Dataset

This dataset is a subset of the Amazon Grocery and Gourmet Food dataset [27]. To obtain X

and y, we follow the same steps described in [24], and we restrict X to the top 5500 words in the

corpus. Here X is a TF/IDF representation of the text reviews and y is a continuous variable

which measures review helpfulness. To obtain the groups, we run Latent Dirichlet Allocation

(LDA) [11] on the corpus using scikit-learn [48], where we set the number of groups to 100.

We then use the LDA solution to construct a collection of probability vectors {π(i)}100
i=1, each

corresponding to a topic. Here π
(i)
j refers to the probability of encountering word j in topic i.

We assign word j to the group with index arg maxi{π
(i)
j }100

i=1 (i.e., to the group that allocates j

the highest probability). For example, the top 5 words in group 1 are “coffee roast cup keurig

cups” so the topic is on coffee. Group 2 has “bpa worse cans dented claim”, which refers to
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problems with the packaging of the product. To obtain the training set, we sub-sample uniformly

at random from the corpus and remove any covariates with zero variance (after sub-sampling),

which reduces the number of covariates from 5500 to 3482. Note that the 100 groups have different

sizes, ranging between 9 and 85.
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