


that capture the complaint history of officers in a target

officer’s social network [12, 18] and 3) Hawkes point process

features that capture increases in risk following past incidents

[10, 15].

A Hawkes process is defined in terms of its conditional

intensity, which can be defined for officer i as,

λi(t) = µi +
∑

t>ti
j

θw exp(−w(t− tij)). (1)

Here j indexes the use of force incidents in which officer i was

involved, µi is a baseline rate of incidents, θ is a parameter

determining by how much the intensity is elevated after each

event and w determines the time scale over which elevated

risk decays back to the baseline rate µi.

As is done in [10], we take a supervised learning approach

and define point process features for a logistic regression

(GLM) estimated each month m to forecast the number of

excessive use of force complaints for each officer in the

following month (using all data historically available).

f i(w,m) =
∑

m>ti
j

θw exp(−w(m− tij)) (2)

The feature for f i(w,m) is defined for each officer in

the month m currently being forecasted with varying w =
.1, .01, .001. The coefficients θ in Equation 1 are estimated

within the logistic regression.

Similarly, network point process features can be defined by

summing point processes over neighboring nodes in the social

network:

gi(w,m) =
∑

m>tk
j
;k∼i

θw exp(−w(m− tkj )). (3)

Here k ∼ i indicates that k and i are neighboring nodes

in the officer excessive use of force network (e.g. officer k

and i were co-complainants at some point prior to month m).

in addition to the point process features and demographics,

we also include count based features including the number

of complaints in the past year and number of total historical

complaints.

We fit a GLM model to the data to forecast monthly

complaints from 2010 to 2017, where the first 50 months

are used for training and subsequent months are used for

evaluation. In Table I we show the estimated coefficients

for the GLM model forecasting the number of complaints

for each officer in each month. The point process feature

(w = .001), neighbor point process feature (w = .1), sex, age,

and total complaint count are all highly statistically significant.

None of the race indicator variables are statistically significant

indicating that officers that are male, younger, and have a

history of complaints are most likely to have excessive use

of force complaints in the near future.

In Figure 2 we display a ROC curve for the GLM model of

monthly officer complaints. In Chicago, 1% of officers account

for 16% of complaints and 10% of officers account for 72%

of complaints.
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Fig. 2: ROC curve for GLM using Hawkes process, co-

complaint, and demograhic features.

TABLE I: Estimated coefficients of GLM model of officer

excessive use of force.

estimate st. err. z val. p-val.

(Intercept) -1.7038 0.1291 -13.1937 < 10−4

neighbor complaint count -0.0004 0.0032 -0.1291 0.8973
neighbor Hawkes (w = .1) 0.2629 0.1000 2.6276 0.0086
neighbor Hawkes (w = .01) -0.0919 0.0429 -2.1424 0.0322
neighbor Hawkes (w = .001) -0.0030 0.0095 -0.3209 0.7483
neighbor complaint/year 0.0055 0.0105 0.5264 0.5986
complaint count 0.0265 0.0072 3.6777 0.0002
Hawkes (w = .1) -0.6086 0.3807 -1.5987 0.1099
Hawkes (w = .01) 0.3682 0.1553 2.3714 0.0177

Hawkes (w = .001) 0.4662 0.0315 14.8065 < 10−4

complaint count year -0.0368 0.0475 -0.7741 0.4389

Female -0.3360 0.0534 -6.2858 < 10−4

Black 0.1818 0.1053 1.7276 0.0841
Hispanic 0.1234 0.1043 1.1836 0.2366
Native American 0.3161 0.2580 1.2253 0.2205
Race Unknown -9.0305 72.5484 -0.1245 0.9009
White 0.0448 0.1014 0.4422 0.6583

Age -0.0858 0.0022 -39.8419 < 10−4

IV. MACHINE LEARNING BASED FORECASTS

Next we evaluate several standard machine learning models

for the purpose of forecasting monthly excessive use of force

complaints. To our knowledge there has been limited work

in constructing machine learning models (e.g. decision trees,

neural networks) for officer risk assessments, with only one

previous study that focuses on using random forests [5].

Here we utilize the H2O Auto-ML workflow [8], which

is a unified interface for parameter tuning and comparison

of a variety of models including random forest, boosting,

and feed-forward neural networks. In comparison to logistic

regression, decision tree ensembles (such as random forest and

boosting) capture nonlinear interactions that may be present in

the data through a sequence of binary if/else conditions that

recursively partition the data into risk groups. Feed-foward

neural networks also capture non-linear effects in the data,

although they do so through a single model (rather than an

ensemble) comprised of compositional layers that alternate be-

tween a linear mapping and an non-linear sigmoidal activation

operation.





TABLE II: Auto-ML leaderboard results when trained on officer excessive use of force.

Method AUC Logloss RMSE MSE

GBM-grid–1-AutoML 8.22 · 10−1
1.61 · 10−2

4.93 · 10−2
2.43 · 10−3

GBM-5-AutoML 8.00 · 10−1 1.62 · 10−2 4.96 · 10−2 2.46 · 10−3

StackedEnsemble-AllModels-AutoML 7.94 · 10−1 1.75 · 10−2 4.97 · 10−2 2.47 · 10−3

GLM-1-AutoML 7.79 · 10−1 1.70 · 10−2 4.94 · 10−2 2.44 · 10−3

DRF-1-AutoML 7.33 · 10−1 1.99 · 10−2 5.16 · 10−2 2.67 · 10−3

StackedEnsemble-BestOfFamily-AutoML 7.29 · 10−1 1.81 · 10−2 4.96 · 10−2 2.46 · 10−3

XRT-1-AutoML 7.16 · 10−1 2.02 · 10−2 5.12 · 10−2 2.62 · 10−3

DeepLearning-1-AutoML 6.48 · 10−1 1.91 · 10−2 5.16 · 10−2 2.67 · 10−3

DeepLearning-grid–3-AutoML 5.12 · 10−1 2.01 · 10−2
4.93 · 10−2

2.43 · 10−3

TABLE III: Interpretable model of officer excessive use of

force risk.

Age ≤ 40 3 points +.....

Age < 55 and ≥ 40 2 points +.....

# complaints ≤ 5 -1 points +.....

# complaints < 5 per year -2 points +.....

# complaints in officer network < 5 per year -1 points +.....

ADD POINTS FROM ROWS 1 to 5 SCORE = .....

Score -4 -3 -2 -1 0 1 2 3

Risk < 1% < 1% < 1% 1% 2% 5% 16% 23%

demographics, social networks, and complaint history, we

showed that black-box models can capture a high percentage

of complaints when flagging a small percentage of officers.

Super-sparse integer models can be constructed that produce

easy-to-interpret score cards. Finally, issues of fairness may

arise both internally within the police department, as well as

externally in terms of disparate impacts of policing towards

certain groups and geographical areas.

Recent research has shown that procedural justice training

can reduce use of force incidents by 6.4% and complaints

by 10% [16]. Statistical and machine learning models may

help facilitate procedural justice and implicit bias training, by

helping to determine when officers need more training or other

interventions to reduce risk of excessive use of force.

Future research should focus on incorporating dynamics into

officer risk assessments, as risk has been shown to propagate

over time in social networks [15], designing methods that can

mitigate overall (city-wide) bias and harm caused by policing,

while balancing fairness across citizen groups, geographies,

and internally within a police department, and transitioning

research to practice through field implementations and trials.
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