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Abstract
We make frequent decisions about how to manage our health,
yet do so with information that is highly complex or received
piecemeal. Causal models can provide guidance about how
components of a complex system interact, yet models that pro-
vide a complete causal story may be more complex than peo-
ple can reason about. Prior work has provided mixed insights
into our ability to make decisions with causal models, showing
that people can use them in novel domains but that they may
impede decisions in familiar ones. We examine how tailoring
causal information to the question at hand may aid decision
making, using simple diagrams with only the relevant causal
paths (Experiment 1) or those paths highlighted within a com-
plex causal model (Experiment 2). We find that diagrams tai-
lored to a choice improve decision accuracy over complex di-
agrams or prior knowledge, providing new evidence for how
causal models can aid decisions.
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Introduction
Decision making in health is highly complex, and we receive
voluminous guidance on how to manage it. We are told to eat
certain foods to prevent disease, avoid others because they
cause illness, learn about new findings on the best way to ex-
ercise to stay healthy, and ultimately translate all of this into
daily action. Whether implicit or explicit, these guidelines
all rely on causal relationships. However, we are more likely
to receive piecemeal guidance about specific causal relation-
ships (e.g., stress causes weight gain) than a complete causal
model (e.g., full guidance on all of the factors that result in
weight gain). Models that bring together all causes of a health
phenomenon and depict how they are interrelated have been
manually created for some topics and computational meth-
ods have made them possible to learn for many others (Pearl,
2000; Kleinberg, 2012). Figure 1 shows a smaller version of
the Obesity System Atlas developed by the UK government.
The full diagram encompasses psychological, environmental,
social, and other factors influencing obesity and has over 100
nodes with many more causal connections between them.1
Given the complexity of real computationally created causal
models, those who want to use these models to help people
make decisions must choose between providing the fullest ac-
counting of the causal structure (which may overwhelm peo-
ple) and providing simplified versions (that leave out relevant
detail). Little is known about how this trade-off affects deci-
sion making.

1https://www.gov.uk/government/publications/reducing-
obesity-obesity-system-map We have adapted the diagram to
be suitable for non-medical audiences.

Prior work suggests that complex causal diagrams may be
difficult to learn from. Work on cognitive load theory (CLT)
suggests that when learning about complex phenomena peo-
ple perform better when the information is split into more
manageable chunks (van Merriënboer & Sweller, 2005). For
decision making with a causal model like the complex obe-
sity diagram, we could consider social systems one chunk and
psychological ones another, focusing on subsets of the model
that are of a size we can handle. However, factors interact
across these systems so ignoring their connections may lead
to the wrong conclusions.

Further, we do not necessarily prefer simplified informa-
tion. Korman and Khemlani (2020) found that people per-
ceive a single integrated causal model as more complete than
a system that is split into multiple models. People also
find some complex causal explanations more satisfying than
ones that include fewer causes (Zemla et al., 2017). While
some work has shown a preference for simpler explanations
(Lombrozo, 2007), such preferences depend on both what
type of system is being explained (Johnson et al., 2019) and
its perceived complexity (Lim & Oppenheimer, 2020). Taken
together, this work suggests that if people are presented with
a complex diagram, they may judge it as more complete than
a set of diagrams created from its components. On the other
hand, without any way to easily chunk it, prior work suggests
the diagram may be hard to learn from.

While people may prefer a comprehensive model that more
fully accounts for outcomes, it is not yet known whether peo-
ple can successfully use complex models in decision mak-
ing. Prior work has primarily focused on people’s ability to
learn and make inferences from smaller structures (Rottman
& Hastie, 2014) and in scenarios unrelated to prior experi-
ence and knowledge. We are focused on decision making on
familiar topics, such as health, where people bring their own
expectations and beliefs (whether right or wrong) to the prob-
lem. Thus, simple explanations could be considered incom-
plete if people perceive a gap based on their own knowledge.

Our recent work on decision making with causal models
in real-life scenarios (e.g. maintaining weight, managing di-
abetes) found that simple models can lead to worse decisions
than when people rely on what they already know (Zheng et
al., 2020). In that study, we observed this effect only when
the questions were about familiar topics, rather than novel
scenarios. We later found that manipulating perceived knowl-
edge removed the detrimental effect of causal models, yet did
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Figure 1: Complex causal diagram on managing bodyweight.

not improve decision making over just prior knowledge alone
(Kleinberg & Marsh, 2020). It is an open question as to why
exactly causal models lead to worse decisions in these stud-
ies. It may be difficult to integrate causal models with prior
knowledge or understand which aspects of a model are most
important for a choice. Alternately, the simplicity of the mod-
els used in previous research could be at the root of the chal-
lenges, as the models may leave out details people expect to
see.

We aim to advance understanding of when and which
causal models are useful for decision making. If we provide
a complex comprehensive model that captures more causes,
will people be able to use it? Alternatively, if we provide a
simpler model but make it directly relevant to the question at
hand, without any broader causal information, will this too
improve decisions? We conduct two experiments designed to
shed light on the trade-off between simplicity and complexity
in decision making. We use both a familiar topic that many in-
dividuals have experience with (decisions surrounding body-
weight) and an unfamiliar domain as a control topic (alien
dance-off). In Experiment 1 we compare decision making us-
ing simple diagrams containing only information relevant to
each choice versus a complex diagram that covers informa-
tion beyond each specific question. In Experiment 2 we test
whether drawing people’s attention to the relevant part of a
complex diagram has the same effect as presenting only that
component in a simple form.

Experiment 1
In this experiment we look at how information detail influ-
ences decision-making accuracy. We focus on decision mak-
ing around bodyweight, as this is a topic for which people of-
ten make decisions and receive information. We test whether
simple diagrams tailored directly to each decision can im-

prove accuracy over a complex diagram that includes infor-
mation from all the simple diagrams and other information
not needed for the decision at hand.

Method
Participants We recruited 300 U.S. residents aged 18-64
from Prolific, with 299 completing. Participants were com-
pensated $3.00. We excluded participants who failed our at-
tention check or submitted unusual and duplicate responses
(n = 36). Thus 263 participants remain in the analysis.

Materials Inspired by the complex diagram shown in Fig-
ure 1, we created a set of questions that each target a deci-
sion related to healthy bodyweight and that can be directly
aided by using the diagram. We chose four different types of
causal pathways contained in the complex diagram and cre-
ated a corresponding simple diagram (Figure 2) that provides
only the subset of the complex diagram that is relevant to an-
swering that question. These represent (a) a direct preven-
tative relationship (prevent), (b) a common effect structure
(two causes), (c) a mix of positive and negative relationships
(mixed causes), and (d) a causal chain (direct cause). The
first three diagrams represent causal pathways that increase
in complexity (from 2 to 4 nodes) and the correct answers
require participants to choose a direct preventative cause, a
combination of two positive causes, and to activate a positive
cause while deactivating a negative one. These simple dia-
grams are tailored to each corresponding question and con-
tain solely the causal pathways relevant to the target answer.
The direct cause diagram is different in that we now include
information beyond that needed for the target answer to test
whether simple diagrams influence participants’ likelihood of
choosing the most direct cause. Causes in many areas such as
health are rarely deterministic, and from a probabilistic per-
spective, the proximal, direct, cause is most likely to bring
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(a) Prevent (b) Two causes (c) Mixed causes (d) Direct

Figure 2: Simple diagrams used in Experiment 1.

about the effect. Despite this, people have been shown to pre-
fer root nodes in making interventions (Lagnado & Sloman,
2006). We analyze this question separately since it is an open
question if participants will choose the direct or distal cause
and how diagram complexity will influence this choice.2

We use the same diagram format (using solid arrows to in-
dicate generative/positive causes, and dashed lines ending in
a solid box to indicate preventative/negative causes) as in the
original obesity system map.3 Different questions were de-
veloped for each diagram, with all having a similar structure.
For example, the question paired with the direct diagram was:

Daniel has been overweight for most of his life. He lives
with his brother and sister, both of whom also would like to
lose weight. They don’t have much free time during the work
week, so on weekends they like to relax by watching TV and
cooking from new recipes. Daniel is concerned about his
weight but doesn’t know what he could do differently.

Which of the following is the BEST suggestion for Daniel?
A. Don’t do anything, weight is genetic
B. Fast forward through TV commercials
C. Get takeout pizza instead of cooking
D. Add more vegetables to his weekend recipes

For questions paired with the prevent, two causes, and mixed
causes diagrams, there was one answer choice that we desig-
nate as “correct” given the causal diagram. This answer rep-

2We tested a fifth question that depicted a feedback loop, but it
proved difficult to interpret, so we do not discuss it further here.

3We previously (Zheng et al., 2020) used plus and minus signs
to indicate generative and preventative causes. We reran our prior
weight management question with the current solid and dashed line
format. We replicated the earlier main effect, namely decreased ac-
curacy with the diagram compared to no diagram. Thus it does not
appear that this presentation style influences accuracy.

resented intervening on a node in the diagram that maximized
producing the desired effect. The other answer choices either
represented causal relationships that were not in the diagrams,
ineffective relationships that contradicted the diagrams (e.g.,
an option to increase alcohol intake when the diagram sug-
gests reducing it). For the direct cause question, one answer
choice corresponded to the direct cause and one to the distal
root cause. The remaining two choices were incorrect in the
same way as the other models’ questions.

We created four control questions that targeted the same
causal pathways and used the same simple and complex di-
agram structures. However we replaced the node labels and
question text with a scenario participants should not be fa-
miliar with, namely an alien dance off. In the alien dance
off, aliens can cause others to dance faster (positive causal
relationship) or dance slower (negative causal relationship).

Procedure Participants were instructed on the meaning of
nodes and solid/dashed lines, as well as the rules of alien
dance offs for the control questions. Participants were ran-
domly assigned to one of three conditions for the bodyweight
question: simple diagram (simple), complex diagram (com-
plex), or no diagram (no diagram). The simple diagrams
provide information directly tailored to the question at hand,
while the complex diagrams encompass all of the relation-
ships shown across the simple diagrams. In the no diagram
condition, participants did not receive a visual aid and had
to answer the questions using their background knowledge
alone. For the control questions, simple and complex condi-
tion participants received the opposite diagram of what they
received in the main experimental questions (simple received
complex and complex received simple) to make it less ob-
vious the control questions targeted the same pathways for
which they had previously answered questions. Participants
in the no diagram condition were randomized to receive either
simple or complex diagrams. The order of experimental and

����



control questions and their answer choices were randomized
for each participant. After completing all questions partic-
ipants completed two free-text response questions designed
to evaluate their understanding of the control question set up
and the meaning of solid and dashed lines. We excluded par-
ticipants who failed this attention check.

Results
Influence of complexity on decision accuracy To deter-
mine if participants could use the diagrams, we first explored
mean accuracy on the control questions. We collapsed all
participants who received a simple control diagram (complex
condition plus simple half of the no diagram condition) and
all participants who received a complex control diagram (sim-
ple condition plus complex half of the no diagram condition).
We calculated mean accuracy across the three main control
questions (prevent, two causes, and mixed causes). Using
a one-way ANOVA with control diagram condition (simple
vs. complex) as a between-subjects factor we found a signif-
icant main effect (F(1, 261) = 27.2, p < .001,h2

p = .094) in-
dicating that performance was significantly better with a sim-
ple diagram (M = .814, SE = .023) than a complex diagram
(M = .626, SE = .028). These means suggest participants are
able to use simple diagrams to make accurate choices.

Our control analysis established that targeted diagrams
can be more useful to answering our decision making ques-
tions than complex diagrams that capture more information.
We then tested whether in real world questions where prior
knowledge may interact with the provided information, sim-
ple diagrams still have an edge. We calculated mean accuracy
across the three main bodyweight questions (prevent, two
causes, and mixed causes). Using a one-way ANOVA with di-
agram condition (no diagram, simple, complex) as a between-
subjects factor we found a main effect, F(2, 260) = 9.65,
p < .001, h2

p = .069. Sidak corrected t-tests showed that the
significant main effect was driven by the simple diagram con-
dition: performance in the simple condition (M = .841, SE =
.030) was significantly better than the no diagram (M = .683,
SE = .031; p= .001) and the complex (M = .681, SE = .028;
p < .001) conditions, while the no diagram and complex con-
ditions did not differ from each other, p = 1.

Influence of simplicity on selection of direct causes We
now compare performance using the simple diagram of Fig-
ure 2d against the complex one of Figure 1, to test whether
the simpler diagram may trigger a preference for root causes.
We compared the percentage of people who chose the answer
corresponding to a direct proximal cause (healthy diet) versus
the answer corresponding to a more distal root cause (see-
ing food ads). In the no diagram condition, the vast major-
ity of participants chose the answer representing the most di-
rect intervention (96.4%; SE = 2.02; see Figure 3), and only
one chose the answer corresponding to a distal cause (1.19%;
SE = 1.18). This establishes a baseline measure of how likely
people are to choose these two options based on their exist-
ing knowledge. We find that diagrams can significantly alter

Figure 3: Selection of direct cause in Experiment 1.

Figure 4: Selection of direct cause in Experiment 2.

this choice. When provided with the simple diagram fewer
participants chose the direct cause (44.3%; SE = 5.30) and
significantly more selected the distal (root in this diagram)
cause (54.5%; SE = 5.31). Yet we did not find this effect
with the complex diagram, where most participants chose
the proximal direct cause (84.6%; SE = 3.78) and few chose
the more distal cause (12.1%; SE = 3.42). Comparing fre-
quency of choosing the direct cause across conditions using a
Pearson’s Chi squared test with N-1 correction, significantly
more participants chose the direct cause in the complex than
the simple condition (p < .001, c2=19.0), and in the no dia-
gram compared to the simple condition (p < .001, c2=39.8).
The difference between the no diagram and complex condi-
tions was also significant (p = .009, c2=6.88) Thus, when
diagrams highlight a cause further back in the chain, that op-
tion is more popular. However, in a complex diagram, this
preference for distal causes diminishes.

We also analyzed the preference for direct causes in the
corresponding control question. In the simple condition,
fewer people chose the direct proximal cause (37.4%; SE =
4.23) compared to the distal root cause (49.6%; SE = 4.37),
while the majority of participants in the complex condition
chose the direct cause (56.1%; SE = 4.32), with fewer people
choosing the distal cause (25.6%; SE = 3.81). Again, a sim-
ple diagram makes people more likely to choose a more distal
cause than a complex diagram does (p = 0.002, c2=9.20).
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Discussion
Prior work has uncovered a conflict: people are able to learn
about and use causal models (Rottman & Hastie, 2014) and
yet visual depictions of such models can lead to worse de-
cisions when combined with people’s existing knowledge
(Zheng et al., 2020). Our findings begin to resolve this con-
flict by illuminating where models can help in everyday deci-
sions and what models are most helpful. First, we can reject
the hypothesis that simple models impede decisions because
they do not provide a full accounting of a causal structure.
As our experiments on both real-world (weight management)
and control (alien dance off) questions find, simpler models
can outperform complex ones. Second, a critical difference
between the simple models used in this experiment and those
used in prior work is that our diagrams contain only informa-
tion needed to successfully answer the question. Indeed, we
replicated the detrimental effect of diagrams from prior work
when we tested our solid/dashed format with previously used
diagrams that are not tailored to a specific question and in-
clude extra information beyond the causal paths pertaining
to the right answer. Thus, this provides a first positive step:
causal models can be helpful even when people have prior
knowledge if they are tailored to the specific decision at hand.

Lastly, using our question that pits direct against indirect
causes, we find that presenting a subset of a model versus the
more complete one can strongly influence people’s choices.
Prior work has found people have a preference for interven-
ing on root nodes in causal networks (Hagmayer & Sloman,
2009; Lagnado & Sloman, 2006; Yopchick & Kim, 2009). It
appears we can trigger this preference when presenting sim-
ple diagrams (where a node that is not normally a root appears
to be one). Thus it is important to consider potential negative
effects of how causal models are presented, whether that is
steering people toward more distal causes (which may not be
desirable) or including information beyond that which is nec-
essary (which can impede decision making).

Experiment 2
Our first experiment showed that diagrams tailored to a de-
cision can aid decision making compared to relying on prior
knowledge or a complex and comprehensive diagram. We
now investigate whether similar results can be obtained by
highlighting what information is relevant to a decision in a
complex model. That is, rather than creating different dia-
grams for each decision, we now test whether directing peo-
ple’s attention to relevant aspects of a diagram is sufficient to
help them obtain the benefits of this information while en-
abling them to ignore irrelevant information (and thus not
having the negative effects seen in prior work).

Method
Participants We recruited 300 U.S. residents aged 18-64
from Prolific, with 290 completing. Participants were com-
pensated $3.00. As before we dropped participants who failed
our attention check or submitted nonsense answers (n = 37).
A total of 253 participants remain in the analysis.

Materials We use the same study protocol and materials
as in Experiment 1. The key difference now is that instead
of simple diagrams, we highlight the nodes and edges from
each simple diagram within the complex diagram. For exam-
ple, instead of the two node prevention diagram, those nodes
and the edge between them are depicted in orange within the
complex diagram. Orange was chosen to grab people’s at-
tention without prompting any associations with positive or
negative effects. Thus participants in the highlighted diagram
condition (highlight) see different parts of the complex di-
agram highlighted for each question, while the no diagram
and complex groups remain the same as in Experiment 1. We
follow the same approach for the control questions. The con-
trol complex diagram has nodes rotated and moved from their
positions in the bodyweight diagram, so we do not expect par-
ticipants to realize they have the same causal structure.
Procedure The procedure was the same as Experiment 1,
except we added an explanation to the instructions of the
meaning of the highlighting.

Results

Effect of highlighted causal paths on decision accuracy
We again begin by testing whether the diagram format made
a difference for accuracy on the control questions. We col-
lapsed all participants who saw the highlighted version of
the diagram into one group and similarly all participants who
saw the complex version without highlighting into another
group. Using a one-way ANOVA with diagram condition
(highlighted vs. complex) as a between-subjects factor we
did not find a significant main effect, p = .157, indicating
that performance was not significantly better with the high-
lighted control diagram (M = .620, SE = .0263) compared to
the complex diagram (M = .562, SE = .029).

While there was no difference in the control condition, we
now examine whether highlighting the relevant paths makes a
difference to the experimental questions. Our hypothesis was
that highlighting would have a similar effect to the simple di-
agram. Using a one-way ANOVA with diagram condition (no
diagram, highlighted, complex) as a between-subjects factor
we now do find a main effect of diagram condition, F(2,
250) = 5.19, p = .006, h2

p = .040. Sidak corrected follow
up t-tests show that performance in the highlighted condi-
tion (M = .757, SE = .033) was marginally better than the
no diagram condition (M = .654, SE = .031; p = .079) and
significantly better than the complex condition (M = .615,
SE = .034; p = .006). The no diagram and complex condi-
tions did not differ from each other, p = .778. Overall, the
pattern of means found here replicate Experiment 1, and sug-
gest that focusing attention on the relevant aspects of a dia-
gram may be sufficient for making them useful for a decision.
Effect of highlighted paths on preference for direct causes
In Experiment 1 we found that a simplified diagram increased
the preference for distal causes. We now test whether high-
lighting the same paths within a complex diagram yields the
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same effect. The vast majority of participants in the no di-
agram condition again chose the answer corresponding to
the most direct cause (92.6%; SE = 2.91; see Figure 4),
while only two participants chose the indirect one (2.47%;
SE = 1.72). Highlighting decreased the percentage of people
choosing the direct cause (64.0%; SE = 5.09; p < .001, c2 =
19.855 compared with no diagram) and led a large percentage
of people to chose the distal cause (32.6%; SE = 4.97). As
in Experiment 1, most participants in the complex condition
chose the direct cause (79.5%; SE = 4.43) and few chose the
more distal cause (13.3%; SE = 3.72). While significantly
more participants in the complex condition chose the direct
cause compared to in the highlighted condition (p = 0.025,
c2 = 5.03) we observed a significant drop compared to the no
diagram condition (p = 0.016, c2 = 5.78).

In the control questions we do not see this pattern. In-
stead, similar percentages of participants chose the direct
cause (highlighted: 48.3%; SE = 4.37; complex: 51.9%,
SE = 4.52, p =0.568, c2 = 0.326) and distal cause (high-
lighted: 27.8%; SE = 3.92; complex: 24.4%, SE = 3.89)
across both conditions and the direct cause was by far the
most frequent response in both (highlighted: p = 0.0007, c2

= 11.5; complex: p < 0.001, c2 = 19.8).

Discussion
This experiment builds on our findings in Experiment 1 by
identifying another way information can aid decision mak-
ing. We find that highlighting the relevant causal paths elicits
the same decision-making behavior as providing only those
paths with our real-world decision questions. Together these
experiments show that tailoring information or directing peo-
ple’s focus to only the paths relevant to a decision can im-
prove their performance, and can make diagrams that are not
otherwise improving performance, useful and usable. Inter-
estingly, we do not show this same effect in the control condi-
tion of this experiment. We hypothesize that the alien nature
of an alien dance off may make it more challenging for par-
ticipants to understand if more distal causes have the same
downstream influences as causes do in real life. It is an inter-
esting question for future work to determine why highlight-
ing of complex diagrams in an unfamiliar domain may be less
likely to shift people to focusing on distal causes.

General Discussion
Given the prevalence of causal information we receive (par-
ticularly about health) and share with others, it is vital to un-
derstand whether such information actually improves our de-
cisions. Prior work has shown both that people are adept at
learning causal models and using them to intervene on sys-
tems (Rottman & Hastie, 2014) and that such models can
also lead to worse decisions when they interact with people’s
existing beliefs and knowledge (Zheng et al., 2020; Klein-
berg & Marsh, 2020). We move toward reconciling this view
through experiments comparing causal information tailored
to a decision and comprehensive causal information. We find
that information tailored to a decision that does not include

or draw attention to causal paths not relevant for the choice
led to better choices in our real-world decision-making ques-
tions. This suggests one way that causal models in prior work
may have been interfering with decisions - by prompting in-
dividuals to consider alternative causes. By either removing
these or focusing attention on the relevant ones, we reduce
the likelihood participants will select them.

Our results also provide insight into how we can improve
people’s reasoning with complex information. For some real
world decisions, such as choosing a federal economic pol-
icy or restructuring the healthcare system, the complex inner
workings of the relevant causal system may be important to
represent in making a decision. In this case, highlighting a
path relevant to a given decision may benefit the reasoner
while still allowing the full complexity of the system to be
represented. More generally, while prior work has shown that
that complex models can be overwhelming and that people
have a hard time ignoring irrelevant information (Bastardi &
Shafir, 1998; Hall, Ariss, & Todorov, 2007), we have found
ways to mitigate this complexity and help people use complex
information to make an accurate decision.

While participants in our study successfully used the tai-
lored diagrams, future work is needed to probe how such in-
terventions influence model trust. That is, given prior work
on people’s preferences and beliefs about the completeness
of models, it is important to determine whether simplifica-
tion could have negative consequences by making people less
likely to trust the model. This may also provide reason to pre-
fer highlighting, reassuring individuals about the complete-
ness of the model while allowing useless information to be
ignored. These are important questions to be asked in future
research. Overall, our two experiments provide new insights
into how people may tangle with complexity in diagrams and
decisions in the real world.

We found that providing people with diagrams tailored to a
specific decision-making context could aid decision making.
This suggests that instead of generic advice pertaining to a
variety of choices, people may need highly focused guidance
for the specific decision at hand. While this may seem im-
practical, many aspects of life are already personalized to our
interests and needs (e.g. book and movie recommendations).
Future work is needed to bridge cognitive science and ma-
chine learning (which can be used to create this personalized
guidance), and ultimately help translate knowledge of what
people should to do guidance they can follow as they make
real-world choices.
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