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Abstract— We propose YolactEdge, the first competitive in-
stance segmentation approach that runs on small edge devices
at real-time speeds. Specifically, YolactEdge runs at up to 30.8
FPS on a Jetson AGX Xavier (and 172.7 FPS on an RTX
2080 Ti) with a ResNet-101 backbone on 550x550 resolution
images. To achieve this, we make two improvements to the
state-of-the-art image-based real-time method YOLACT [1]:
(1) applying TensorRT optimization while carefully trading off
speed and accuracy, and (2) a novel feature warping module
to exploit temporal redundancy in videos. Experiments on
the YouTube VIS and MS COCO datasets demonstrate that
YolactEdge produces a 3-5x speed up over existing real-time
methods while producing competitive mask and box detection
accuracy. We also conduct ablation studies to dissect our
design choices and modules. Code and models are available
at https://github.com/haotian-liu/yolact_edge.

I. INTRODUCTION

Instance segmentation is a challenging problem that re-
quires the correct detection and segmentation of each object
instance in an image. A fast and accurate instance segmenter
would have many useful applications in robotics, autonomous
driving, image/video retrieval, healthcare, security, and others.
In particular, a real-time instance segmenter that can operate
on small edge devices is necessary for many real-world
scenarios. For example, in safety critical applications in
complex environments, robots, drones, and other autonomous
machines may need to perceive objects and humans in real-
time on device – without having access to the cloud, and in
resource constrained settings where bulky and power hungry
GPUs (e.g., Titan Xp) are impractical. However, while there
has been great progress in real-time instance segmentation
research [1], [2], [3], [4], [5], [6], [7], thus far, there is no
method that can run accurately at real-time speeds on small
edge devices like the Jetson AGX Xavier.

In this paper, we present YolactEdge, a novel real-time
instance segmentation approach that runs accurately on edge
devices at real-time speeds. Specifically, with a ResNet-101
backbone, YolactEdge runs at up to 30.8 FPS on a Jetson
AGX Xavier (and 172.7 FPS on an RTX 2080 Ti GPU),
which is 3-5x faster than existing state-of-the-art real-time
methods, while being competitive in accuracy.

In order to perform inference at real-time speeds on edge
devices, we build upon the state-of-the-art image-based real-
time instance segmentation method, YOLACT [1], and make
two fundamental improvements, one at the system-level and
the other at the algorithm-level: (1) we apply NVIDIA’s
TensorRT inference engine [8] to quantize the network
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parameters to fewer bits while systematically balancing any
tradeoff in accuracy, and (2) we leverage temporal redundancy
in video (i.e., temporally nearby frames are highly correlated),
and learn to transform and propagate features over time so that
the deep network’s expensive backbone feature computation
does not need to be fully computed on every frame.

The proposed shift to video from static image processing
makes sense from a practical standpoint, as the real-time
aspect matters much more for video applications that require
low latency and real-time response than for image applica-
tions; e.g., for real-time control in robotics and autonomous
driving, or real-time object/activity detection in security and
augmented reality, where the system must process a stream
of video frames and generate instance segmentation outputs
in real-time. Importantly, all existing real-time instance
segmentation methods (including YOLACT) are static image-
based, which makes YolactEdge the first video-dedicated
real-time instance segmentation method.

In sum, our contributions are: (1) we apply TensorRT
optimization while carefully trading off speed and accuracy,
(2) we propose a novel feature warping module to exploit
temporal redundancy in videos, (3) we perform experiments
on the benchmark image MS COCO [9] and video YouTube
VIS [10] datasets, demonstrating a 3-5x faster speed compared
to existing real-time instance segmentation methods while
being competitive in accuracy, and (4) we publicly release our
code and models to facilitate progress in robotics applications
that require on device real-time instance segmentation.

II. RELATED WORK

Real-time instance segmentation in images.
YOLACT [1] is the first real-time instance segmentation
method to achieve competitive accuracy on the challenging
MS COCO [9] dataset. Recently, CenterMask [2],
BlendMask [5], and SOLOv2 [3] have improved accuracy
in part by leveraging more accurate object detectors (e.g.,
FCOS [11]). All existing real-time instance segmentation
approaches [1], [2], [5], [6], [3] are image-based and require
bulky GPUs like the Titan Xp / RTX 2080 Ti to achieve
real-time speeds. In contrast, we propose the first video-based
real-time instance segmentation approach that can run on
small edge devices like the Jetson AGX Xavier.

Feature propagation in videos has been used to improve
speed and accuracy for video classification and video object
detection [12], [13], [14]. These methods use off-the-shelf
optical flow networks [15] to estimate pixel-level object
motion and warp feature maps from frame to frame. However,
even the most lightweight flow networks [15], [16] require
non-negligible memory and compute, which are obstacles
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for real-time speeds on edge devices. In contrast, our model
estimates object motion and performs feature warping directly
at the feature level (as opposed to the input pixel level), which
enables real-time speeds.

Improving model efficiency. Designing lightweight yet
performant backbones and feature pyramids has been one
of the main thrusts in improving deep network efficiency.
MobileNetv2 [17] introduces depth-wise convolutions and
inverted residuals to design a lightweight architecture for
mobile devices. MobileNetv3 [18], NAS-FPN [19], and
EfficientNet [20] use neural architecture search to automat-
ically find efficient architectures. Others utilize knowledge
distillation [21], [22], [23], model compression [24], [25], or
binary networks [26], [27]. The CVPR Low Power Computer
Vision Challenge participants have used TensorRT [8], a
deep learning inference optimizer, to quantize and speed up
object detectors such as Faster-RCNN on the NVIDIA Jetson
TX2 [28]. In contrast to most of these approaches, YolactEdge
retains large expressive backbones, and exploits temporal
redundancy in video together with a TensorRT optimization
for fast and accurate instance segmentation.

III. APPROACH

Our goal is to create an instance segmentation model,
YolactEdge, that can achieve real-time (>30 FPS) speeds on
edge devices. To this end, we make two improvements to
the image-based real-time instance segmentation approach
YOLACT [1]: (1) applying TensorRT optimization, and (2)
exploiting temporal redundancy in video.

A. TensorRT Optimization

The edge device that we develop our model on is the
NVIDIA Jetson AGX Xavier. The Xavier is equipped with
an integrated Volta GPU with Tensor Cores, dual deep
learning accelerator, 32GB of memory, and reaches up to 32
TeraOPS at a cost of $699. Importantly, the Xavier is the
only architecture from the NVIDIA Jetson series that supports
both FP16 and INT8 Tensor Cores, which are needed for
TensorRT [29] optimization.

TensorRT is NVIDIA’s deep learning inference optimizer
that provides mixed-precision support, optimal tensor layout,
fusing of network layers, and kernel specializations [8]. A
major component of accelerating models using TensorRT is
the quantization of model weights to INT8 or FP16 precision.
Since FP16 has a wider range of precision than INT8, it
yields better accuracy at the cost of more computational
time. Given that the weights of different deep network
components (backbone, prediction module, etc.) have different
ranges, this speed-accuracy trade-off varies from component
to component. Therefore, we convert each model component
to TensorRT independently and explore the optimal mix
between INT8 and FP16 weights that maximizes FPS while
preserving accuracy.

Table I shows this analysis for YOLACT [1], which is the
baseline model that YolactEdge directly builds upon. Briefly,
YOLACT can be divided into 4 components: (1) a feature
backbone, (2) a feature pyramid network [30] (FPN), (3) a

Backbone FPN ProtoNet PredHead TensorRT mAP FPS
FP32 FP32 FP32 FP32 N 29.8 6.4
FP16 FP16 FP16 FP16 N 29.7 12.1
FP32 FP32 FP32 FP32 Y 29.6 19.1
FP16 FP16 FP16 FP16 Y 29.7 21.9
INT8 FP16 FP16 FP16 Y 29.9 26.3
INT8 FP16 INT8 FP16 Y 29.9 26.5
INT8 INT8 FP16 FP16 Y 29.7 27.7
INT8 INT8 INT8 FP16 Y 29.8 27.4
INT8 FP16 FP16 INT8 Y 25.4 26.2
INT8 FP16 INT8 INT8 Y 25.4 25.9
INT8 INT8 FP16 INT8 Y 25.2 26.9
INT8 INT8 INT8 INT8 Y 25.2 26.5

TABLE I: Effect of Mixed Precision on YOLACT [1] with a
ResNet-101 backbone on the MS COCO val2017 dataset with
a Jetson AGX Xavier using 100 calibration images. Mixing
precision across the modules results in different instance
segmentation mean Average Precision (mAP) and FPS for
each instantiation of YOLACT. All results are averaged over
5 runs, with a standard deviation less than 0.6 FPS.

ProtoNet, and (4) a Prediction Head; see Fig. 1 (right) for
the network architecture. (More details on YOLACT will be
provided in Sec. III-B.) The second row in Table I represents
YOLACT, with all components in FP32 (i.e., no TensorRT
optimization), and results in only 6.6 FPS on the Jetson
AGX Xavier with a ResNet-101 backbone. From there, INT8
or FP16 conversion on different model components leads
to various improvements in speed and changes in accuracy.
Notably, conversion of the Prediction Head to INT8 (last four
rows) always results in a large loss of instance segmentation
accuracy. We hypothesize that this is because the final box
and mask predictions require more than 28 = 256 bins to be
encoded without loss in the final representation. Converting
every component to INT8 except for the Prediction Head and
FPN (row highlighted in gray) achieves the highest FPS with
little mAP degradation. Thus, this is the final configuration
we go with for our model in our experiments, but different
configurations can easily be chosen based on need.

In order to quantize model components to INT8 precision,
a calibration step is necessary: TensorRT collects histograms
of activations for each layer, generates several quantized
distributions with different thresholds, and compares each of
them to the reference distribution using KL Divergence [31].
This step ensures that the model loses as little performance as
possible when converted to INT8 precision. Table VIa shows
the effect of the calibration dataset size. We observe that
calibration is necessary for accuracy, and generally a larger
calibration set provides a better speed-accuracy trade-off.

B. Exploiting Temporal Redundancy in Video

The TensorRT optimization leads to a ∼4x improvement
in speed, and when dealing with static images, this is the
version of YolactEdge one should use. However, when dealing
with video, we can exploit temporal redundancy to make
YolactEdge even faster, as we describe next.

Given an input video as a sequence of frames {Ii}, we
aim to predict masks for each object instance in each frame
{yi = N (Ii)}, in a fast and accurate manner. For our video
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Fig.1:YolactEdgeextendsYOLACT[1]tovideobytransformingasubsetofthefeaturesfromkeyframes(left)tonon-
keyframes(right),toreduceexpensivebackbonecomputation.Specifically,onnon-keyframes,wecomputeC3featuresthatare
cheapwhilecrucialformaskpredictiongivenitshigh-resolution.Thislargelyacceleratesourmethodwhileretainingaccuracy
onnon-keyframes.Weuseblue,orange,andgreytoindicatecomputed,transformed,andskippedblocks,respectively.

instancesegmentationnetworkN,welargelyfollowthe
YOLACT[1]designforitssimplicityandimpressivespeed-
accuracytradeoff.Specifically,oneachframe,weperform
twoparalleltasks:(1)generatingasetofprototypemasks,
and(2)predictingper-instancemaskcoefficients.Then,the
finalmasksareassembledthroughlinearlycombiningthe
prototypeswiththemaskcoefficients.
Forclarityofpresentation,wedecomposeN intoNfeat

andNpred,whereNfeatdenotesthefeaturebackbonestage
andNpredistherest(i.e.,predictionheadsforclass,box,
maskcoefficients,andProtoNetforgeneratingprototype
masks)whichtakestheoutputofNfeatandmakeinstance
segmentationpredictions.Weselectivelydivideframesina
videointotwogroups:keyframesIkandnon-keyframesIn;
thebehaviorofourmodelonthesetwogroupsofframes
onlyvariesinthebackbonestage.

yk=Npred(Nfeat(I
k)) (1)

yn=Npred(Nfeat(I
n)) (2)

ForkeyframesIk,ourmodelcomputesallbackboneand
pyramidfeatures(C1−C5andP3−P7inFig.1).Whereas
fornon-keyframesIn,wecomputeonlyasubsetofthe
features,andtransformtherestfromthetemporallyclosest
previouskeyframeusingthemechanismthatweelaborate
onnext.Thisway,westrikeabalancebetweenproducing
accuratepredictionswhilemaintainingafastruntime.

PartialFeatureTransform.Transforming(i.e.,warping)
featuresfromneighboringkeyframeswasshowntobean
effectivestrategyforreducingbackbonecomputationtoyield
fastvideoboundingboxobjectdetectorsin[12].Specifically,
[12]transformsallthebackbonefeaturesusinganoff-the-
shelfopticalflownetwork[15].However,duetoinevitable
errorsinopticalflowestimation,wefindthatitfailsto
providesufficientlyaccuratefeaturesrequiredforpixel-level

taskslikeinstancesegmentation.Inthiswork,weproposeto
performpartialfeaturetransformstoimprovethequalityof
thetransformedfeatureswhilestillmaintainingafastruntime.

Specifically,unlike[12],whichtransformsallfeatures(Pk3,
Pk4,P

k
5inourcase)fromakeyframeI

ktoanon-keyframe
In,ourmethodcomputesthebackbonefeaturesforanon-
keyframeonlyupthroughthehigh-resolutionCn3level(i.e.,
skippingCn4,C

n
5 andconsequentlyP

n
4,P

n
5 computation),

andonlytransformsthelowerresolutionPk4/P
k
5 features

fromthepreviouskeyframetoapproximatePn4/P
n
5 (denoted

asWn4/W
n
5)inthecurrentnon-keyframe,asshowninFig.1

(right).ItcomputesPn6/P
n
7 bydownsamplingW

n
5 inthe

samewayasYOLACT.WiththecomputedCn3featuresand
transformedWn4features,itthengeneratesP

n
3asP

n
3=C

n
3+

up(Wn4),whereup(·)denotesupsampling.Finally,weusethe
Pn3 featurestogeneratepixel-accurateprototypes.Thisway,
incontrastto[12],wecanpreservehigh-resolutiondetails
forgeneratingthemaskprototypes,asthehigh-resolutionC3
featuresarecomputedinsteadoftransformedandthusare
immunetoerrorsinflowestimation.

Importantly,althoughwecomputetheC1-C3backbone
featuresforeveryframe(i.e.,bothkeyandnon-keyframes),
weavoidcomputingthemostexpensivepartofthebackbone,
asthecomputationalcostsindifferentstagesofpyramid-like
networksarehighlyimbalanced.AsshowninTableII,more
than66%ofthecomputationcostofResNet-101liesinC4,
whilemorethanhalfoftheinferencetimeisoccupiedby
backbonecomputation.Bycomputingonlylowerlayersof
thefeaturepyramidandtransformingtherest,wecanlargely
accelerateourmethodtoreachreal-timeperformance.

Insummary,ourpartialfeaturetransformdesignproduces
higherqualityfeaturemapsthatarerequiredforinstance
segmentation,whilealsoenablingreal-timespeeds.

Efficient MotionEstimation.Inthissection,wedescribe
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Fig.2:Flowestimation.IllustrationofthedifferencebetweenFlowNetS[15](a)andourFeatFlowNet(b).

C1 C2 C3 C4 C5
#ofconvs 1 9 12 69 9
TFLOPS 0.1 0.7 1.0 5.2 0.8
% 1.5 8.7 13.2 66.2 10.3

(a)ResNet-101Backbone

Stage % Stage %
Backbone 54.7 FPN 6.4
ProtoNet 7.8 Pred 10.6
Detect 6.6 Other 13.1

(b)YOLACT

TABLEII:Computationalcostbreakdownfordifferent
stagesof(a)ResNet-101backbone,and(b)YOLACT.

howweefficientlycomputeflowbetweenakeyframeand
non-keyframe.Givenanon-keyframeInanditspreceding
keyframeIk,ourmodelfirstencodesobjectmotionbetween
themasa2-DflowfieldM(Ik,In).Itthenusestheflow
fieldtotransformthefeaturesFk={Pk4,P

k
5}fromframe

IktoalignwithframeIntoproducethewarpedfeatures
Fn={Wn4,W

n
5}=T(F

k,M(Ik,In)).

Inordertoperformfastfeaturetransformation,weneedto
estimateobjectmotionefficiently.Existingframeworks[12],
[13]thatperformflow-guidedfeaturetransformdirectlyadopt
off-the-shelfpixel-levelopticalflownetworksformotion
estimation.FlowNetS[15](Fig.2a),forexample,performs
flowestimationinthreestages:itfirsttakesinrawRGB
framesasinputandcomputesastackoffeatures;itthen
refinesasubsetofthefeaturesbyrecursivelyupsampling
andconcatenatingfeaturemapstogeneratecoarse-to-fine
featuresthatcarrybothhigh-level(largemotion)andfine
localinformation(smallmotion);finally,itusesthosefeatures
topredictthefinalflowmap.

Inourcase,tosavecomputationcosts,insteadoftakingan
off-the-shelfflownetworkthatprocessesrawRGBframes,
wereusethefeaturescomputedbyourmodel’sbackbone
network,whichalreadyproducesasetofsemanticallyrich
features.Tothisend,weproposeFeatFlowNet(Fig.2b),
whichgenerallyfollowstheFlowNetSarchitecture,butinthe
firststage,insteadofcomputingfeaturestacksfromrawRGB
imageinputs,were-usefeaturesfromtheResNetbackbone
(C3)andusefewerconvolutionlayers.Aswedemonstratein
ourexperiments,ourflowestimationnetworkismuchfaster
whilebeingequallyeffective.

Feature Warping.WeuseFeatFlowNettoestimatetheflow
mapM(Ik,In)betweenthepreviouskeyframeIkandthe
currentnon-keyframeIn,andthentransformthefeatures
fromIktoInviainversewarping:byprojectingeachpixel
xinIntoIkasx+δx,whereδx=Mx(I

k,In)

Mask
R-CNN

YOLACT

Ours

.Thepixel

Fig.3:Maskquality.Ourmasksareashighqualityas
YOLACTevenonnon-keyframes,andaretypicallyhigher
qualitythanthoseofMaskR-CNN[32].

valueisthencomputedviabilinearinterpolationFk→n(x)=

uθ(u,x+δx)F
k(x),whereθisthebilinearinterpolation

weightatdifferentspatiallocations.

LossFunctions.Fortheinstancesegmentationtask,we
usethesamelossesasYOLACT[1]totrainourmodel:
classificationlossLcls,boxregressionlossLbox,maskloss
Lmask,andauxiliarysemanticsegmentationlossLaux.For
flowestimationnetworkpre-training,like[15],weusethe
endpointerror(EPE).

IV.RESULTS

Inthissection,weanalyzeYolactEdge’sinstancesegmenta-
tionaccuracyandspeedontheJetsonAGXXavierandRTX
2080Ti. Wecomparetostate-of-the-artreal-timeinstance
segmentationmethods,andperformablationstudiestodissect
ourvariousdesignchoicesandmodules.

Implementationdetails.Wetrainwithabatchsizeof32on
4GPUsusingImageNetpre-trainedweights.Weleavethe
pre-trainedbatchnorm(bn)unfrozenanddonotaddanyextra
bnlayers. Wefirstpre-trainYOLACTwithSGDfor500k
iterationswith5×10−4initiallearningrate.Then,wefreeze
YOLACTweights,andtrainFeatFlowNetonFlyingChairs
[33]with2×10−4initiallearningrate.Finally,wefine-tune
allweightsexceptResNetbackbonefor200kiterationswith
2×10−4initiallearningrate.Whenpre-trainingYOLACT,
weapplyalldataaugmentationsusedinYOLACT;during
fine-tuning,wedisablerandomexpandtoallowthewarping
moduletomodellargermotions.Foralltrainingstages,we



Fig. 4: YolactEdge results on YouTube VIS on non-keyframes whose subset of features are warped from a keyframe 4
frames away (farthest in sampling window). Our mask predictions can tightly fit the objects, due to partial feature transform.

Method Backbone mask AP box AP RTX FPS
Mask R-CNN [32] R-101-FPN 43.1 47.3 14.1
CenterMask-Lite [2] V-39-FPN 41.6 45.9 34.4
BlendMask-RT [5] R-50-FPN 44.0 47.9 49.3
SOLOv2-Light [3] R-50-FPN 46.3 – 43.9
YOLACT [1] R-50-FPN 44.7 46.2 59.8
YOLACT [1] R-101-FPN 47.3 48.9 42.6
Ours
YolactEdge (w/o TRT) R-50-FPN 44.2 45.2 67.0
YolactEdge (w/o TRT) R-101-FPN 46.9 47.8 61.2
YolactEdge R-50-FPN 44.0 45.1 177.6
YolactEdge R-101-FPN 46.2 47.1 172.7

TABLE III: Comparison to state-of-the-art real-time meth-
ods on YouTube VIS. We use our sub-training and sub-
validation splits for YouTube VIS and perform joint training
with COCO using a 1:1 data sampling ratio. (Box AP is not
evaluated in the authors’ code base of SOLOv2.)

Method Backbone mask AP box AP AGX FPS RTX FPS
YOLACT [1] MobileNet-V2 22.1 23.3 15.0 35.7
YolactEdge (w/o video) MobileNet-V2 20.8 22.7 35.7 161.4
YOLACT [1] R-50-FPN 28.2 30.3 9.1 45.0
YolactEdge (w/o video) R-50-FPN 27.0 30.1 30.7 140.3
YOLACT [1] R-101-FPN 29.8 32.3 6.6 36.5
YolactEdge (w/o video) R-101-FPN 29.5 32.1 27.3 124.8

TABLE IV: YolactEdge (w/o video) comparision to
YOLACT on MS COCO [9] test-dev split. AGX: Jetson
AGX Xavier; RTX: RTX 2080 Ti.

use cosine learning rate decay schedule, with weight decay 5×
10−4, and momentum 0.9. We pick the first of every 5 frames
as the keyframes. We use 100 images from the training set to
calibrate our INT8 model components (backbone, prototype,
FeatFlowNet) for TensorRT, and the remaining components
(prediction head, FPN) are converted to FP16. We do not
convert the warping module to TensorRT, as the conversion
of the sampling function (needed for inverse warp) is not
natively supported, and is also not a bottleneck for our feature
propagation to be fast. We limit the output resolution to be a
maximum of 640x480 while preserving the aspect ratio.

Datasets. YouTube VIS [10] is a video instance segmentation
dataset for detection, segmentation, and tracking of object
instances in videos. It contains 2883 high-resolution YouTube
videos of 40 common objects such as person, animals, and
vehicles, at a frame rate of 30 FPS. The train, validation,
and test set contain 2238, 302, and 343 videos, respectively.
Every 5th frame of each video is annotated with pixel-level

Method Backbone mask AP box AP AGX FPS RTX FPS
YOLACT [1] R-50-FPN 44.7 46.2 8.5 59.8
YolactEdge (w/o TRT) R-50-FPN 44.2 45.2 10.5 67.0
YolactEdge (w/o video) R-50-FPN 44.5 46.0 32.0 185.7
YolactEdge R-50-FPN 44.0 45.1 32.4 177.6
YOLACT [1] R-101-FPN 47.3 48.9 5.9 42.6
YolactEdge (w/o TRT) R-101-FPN 46.9 47.8 9.5 61.2
YolactEdge (w/o video) R-101-FPN 46.9 48.4 27.9 158.2
YolactEdge R-101-FPN 46.2 47.1 30.8 172.7

TABLE V: YolactEdge ablation results on Youtube VIS.

instance segmentation ground-truth masks. Since we only
perform instance segmentation (without tracking), we cannot
directly use the validation server of YouTube VIS to evaluate
our method. Instead, we further divide the training split into
two train-val splits with a 85%-15% ratio (1904 and 334
videos). To demonstrate the validity of our own train-val split,
we created two more splits, and configured them so that any
two splits have video overlap of less than 18%. We evaluated
Mask R-CNN, YOLACT, and YolactEdge on all three splits,
the AP variance is within ±2.0.

We also evaluate our approach on the MS COCO [9]
dataset, which is an image instance segmentation benchmark,
using the standard metrics. We train on the train2017 set and
evaluate on the val2017 and test-dev sets.

A. Instance Segmentation Results

We first compare YolactEdge to state-of-the-art real-time
methods on YouTube VIS using the RTX 2080 Ti GPU in
Table III. YOLACT [1] with a R101 backbone produces the
highest box detection and instance segmentation accuracy
over all competing methods. Our approach, YolactEdge, offers
competitive accuracy to YOLACT, while running at a much
faster speed (177.6 FPS on a R50 backbone). Even without the
TensorRT optimization, it still achieves over 60 FPS for both
R50 and R101 backbones, demonstrating the contribution of
our partial feature transform design which allows the model
to skip a large amount of redundant computation in video.

In terms of mask quality, because YOLACT/YolactEdge
produce a final mask of size 138x138 directly from the
feature maps without repooling (which potentially misalign
the features), their masks for large objects are noticeably
higher quality than Mask R-CNN. For instance, in Fig. 3,
both YOLACT and YolactEdge produce masks that follow
the boundary of the feet of lizard and zebra, while those
of Mask R-CNN have more artifacts. This also explains
YOLACT/YolactEdge’s stronger quantitative performance



#Calib. Img. mAP FPS
0 24.4 –
5 29.6 27.4
50 29.8 27.4

100 29.7 27.5

(a) INT8 calibration Effect of the
number of calibration images.

Warp layers mAP FPS
C4, C5 39.2 59.7
P4, P5 39.2 63.2

C3, C4, C5 37.8 59.1
P3, P4, P5 38.0 64.1

(b) Partial feature transform We warp
P4 & P5 as it is both fast and accurate.

Channels mAP FPS
1x 47.0 48.3

1/2x 46.9 53.6
1/4x 46.9 61.2
1/8x – 62.2

(c) FeatFlowNet We reduce chan-
nels for accuracy/speed tradeoff.

Method mAP FPS
w/o flow 31.8 72.5
FlowNetS 39.2 43.3
FeatFlowNet 39.2 61.2

(d) FeatFlowNet is faster and equally
effective compared to FlowNetS.

TABLE VI: Ablations. (a) is on COCO val2017 using YOLACT with a R101 backbone. (b-d) are YolactEdge (w/o TRT) on
our YouTube VIS sub-train/sub-val split ((b)&(d) without COCO joint training). We highlight our design choices in gray.

over Mask R-CNN on YouTube VIS, which has many large
objects. Moreover, our proposed partial feature transform
allows the network to take the computed high resolution C3

features to help generate prototypes. In this way, our method
is less prone to artifacts brought by misalignment compared
to warping all features (as in [12]) and thus can maintain
similar accuracy to YOLACT which processes all frames
independently. See Fig. 4 for more qualitative results.

We next compare YolactEdge to YOLACT on the MS
COCO [9] dataset in Table IV. Here YolactEdge is without
video optimization since MS COCO is an image dataset.
We compare three backbones: MobileNetv2, ResNet-50,
and ResNet-101. Every YolactEdge configuration results
in a loss of AP when compared to YOLACT due to the
quantization of network parameters performed by TensorRT.
This quantization, however, comes at an immense gain of
FPS on the Jetson AGX and RTX 2080 Ti. For example,
using ResNet-101 as a backbone results in a loss of 0.3
mask mAP from the unquantized model but results in a
20.7/88.3 FPS improvement on the AGX/RTX. We note that
the MobileNetv2 backbone has the fastest speed (35.7 FPS
on AGX) but has a very low mAP of 20.8 when compared
to the other configurations.

Finally, Table V shows ablations of YolactEdge. Starting
from YOLACT, which is equivalent to YolactEdge without
TensorRT and video optimization, we see that with a ResNet-
101 backbone, both our video and TensorRT optimizations
lead to significant improvements in speed with a bit of
degradation in mask/box mAP. The speed improvement
for instantiations with a ResNet-50 backbone are not as
prominent, because video optimization mainly exploits the
redundancy of computation in the backbone stage and its
effect diminishes in smaller backbones.

B. Which feature layers should we warp?

As shown in Table VIb, computing C3/P3 features (rows
2-3) yields 1.2-1.4 higher AP than warping C3/P3 features
(rows 4-5). We choose to perform partial feature transform
over P instead of C features, as there is no obvious difference
in accuracy while it is much faster to warp P features.

C. FeatFlowNet

To encode pixel motion, FeatFlowNet takes as input C3

features from the ResNet backbone. As shown in Table VIc,
we choose to reduce the channels to 1/4 before it enters
FeatFlowNet as the AP only drops slightly while being much

faster. If we further decrease it to 1/8, the FPS does not
increase by a large margin, and flow pre-training does not
converge well. As shown in Table VId, accurate flow maps
are crucial for transforming features across frames. Notably,
our FeatFlowNet is equally effective for mask prediction as
FlowNetS [15], while being faster as it reuses C3 features for
pixel motion estimation (whereas FlowNetS computes flow
starting from raw RGB pixels).

D. Temporal Stability
Finally, although YolactEdge does not perform explicit

temporal smoothing, it produces temporally stable masks.1 In
particular, we observe less mask jittering than YOLACT. We
believe this is due to YOLACT only training on static images,
whereas YolactEdge utilizes temporal information in videos
both during training and testing. Specifically, when producing
prototypes, our partial feature transform implicitly aggregates
information from both the previous keyframe and current non-
keyframe, and thus “averages out” noise to produce stable
segmentation masks.

V. DISCUSSION OF LIMITATIONS

Despite YolactEdge’s competitiveness, it still falls behind
YOLACT in mask mAP. We discuss two potential causes.

a) Motion blur: We believe part of the reason lies
in the feature transform procedure – although our partial
feature transform corrects certain errors caused by imperfect
flow maps (Table VIb), there can still be errors caused
by motion blur which lead to mis-localized detections.
Specifically, for non-keyframes, P4 and P5 features are
derived by transforming features of previous keyframes. It is
not guaranteed that the randomly selected keyframes are free
from motion blur. A smart way to select keyframes would
be interesting future work.

b) Mixed-precision conversion: The accuracy gap can
also be attributed to mixed precision conversion – even
with the optimal conversion and calibration configuration
(Table I,VIa), the precision gap between training (FP32) and
inference (FP16/INT8) is not fully addressed. An interesting
direction is to explore training with mixed-precision, with
which the model could potentially learn to compensate for
the precision loss and adapt better during inference.
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