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Abstract. In this paper we introduce a notion of almost minimizers for certain

variational problems governed by the fractional Laplacian, with the help of
the Caffarelli-Silvestre extension. In particular, we study almost fractional

harmonic functions and almost minimizers for the fractional obstacle problem
with zero obstacle. We show that for a certain range of parameters, almost
minimizers are almost Lipschitz or C1,β-regular.

1. Introduction and Main Results

1.1. Fractional harmonic functions. Given 0 < s < 1, we say that a function
u ∈ Ls(Rn) := L1(Rn, (1 + |x|n+2s)−1) is s-fractional harmonic in an open set
Ω ⊂ Rn if

(1.1) (−∆x)su(x) := Cn,s p.v.

∫
Rn

u(x)− u(x+ z)

|z|n+2s
= 0 in Ω,

where p.v. stands for Cauchy’s principal value and Cn,s is a normalization constant.
The formula above is just one of many equivalent definitions of the fractional
Laplacian (−∆x)s, another one being a pseudo-differential operator with Fourier
symbol |ξ|2s. We refer to a recent review of Garofalo [Gar19] for basic properties of
(−∆x)s, as well as many historical remarks concerning that operator.

In recent years, there has been a surge of interest in nonlocal problems involving
the fractional Laplacian, when it was discovered that the problems can be localized
by the use of the so-called Caffarelli-Silvestre extension procedure [CS07]. Namely,
for a = 1− 2s ∈ (−1, 1), let

P (x, y) := Cn,a
|y|1−a

(|x|2 + |y|2)
n+1−a

2

, (x, y) ∈ Rn × R+ = Rn+1
+ ,

(to be called the Poisson kernel for the extension operator La) and consider the
convolution, still denoted by u,

u(x, y) := u ∗ P (·, y) =

∫
Rn
u(z)P (x− z, y)dz, (x, y) ∈ Rn+1

+ .
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Note that u(x, y) solves the Cauchy problem

Lau := div(|y|a∇u) = 0 in Rn+1
+ ,

u(x, 0) = u(x) on Rn,

where ∇ = ∇x,y is the full gradient in x and y variables. La is known as the
Caffarelli-Silvestre extension operator. Then, one can recover (−∆x)su as the
fractional normal derivative on Rn

(−∆x)su(x) = −Cn,a lim
y→0+

ya∂yu(x, y), x ∈ Rn

to be understood in the appropriate sense of traces. Now, going back to the definition
(1.1), if we consider the even reflection of u in y-variable to all of Rn+1, i.e.,

u(x, y) = u(x,−y), x ∈ Rn, y < 0,

then the following fact holds: u(x) is s-fractional harmonic in Ω if and only if u(x, y)
satisfies

(1.2) Lau = 0 in Ω̃ := Rn+1
− ∪ (Ω× {0}) ∪ Rn+1

+ .

(We will refer to solutions of Lau = 0 as La-harmonic functions.) This is essentially
Lemma 4.1 in [CS07]. Since Lau = 0 in Rn± by definition, the condition (1.2) is
equivalent to asking

Lau = 0 in Br(x0),

for any ball Br(x0) centered at x0 ∈ Ω such that Br(x0) b Ω̃, or equivalently
B′r(x0) b Ω. Now, observing that the solutions of the above equation are minimizers
of the weighted Dirichlet energy

∫
Br(x0)

|∇v|2|y|a, we obtain the following fact.

Proposition 1.1. A function u ∈ Ls(Rn) is s-fractional harmonic in Ω if and only

if its reflected Caffarelli-Silvestre extension u(x, y) is in W 1,2
loc (Ω̃, |y|a) and for any

ball Br(x0) with x0 ∈ Ω such that B′r(x0) b Ω, we have∫
Br(x0)

|∇u|2|y|a ≤
∫
Br(x0)

|∇v|2|y|a,

for any v ∈ u+W 1,2
0 (Br(x0), |y|a).

We take this proposition as the starting point for the definition of almost s-
fractional harmonic functions, in the spirit of Anzellotti [Anz83].

Definition 1.2 (Almost s-fractional harmonic functions). Let r0 > 0 and ω :
(0, r0)→ [0,∞) be a modulus of continuity1. We say that a function u ∈ Ls(Rn) is
almost s-fractional harmonic in an open set Ω ⊂ Rn, with a gauge function ω, if

its reflected Caffarelli-Silvestre extension u(x, y) is in W 1,2
loc (Ω̃, |y|a) and for any ball

Br(x0) with x0 ∈ Ω and 0 < r < r0 such that B′r(x0) b Ω, we have

(1.3)

∫
Br(x0)

|∇u|2|y|a ≤ (1 + ω(r))

∫
Br(x0)

|∇v|2|y|a,

for any v ∈ u+W 1,2
0 (Br(x0), |y|a).

1i.e., a nondecreasing function with ω(0+) = 0
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1.2. Fractional obstacle problem. A function u ∈ Ls(Rn) is said to solve the
s-fractional obstacle problem with obstacle ψ in an open set Ω ⊂ Rn, if

(1.4) min{(−∆x)su, u− ψ} = 0 in Ω.

We refer to [Sil07,CSS08,MNS17] for general introduction and basic results on this
problem. With the help of the reflected Caffarelli-Silvestre extension, we can rewrite
the problem as a Signorini-type problem for the operator La:

Lau = 0 in Rn+1
±

min{−∂ayu, u− ψ} = 0 in Ω,

where
∂ayu(x, 0) := lim

y→0+
ya∂yu(x, y).

This, in turn, can be written in the following variational form, see [CSS08].

Proposition 1.3. A function u ∈ Ls(Rn) solves (1.4) if and only if its reflected

Caffarelli-Silvestre extension u(x, y) is in W 1,2
loc (Ω̃) and for any ball Br(x0) with

x0 ∈ Ω such that B′r(x0) b Ω, we have∫
Br(x0)

|∇u|2|y|a ≤
∫
Br(x0)

|∇v|2|y|a,

for any v ∈ Kψ,u(Br(x0), |y|a) := {v ∈ u+W 1,2
0 (Br, |y|a) : v ≥ ψ on B′r(x0)}.

Definition 1.4 (Almost minimizers for s-fractional obstacle problem). Let r0 > 0
and ω : (0, r0) → [0,∞) be a modulus of continuity. We say that a function
u ∈ Ls(Rn) is an almost minimizer for the s-fractional obstacle problem in an open
set Ω ⊂ Rn, with a gauge function ω, if its reflected Caffarelli-Silvestre extension

u(x, y) is in W 1,2
loc (Ω̃, |y|a) and for any ball Br(x0) with x0 ∈ Ω and 0 < r < r0 such

that B′r(x0) b Ω, we have

(1.5)

∫
Br(x0)

|∇u|2|y|a ≤ (1 + ω(r))

∫
Br(x0)

|∇v|2|y|a,

for any v ∈ Kψ,u(Br(x0), |y|a).

The notion of almost minimizers above is related to the one for the thin obstacle
problem (s = 1/2) studied by the authors in [JP19], but there are certain important
differences. In Definition 1.4, we ask the almost minimizing property (1.5) to hold
only for balls centered on the “thin space” Rn, while in [JP19], we ask that property
for balls centered at any point in an open set in the “thick space” Rn+1. In a sense,
this means that here we think of the perturbation from minimizers as living on the
thin space, while in [JP19] they live in the thick space.

1.3. Main results and structure of the paper. In this paper, our main concern
is the regularity of almost minimizers in their original variables.

We start with examples of almost minimizers in Section 2. We then proceed to
prove the following results, echoing those in [Anz83] and [JP19].

Theorem I. Let u ∈ Ls(Rn) be almost s-fractional harmonic in Ω. Then

(1) u is almost Lipschitz in Ω, i.e, u ∈ C0,σ(Ω) for any 0 < σ < 1.
(2) If ω(r) = rα, then u ∈ C1,β(Ω) for some β = βn,a,α > 0.
(3) If 0 < s < 1/2 or s = 1/2 and ω(r) = rα for some α > 0, then u is actually

s-fractional harmonic in Ω.
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In the case of the s-fractional obstacle problem, our results are obtained under
the assumption that 1/2 ≤ s < 1. Also, because of the technical nature of the
problem, we restrict ourselves to the case ψ = 0.

Theorem II. Let u ∈ Ls(Rn) be an almost minimizer for the s-fractional obstacle
problem with obstacle ψ = 0 in Ω.

(1) If 1/2 ≤ s < 1, then u ∈ C0,σ(Ω) for any 0 < σ < 1.
(2) If 1/2 ≤ s < 1 and ω(r) = rα for some α > 0, then u ∈ C1,β(Ω) for some

β = βn,a,α > 0.

The proofs follow the general approach in [Anz83] and [JP19] by first obtaining
growth estimates for minimizers (see Section 3) and then deriving their perturbed
versions for almost minimizers (Section 4 for s-fractional harmonic functions and
Section 5 for the s-fractional obstacle problem). The regularity then follows by an
embedding theorem of a Morrey-Campanato-type space into the Hölder space, which
we included in Appendix A. Finally, Appendix B contains the proof of orthogonal
polynomial expansion of La-harmonic functions, that we rely on in deriving the
growth estimates in Section 3. The polynomial expansion has other interesting
corollaries such as the (known) real-analyticity of s-fractional harmonic functions,
which are of independent interest.

1.4. Notation. Throughout the paper we use the following notation. Rn is the n-
dimensional Euclidean space. The points of Rn+1 are denoted by X = (x, y), where
x = (x1, . . . , xn) ∈ Rn, y ∈ R. We routinely identify x ∈ Rn with (x, 0) ∈ Rn × {0}.
Rn+1
± stands for open halfspaces {X = (x, y) ∈ Rn+1 : ±y > 0}.
We use the following notations for balls of radius r in Rn and Rn+1

Br(X) = {Z ∈ Rn+1 : |X − Z| < r}, (Euclidean) ball in Rn+1,

B±r (x) = Br(x, 0) ∩ {±y > 0}, half-ball in Rn+1,

B′r(x) = Br(x, 0) ∩ {y = 0}, ball in Rn.

We typically drop the center from the notation if it is the origin. Thus, Br = Br(0),
B′r = B′r(0), etc.

Next, ∇u = ∇Xu = (∂x1
u, . . . , ∂xnu, ∂yu) stands for the full gradient, while

∇xu = (∂x1u, . . . , ∂xnu). We also use the standard notations for partial derivatives,
such as ∂xiu, uxi , uy etc.

In integrals, we often drop the variable and the measure of integration if it is
with respect to the Lebesgue measure or the surface measure. Thus,∫

Br

u|y|a =

∫
Br

u(X)|y|adX,
∫
∂Br

u|y|a =

∫
∂Br

u(X)|y|adSX ,

where SX stands for the surface measure.
By L2(BR, |y|a) and L2(∂BR, |y|a) we indicate the weighted Lebesgue spaces of

functions with the norms

‖u‖2L2(BR,|y|a) =

∫
BR

u2|y|a

‖u‖2L2(∂BR,|y|a) =

∫
∂BR

u2|y|a.
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W 1,2(BR, |y|a) is the corresponding weighted Sobolev space of functions with the
norm

‖u‖2W 1,2(BR,|y|a) = ‖u‖2L2(BR,|y|a) + ‖∇u‖2L2(BR,|y|a).

We also use other typical notations for Sobolev spaces. Thus, W 1,2
0 (BR, |y|a) stands

for the closure of C∞0 (BR) in W 1,2(BR, |y|a).
For x ∈ Rn and r > 0, we indicate by 〈u〉x,r the |y|a-weighted integral mean

value of a function u over Br(x). That is,

〈u〉x,r = −
∫
Br(x)

u|y|a :=
1

ωn+1+arn+1+a

∫
Br(x)

u|y|a,

where ωn+1+a =
∫
B1
|y|a is the |y|a-weighted volume of the unit ball B1 in Rn+1.

(Note that here and throughout the paper, the sign −
∫

denotes the integral mean
value with respect to the weighted measure |y|adX.) Finally, similarly to the other
notations, we drop the origin if it is 0 and write 〈u〉r for 〈u〉0,r.

2. Examples of almost minimizers

Before we proceed with the proofs of the main results, we would like to give some
examples of almost minimizers.

Example 2.1. Let u ∈ Ls(Rn) be a solution of

(−∆x)su+ b(x) · ∇xu = 0 in Ω,

where b = (b1, b2, . . . , bn) ∈ W 1,∞(Ω) and 1/2 < s < 1 (or −1 < a < 0). Then u
is an almost s-fractional harmonic with a gauge function ω(r) = Cr−a (note that
−a > 0).

Proof. Consider a ball Br(x0) centered at x0 ∈ Ω such that B′r(x0) b Ω. Without
loss of generality assume that x0 = 0. Let v be the minimizer of∫

Br

|∇v|2|y|a

on u+W 1,2
0 (Br, |y|a). Then ∫

Br

∇v∇(u− v)|y|a = 0,

and as a consequence,∫
Br

(|∇u|2 − |∇v|2)|y|a =

∫
Br

|∇(u− v)|2|y|a.

Then, we have∫
Br

(|∇u|2 − |∇v|2)|y|a = 2

∫
B+
r

|∇(u− v)|2|y|a

= 2

∫
B+
r

|∇(u− v)|2|y|a + div(|y|a∇(u− v)) (u− v)

= 2

∫
B+
r

div

(
|y|a∇

(
(u− v)2

2

))
= 2

∫
(∂Br)+

|y|a(u− v)(uν − vν)− 2

∫
B′r

(u− v)(∂ayu− ∂ayv)



6 SEONGMIN JEON AND ARSHAK PETROSYAN

= C

∫
B′r

(u− v)(−∆x)su

= −C
∫
B′r

(u− v)biuxi

with C = Cn,a. Next, extending bi to Rn+1 by bi(x, y) := bi(x), we have∫
Br

(|∇u|2 − |∇v|2)|y|a = −C
∫
B′r

(u− v)biuxi

= C

∫
B+
r

∂y
(
(u− v)biuxi

)
= C

∫
B+
r

(uy − vy)biuxi + (u− v)biuxiy

≤ C‖b‖W 1,∞(Ω)

∫
B+
r

|∇u|2 + |∇v|2

+ C

∫
∂(B+

r )

(u− v)biuyνxi − C
∫
B+
r

∂xi((u− v)bi)uy

= C‖b‖W 1,∞(Ω)

∫
B+
r

|∇u|2 + |∇v|2

− C
∫
B+
r

((uxi − vxi)bi + (u− v)bixi)uy

≤ C‖b‖W 1,∞(Ω)

∫
B+
r

|∇u|2 + |∇v|2 + |u− v|2.

Using Poincare’s inequality, it follows that∫
Br

(|∇u|2 − |∇v|2)|y|a ≤ C
∫
Br

|∇u|2 + |∇v|2

≤ Cr−a
∫
Br

(|∇u|2 + |∇v|2)|y|a

≤ Cr−a
∫
Br

|∇u|2|y|a.

Hence, ∫
Br(x0)

|∇u|2|y|a ≤ (1 + Cr−a)

∫
Br(x0)

|∇v|2|y|a,

for 0 < r < r0, with C and r0 depending on n, a, and ‖b‖W 1,∞(Ω). �

Example 2.2. Let u ∈ Ls(Rn) be a solution of the obstacle problem for fractional
Laplacian with drift

min{(−∆x)su+ b(x) · ∇xu, u} = 0 in Ω,

where b = (b1, b2, . . . , bn) ∈W 1,∞(Ω) and 1/2 < s < 1 (or −1 < a < 0). Then u is
an almost minimizer for s-fractional obstacle problem in Ω with an obstacle ψ = 0
and a gauge function ω(r) = Cr−a.

The obstacle problem above has been studied earlier in [PP15] and [GPPS17].
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Proof. We argue similarly to Example 2.1. Let Br(x0) centered at x0 ∈ Ω such that
B′r(x0) b Ω. Without loss of generality assume that x0 = 0. Let v be the minimizer
of ∫

Br

|∇v|2|y|a

on K0,u(Br, |y|a) = {v ∈ u+W 1,2
0 (Br, |y|a) : v ≥ 0 on B′r(x0)}. Next, we write∫

Br

(|∇u|2 − |∇v|2)|y|a = 2

∫
Br

∇u∇(u− v)|y|a −
∫
Br

|∇(u− v)|2|y|a

≤ 2

∫
Br

∇u∇(u− v)|y|a

= 4

∫
B+
r

∇u∇(u− v)|y|a + div(|y|a∇u)(u− v)

= −4

∫
B′r

(u− v)∂ayu

= C

∫
B′r

(u− v)(−∆x)su

= C

[
−
∫
B′r∩{u>0}

(u− v)biuxi +

∫
B′r∩{u=0}

(−v) (−∆x)su

]
≤ C

[
−
∫
B′r∩{u>0}

(u− v)biuxi −
∫
B′r∩{u=0}

(−v)biuxi

]
= −C

∫
B′r

(u− v)biuxi ,

where we used that (−∆)su + biuxi ≥ 0 and −v ≤ 0 on B′r ∩ {u = 0} in the last
inequality.

Then we complete the proof as in Example 2.1. �

3. Growth estimates for minimizers

In this section we prove growth estimates for La-harmonic functions and solutions
of the Signorini problem for La, i.e., minimizers v of the weighted Dirichlet integral∫

Br

|∇v|2|y|a

on v +W 1,2
0 (Br, |y|a) or on the thin obstacle constraint set K0,v(Br, |y|a).

The idea is that these estimates will extend to almost minimizers and will
ultimately imply their regularity with the help of Morrey-Campanato-type space
embedding.

The proofs in this section are akin to those in [JP19] for almost minimizers of
the thin obstacle problem. Yet, one has to be careful with different growth rates for
tangential and normal derivatives.

3.1. Growth estimates for La-harmonic functions.

Lemma 3.1. Let v ∈W 1,2(BR, |y|a) be a solution of Lav = 0 in BR. If v is even
in y, then for 0 < ρ < R∫

Bρ

|∇xv|2|y|a ≤
( ρ
R

)n+1+a
∫
BR

|∇xv|2|y|a
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Bρ

|vy|2|y|a ≤
( ρ
R

)n+3+a
∫
BR

|vy|2|y|a.

Proof. Note that we can write

v(x, y) =
∞∑
k=0

pk(x, y),

where pk’s are La-harmonic homogeneous polynomials of degree k (see Appendix B).
Then {∂xipk}∞k=1 are La-harmonic homogeneous polynomials of degree k − 1, and
thus orthogonal in L2(∂B1, |y|a). Thus,∫

Bρ

|∇xv|2|y|a =
∞∑
k=1

∫
Bρ

|∇xpk|2|y|a

=

∞∑
k=1

( ρ
R

)n+1+a+2(k−1)
∫
BR

|∇xpk|2|y|a

≤
( ρ
R

)n+1+a ∞∑
k=1

∫
BR

|∇xpk|2|y|a

=
( ρ
R

)n+1+a
∫
BR

|∇xv|2|y|a.

Similarly, {|y|a∂ypk}∞k=1 are L−a-harmonic homogeneous functions of degree k −
1 + a, and thus orthogonal in L2(∂B1, |y|−a). Notice that since p1(x, y) = p1(x) is
independent of y variable by the even symmetry, we have |y|a∂yp1 = 0. Thus,∫

Bρ

|vy|2|y|a =

∫
Bρ

||y|avy|2 |y|−a

=

∞∑
k=2

∫
Bρ

||y|a∂ypk|2 |y|−a

=
∞∑
k=2

( ρ
R

)n+1−a+2(k−1+a)
∫
BR

||y|a∂ypk|2|y|−a

≤
( ρ
R

)n+3+a
∫
BR

|vy|2|y|a. �

Lemma 3.2. Let v be a solution of Lav = 0 in BR, even in y. Then, for 0 < ρ < R,

(3.1)

∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
( ρ
R

)n+a+3
∫
BR

|∇xv − 〈∇xv〉R|2|y|a.

Proof. First note that since La(∇xv) = 0 in BR, 〈∇xv〉 = ∇xv(0) by the mean value
theorem for La-harmonic functions, see [CSS08, Lemma 2.9]. If we use the expansion
v =

∑∞
k=0 pk(x, y) in BR as in the proof of Lemma 3.1, then ∇xv − ∇xv(0) =∑∞

k=2∇xpk and consequently∫
Bρ

|∇xv −∇xv(0)|2|y|a =
∞∑
k=2

∫
Bρ

|∇xpk|2|y|a

=
∞∑
k=2

( ρ
R

)n+a+2k−1
∫
BR

|∇xpk|2|y|a
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≤
( ρ
R

)n+a+3 ∞∑
k=2

∫
BR

|∇xpk|2|y|a

=
( ρ
R

)n+a+3
∫
BR

|∇xv −∇xv(0)|2|y|a. �

3.2. Growth estimates for the solutions of the Signorini problem for La.
Our estimates for the solutions of the Signorini problem will require an assumption
that 1/2 ≤ s < 1, or a ≤ 0. Also, unless stated otherwise, the obstacle ψ is assumed
to be zero.

The first estimate is the analogue of Lemma 3.1, but with less information of the
growth of vy.

Lemma 3.3. Let v be a solution of the Signorini problem for La in BR, even in y,
with a ≤ 0. Then, for 0 < ρ < R

(3.2)

∫
Bρ

|∇v|2|y|a ≤
( ρ
R

)n+1+a
∫
BR

|∇v|2|y|a.

Proof. We use the following property: if v is as in the statement of the lemma, then
vxi , i = 1, . . . , n, and y|y|a−1vy are Hölder continuous in BR, see [CSS08]. Moreover,
we have that

La(v±xi) ≥ 0, L−a((y|y|a−1vy)±) ≥ 0 in BR.

This follows from the fact that Lavxi = 0 in {±vxi > 0} and L−a(y|y|a−1vy) = 0 in
{±y|y|a−1vy > 0}, by the complementarity condition vyv = 0 on B′R, as well as an
argument in Exercise 2.6 or Exercise 9.5 in [PSU12]. As a consequence, we have

La(|∇xv|2) ≥ 0, L−a(||y|avy|2) ≥ 0 in BR.

We next use the following |y|a-weighted sub-mean value property for La-subharmonic
functions: If Law ≥ 0 weakly in BR, −1 < a < 1, then

ρ 7→ 1

ρn+1+a

∫
Bρ

w|y|a

is nondecreasing. This follows by integration from the spherical sub-mean value
property, see [CSS08, Lemma 2.9]. Thus, we have that

ρ 7→ 1

ρn+1+a

∫
Bρ

|∇xv|2|y|a

ρ 7→ 1

ρn+1−a

∫
Bρ

v2
y|y|a

are monotone nondecreasing for 0 < ρ < R. This implies∫
Bρ

|∇xv|2|y|a ≤
( ρ
R

)n+1+a
∫
BR

|∇xv|2|y|a∫
Bρ

v2
y|y|a ≤

( ρ
R

)n+1−a ∫
BR

v2
y|y|a.

In the case a ≤ 0, we therefore conclude that the bound (3.2) holds. �

Lemma 3.4. Let v be a solution of the Signorini problem for La in BR, even in y,
with a ≤ 0. If v(0) = 0, then there exists C = Cn,α such that for 0 < ρ < r < (3/4)R,
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Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
(ρ
r

)n+a+3
∫
Br

|∇xv − 〈∇xv〉r|2|y|a

+ C‖v‖2L∞(BR)

ρn+2

R2+2s
.

Proof. Define

ϕ(r) :=
1

rn+a+3

∫
Br

|∇xv − 〈∇xv〉r|2|y|a.

Then,

ϕ(r) =
1

rn+a+3

[∫
Br

|∇xv|2|y|a − 2〈∇xv〉r
∫
Br

∇xv|y|a + 〈∇xv〉2r
∫
Br

|y|a
]

=
1

rn+a+3

[∫
Br

|∇xv|2|y|a −
1

ωn+1+arn+1+a

(∫
Br

∇xv|y|a
)2
]
.

Thus, using the Cauchy-Schwarz and Young’s inequality, we obtain

ϕ′(r) =
1

rn+a+3

[
− n+ a+ 3

r

∫
Br

|∇xv|2|y|a +

∫
∂Br

|∇xv|2|y|a

+
n+ a+ 3

ωn+1+arn+2+a

(∫
Br

∇xv|y|a
)2

+
n+ 1 + a

ωn+1+arn+2+a

(∫
Br

∇xv|y|a
)2

− 2

ωn+1+arn+1+a

(∫
Br

∇xv|y|a
)(∫

∂Br

∇xv|y|a
)]

≥ − C

rn+a+3

[
1

r

∫
Br

|∇xv|2|y|a +

(
1

r

∫
Br

|∇xv|2|y|a
)1/2(∫

∂Br

|∇xv|2|y|a
)1/2

]

≥ − C

rn+a+3

[
1

r

∫
Br

|∇xv|2|y|a +

∫
∂Br

|∇xv|2|y|a
]
.

Next, we note that

[∇xv]C0,s(B3/4R) ≤
Cn,s
R1+s

‖v‖L∞(BR).

Indeed, this follows from the known interior regularity for solutions of the Signorini
problem for La in B1 in the case R = 1, see e.g. [CSS08], and a simple scaling
argument for all R > 0. Noting also that ∇xv(0) = 0, since v attains its minimum
on B′r at 0, we have that for X ∈ Br with r < (3/4)R

|∇xv(X)| = |∇xv(X)−∇xv(0)| ≤ C

R1+s
‖v‖L∞(BR)r

s

and so
1

r

∫
Br

|∇xv|2|y|a +

∫
∂Br

|∇xv|2|y|a ≤ C‖v‖2L∞(BR)

rn+1

R2+2s
.

This gives

ϕ′(r) ≥ − C

ra+2
‖v‖2L∞(BR)

1

R2+2s
.

Thus, for 0 < ρ < r < (3/4)R,

ϕ(r)− ϕ(ρ) =

∫ r

ρ

ϕ′(t) dt

≥ −C‖v‖2L∞(BR)

ρ−1−a − r−1−a

R2+2s
.
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Therefore,∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a

= ρn+a+3ϕ(ρ)

≤ ρn+a+3

(
ϕ(r) + C‖v‖2L∞(BR)

ρ−1−a − r−1−a

R2+2s

)
≤
(ρ
r

)n+a+3
∫
Br

|∇xv − 〈∇xv〉r|2|y|a + C‖v‖2L∞(BR)

ρn+2

R2+2s
. �

Lemma 3.5. Let v be a solution of the Signorini problem for La in BR, even in y.
Then there are C1 = Cn,a, C2 = Cn,a such that for all 0 < ρ < S < (3/8)R,∫

Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤ C1

( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a

+ C2‖v‖2L∞(BR)

Sn+2

R2+2s
.

Proof. If ρ ≥ S/8, then we immediately have∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤ C
(

8ρ

S

)n+a+3 ∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a

≤ C
( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a.

Thus we may assume ρ < S/8. Due to Lemma 3.4, we may assume v(0) > 0. Let
d := dist (0, {v(·, 0) = 0}) > 0. Then Lav = 0 in Bd. Thus, if d ≥ S, we may use
Lemma 3.2 to obtain∫

Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a.

Thus we may also assume d < S.

Case 1. S/4 ≤ d (< S).

Case 1.1. Suppose 0 < ρ < d (< S). Then using La(∇xv) = 0 in Bd again,∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
(ρ
d

)n+a+3
∫
Bd

|∇xv − 〈∇xv〉d|2|y|a

≤ C
( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a.

Case 1.2. Suppose ρ ≥ d (≥ S/4). Then∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
(

4ρ

S

)n+a+3 ∫
BS

|∇xv − 〈∇xv〉S |2|y|a.

Case 2. 0 < d < S/4.

Case 2.1. Suppose ρ < d/2. Take x1 ∈ ∂(B′d) such that v(x1) = 0. Then using
inclusions Bρ ⊂ Bd/2 ⊂ B(3/2)d(x1) ⊂ BS/2(x1) ⊂ BR/2(x1), Lav = 0 in Bd and
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the preceding Lemma 3.4, we obtain∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a

≤
(

2ρ

d

)n+a+3 ∫
Bd/2

|∇xv − 〈∇xv〉d/2|2|y|a

≤
(

2ρ

d

)n+a+3 ∫
B(3/2)d(x1)

|∇xv − 〈∇xv〉x1,(3/2)d|2|y|a

≤
(

2ρ

d

)n+a+3 [(
3d

S

)n+a+3 ∫
BS/2(x1)

|∇xv − 〈∇xv〉x1,S/2|
s|y|a

+ C‖v‖2L∞(BR/2(x1))

Sn+2

R2+2s

]
≤ C

( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a + C‖v‖2L∞(BR)

Sn+2

R2+2s
.

Case 2.2. Suppose d/2 ≤ ρ. Then we see that Bρ ⊂ B3ρ(x1) ⊂ BS/2(x1) ⊂ BS . As
we did in Case 2.1, we have∫

Bρ

|∇xv − 〈∇xv〉ρ|2|y|a

≤
∫
B3ρ(x1)

|∇xv − 〈∇xv〉x1,3ρ|2|y|a

≤ C
( ρ
S

)n+a+3
∫
BS/2(x1)

|∇xv − 〈∇xv〉x1,S/2|
2|y|a

+ C‖v‖2L∞(BR/2(x1))

Sn+2

R2+2s

≤ C
( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|a + C‖v‖2L∞(BR)

Sn+2

R2+2s
. �

Corollary 3.6. Let v be a solution of the Signorini problem for La in BR, even in
y. Then there are C1 = Cn,a, C2 = Cn,a such that for all 0 < ρ < S < (3/16)R,∫

Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤ C1

( ρ
S

)n+a+3
∫
BS

|∇xv − 〈∇xv〉S |2|y|2

+ C2〈v2〉R
Sn+2

R2+2s
.

Proof. Since v± = max(±v, 0) ≥ 0 and La(v±) = 0 in {v± > 0}, we have La(v±) ≥ 0
in BR. (For this, one may follow the argument in Exercise 2.6 or Exercise 9.5 in
[PSU12].) Thus, we have by Theorem 2.3.1 in [FKS82]

sup
BR/2

v± ≤ C
(

1

ωn+1+aRn+1+a

∫
BR

(
v±
)2 |y|a)1/2

.

Hence,

‖v‖2L∞(BR/2) ≤ C〈v
2〉R,

which completes the proof. �
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4. Almost s-fractional harmonic functions

In this section we prove Theorem I, by deducing growth estimates for almost
s-fractional harmonic functions from that of s-fractional harmonic functions and
then applying the Morrey-Campanato space embedding to deduce the regularity of
almost s-fractional harmonic functions.

Theorem 4.1 (Almost Lipschitz regularity). If u is an almost s-fractional harmonic
function in B′1, 0 < s < 1, then u ∈ C0,σ(B′1) for any 0 < σ < 1.

Besides the growth estimates for minimizers we will also need the following
lemma.

Lemma 4.2. Let r0 > 0 be a positive number and let ϕ : (0, r0) → (0,∞) be a
nondecreasing function. Let a, β, and γ be such that a > 0, γ > β > 0. There exist
two positive numbers ε = εa,γ,β, c = ca,γ,β such that, if

ϕ(ρ) ≤ a
[(ρ
r

)γ
+ ε
]
ϕ(r) + b rβ

for all ρ, r with 0 < ρ ≤ r < r0, where b ≥ 0, then one also has, still for
0 < ρ < r < r0,

ϕ(ρ) ≤ c
[(ρ
r

)β
ϕ(r) + bρβ

]
.

Proof. See Lemma 3.4 in [HL97]. �

Proof of Theorem 4.1. Let K be a compact subset of B′1 containing 0. Take δ =
δn,ω,σ,K > 0 such that δ < dist(K, ∂B′1) and ω(δ) ≤ ε, where ε = ε2,n+1+a,n−1+a+2σ

is as Lemma 4.2. For 0 < R < δ, let v be a minimizer of∫
BR

|∇v|2|y|a

on u+W 1,2
0 (BR). Then Lav = 0 in BR. In particular,∫

BR

∇v · ∇(u− v)|y|a = 0,

and hence∫
BR

|∇(u− v)|2|y|a =

∫
BR

|∇u|2|y|a −
∫
BR

|∇v|2|y|a − 2

∫
BR

∇v · ∇(u− v)|y|a

≤ ω(R)

∫
BR

|∇v|2|y|a.

Moreover, by Lemma 3.1, for 0 < ρ < R we have∫
Bρ

|∇v|2|y|a ≤
( ρ
R

)n+1+a
∫
BR

|∇v|2|y|a.

Thus ∫
Bρ

|∇u|2|y|a ≤ 2

∫
Bρ

|∇v|2|y|a + 2

∫
Bρ

|∇(u− v)|2|y|a

≤ 2
( ρ
R

)n+1+a
∫
BR

|∇v|2|y|a + 2

∫
Bρ

|∇(u− v)|2|y|a
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≤ 2
( ρ
R

)n+1+a
∫
BR

|∇v|2|y|a + 2ω(R)

∫
BR

|∇v|2|y|a

≤ 2

[( ρ
R

)n+1+a

+ ε

] ∫
BR

|∇u|2|y|a.

By Lemma 4.2,∫
Bρ

|∇u|2|y|a ≤ Cn,a,σ
( ρ
R

)n−1+a+2σ
∫
BR

|∇u|2|y|a,

for any 0 < σ < 1. Taking R↗ δ we have

(4.1)

∫
Bρ

|∇u|2|y|a ≤ Cn,a,σ,δ‖∇u‖2L2(B1,|y|a)ρ
n−1+a+2σ.

By weighted Poincaré inequality [FKS82, Theorem (1.5)]∫
Bρ

|u− 〈u〉ρ|2|y|a ≤ Cn,a,σ,δ‖∇u‖2L2(B1,|y|a)ρ
n+1+a+2σ.

Now, a similar estimates holds at all point x0 ∈ K, which implies the Hölder
continuity of u (see Theorem A.1) with

‖u‖C0,σ(K) ≤ Cn,a,ω,σ,K‖u‖W 1,2(B1,|y|a). �

Theorem 4.3 (C1,β regularity). If u is an almost s-fractional harmonic function
in B′1, 0 < s < 1, with gauge function ω(r) = rα, α > 0, then ∇xu ∈ C0,β(B′1) for
some β = β(n, s, α).

Proof. Let K b B′1 be a ball and take 0 < δ < dist(K, ∂B′1). Let B′R(x0) b B′1 with
0 < R < δ, for x0 ∈ K. For simplicity write x0 = 0, and let v be the La-harmonic
function in BR with v = u on ∂BR. Then, by Jensen’s inequality we have∫

Bρ

|〈∇xu〉ρ − 〈∇xv〉ρ|2|y|a ≤
∫
Bρ

|∇xu−∇xv|2|y|a,

and hence∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a ≤ 3

∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a + 3

∫
Bρ

|∇xu−∇xv|2|y|a

+ 3

∫
Bρ

|〈∇xu〉ρ − 〈∇xv〉ρ|2|y|a

≤ 3

∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a + 6

∫
Bρ

|∇xu−∇xv|2|y|a.

Similarly,∫
BR

|∇xv − 〈∇xv〉R|2|y|a ≤ 3

∫
BR

|∇xu− 〈∇xu〉R|2|y|a + 6

∫
BR

|∇xu−∇xv|2|y|a.

Next let β ∈ (0, α/2). Then using the estimate (4.1) in the proof of Theorem 4.1
with σ = 1 + β − α

2 , we have∫
BR

|∇u−∇v|2|y|a =

∫
BR

|∇u|2|y|a −
∫
BR

|∇v|2|y|a

≤ Rα
∫
BR

|∇u|2|y|a

≤ C‖∇u‖2L2(B1,|y|a)R
n+1+a+2β .
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Then, with the help of Lemma 3.2, we have that for ρ < R∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a

≤ C
∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a + C

∫
Bρ

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xv − 〈∇xv〉R|2|y|a + C

∫
Bρ

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xu− 〈∇xu〉R|2|y|a + C

∫
BR

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xu− 〈∇xu〉R|2|y|a + C‖∇u‖2L2(B1,|y|a)R
n+1+a+2β .

Hence, by Lemma 4.2, we obtain that for ρ < R∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a

≤ C
[( ρ
R

)n+1+a+2β
∫
BR

|∇xu− 〈∇xu〉R|2|y|a + ‖∇u‖2L2(B1,|y|a)ρ
n+1+a+2β

]
.

Taking R↗ δ, we have∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a ≤ Cn,a,α,β,K‖∇u‖2L2(B1,|y|a)ρ
n+1+a+2β .

Now, a similar estimate holds for any x0 ∈ K. Fixing β and applying Theorem A.1,
we have

‖∇xu‖C0,β(K) ≤ Cn,a,α,K‖u‖W 1,2(B1,|y|a). �

Remark 4.4. From the assumption for almost minimizers that the Caffarelli-Silvestre
extension u ∈W 1,2

loc we know only that ∇xu ∈ L2
loc, which is not sufficient to deduce

the existence of the trace of ∇xu on B′1. However, in the proof of Theorem 4.3 we
showed that ∇xu is in a Morrey-Campanato space, which implies the existence of
the trace as the limit of averages

T (∇xu)(x0) = lim
r→0+

〈∇xu〉x0,r.

It is not hard to see that T (∇xu) is the distributional derivative ∇xu on B′1. Indeed,
if η ∈ C∞0 (B′1), then extending it to Rn+1 by η(x, y) = η(x), we have∫

B′1

T (∂xiu)η = lim
r→0+

∫
B′1

〈∂xiu〉x,rη = lim
r→0+

∫
B′1

∂xiu〈η〉x,r

= lim
r→0+

−
∫
B′1

u〈∂xiη〉x,r = −
∫
B′1

u∂xiη.

Theorem 4.5. Let u be an almost s-fractional harmonic function in B′1 for 0 <
s < 1/2 or s = 1/2 and a gauge function ω(r) = rα for some α > 0. Then u is
actually s-fractional harmonic in B′1.

Proof. We argue as in the proof Theorem 4.1. Let K, δ, R, v be as in the proof of
that theorem. Then, by Lemma 3.1, for 0 < ρ < R∫

Bρ

|vy|2|y|a ≤
( ρ
R

)n+3+a
∫
BR

|vy|2|y|a.
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Thus, for any 0 < σ < 1, we have∫
Bρ

||y|auy|2|y|−a ≤ 2

∫
Bρ

|vy|2|y|a + 2

∫
Bρ

|uy − vy|2|y|a

≤ 2
( ρ
R

)n+3+a
∫
BR

|vy|2|y|a + 2

∫
Bρ

|uy − vy|2|y|a

≤ 4
( ρ
R

)n+3+a
∫
BR

|uy|2|y|a + 6

∫
BR

|uy − vy|2|y|a

≤ 4
( ρ
R

)n+3+a
∫
BR

||y|auy|2|y|−a + 6ω(R)

∫
BR

|∇u|2|y|a

≤ 4
( ρ
R

)n+3+a
∫
BR

||y|auy|2|y|−a

+ Cn,a,σ,δω(R)‖∇u‖2L2(B1,|y|a)R
n−1+a+2σ,

where we used (4.1) in the last inequality.
Consider now the two cases in statement of the theorem.

Case 1. 0 < s < 1/2 (or a > 0). In this case by Lemma 4.2,∫
Bρ

||y|auy|2|y|−a

≤ C
[( ρ
R

)n−1+a+2σ
∫
BR

||y|auy|2|y|−a + ω(δ)‖∇u‖2L2(B1,|y|a)ρ
n−1+a+2σ

]
≤ C‖∇u‖2L2(B1,|y|a)ρ

n+1−a+(−2+2a+2σ).

Now we take σ = 1− a/2 ∈ (0, 1) to have −2 + 2a+ 2σ = a > 0. Varying the center,
we have a similar bound at every x ∈ K. Then, by Theorem A.1, we obtain that
the limit of the averages T (y|y|a−1uy) = 0 on B′1. This implies that (−∆x)su = 0
on B′1. Indeed, arguing as in Remark 4.4, by considering the mollifications uε in
x-variable, we note that∫

Bρ

||y|a(uε)y|2|y|−a ≤ Cρn+1−a+a

which implies that T (y|y|a−1(uε)y) = 0 on K b B′1. On the other hand, uε ∈
C2 ∩Ls(Rn), which implies that y|y|a−1(uε)y is continuous up to y = 0, since we
can explicitly write, for y > 0, the symmetrized formula

ya(uε)y(x, y) =

∫
Rn

uε(x+ z) + uε(x− z)− 2uε(x)

|z|2
|z|2ya∂yP (z, y)dz

with locally integrable kernel |z|2|ya∂yP (z, y)| ≤ C/|z|n−1−a. Hence, we obtain that
(−∆x)suε = ∂ayuε = 0 on the ball K b B′1. Then, passing to the limit as ε→ 0, this
implies that (−∆x)su = 0 in B′1.

Case 2. s = 1/2 (or a = 0) and ω(r) = rα. In this case, we have a bound∫
Bρ

|uy|2 ≤ 4
( ρ
R

)n+3
∫
BR

|uy|2 + C‖∇u‖2L2(B1)R
n−1+2σ+α.
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Then, by Lemma 4.2, we have∫
Bρ

|uy|2 ≤ C
[( ρ
R

)n−1+2σ+α
∫
BR

|uy|2 + ‖∇u‖2L2(B1)ρ
n−1+2σ+α

]
≤ C‖∇u‖2L2(B1)ρ

n+1+(α−2+2σ).

Taking 1−α/4 < σ < 1, we can guarantee that α− 2 + 2σ > α/2 > 0, which implies
that T (y|y|−1uy) = 0 on B′1. Then, arguing as at the end of Case 1, we conclude

that (−∆x)1/2u = 0 in B′1. �

We finish this section with formal proof of Theorem I.

Proof of Theorem I. Parts (1), (2), and (3) are proved in Theorems 4.1, 4.3, and
4.5, respectively. �

5. Almost minimizers for s-fractional obstacle problem

In this section we investigate the regularity of almost minimizers for the s-
fractional obstacle problem with zero obstacle and give a proof of Theorem II. All
results in this section are proved under the assumption 1/2 ≤ s < 1, or −1 < a ≤ 0.

Theorem 5.1 (Almost Lipschitz regularity). Let u be an almost minimizer for
s-fractional obstacle problem with zero obstacle in B′1, for 1/2 ≤ s < 1. Then
u ∈ C0,σ(B′1) for any 0 < σ < 1 with

‖u‖C0,σ(K) ≤ Cn,a,ω,σ,K‖u‖W 1,2(B1,|y|a)

for any K b B′1.

Proof. Let K b B′1 with 0 ∈ K. Take δ = δn,a,ω,σ,K > 0 such that δ < dist(K, ∂B′1)
and ω(δ) ≤ ε, where ε = ε2,n+1+a,n−1+a+2σ as in Lemma 4.2. For 0 < R < δ, let v
be the minimizer of ∫

BR

|∇v|2|y|a

on K0,u(BR, |y|a). Then v satisfies the variational inequality∫
BR

∇v∇(w − v)|y|a ≥ 0

for any w ∈ K0,u(BR, |y|a). Particularly, taking w = u, we have∫
BR

∇v∇(u− v)|y|a ≥ 0.

As a consequence,∫
BR

|∇(u− v)|2|y|a =

∫
BR

|∇u|2|y|a −
∫
BR

|∇v|2|y|a − 2

∫
BR

∇v · ∇(u− v)|y|a

≤ ω(R)

∫
BR

|∇v|2|y|a.

Next, we use (3.2) to derive a similar estimate for u. We have,∫
Bρ

|∇u|2|y|a ≤ 2

∫
Bρ

|∇v|2|y|a + 2

∫
Bρ

|∇(u− v)|2|y|a

≤ 2
( ρ
R

)n+1+a
∫
BR

|∇v|2|y|a + 2ω(R)

∫
BR

|∇v|2|y|a
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≤ 2

[( ρ
R

)n+1+a

+ ε

] ∫
BR

|∇u|2|y|a.

Hence, by Lemma 4.2,∫
Bρ

|∇u|2|y|a ≤ Cn,a,σ
( ρ
R

)n−1+a+2σ
∫
BR

|∇u|2|y|a.

As we have seen in Theorem 4.1, this implies∫
Bρ

|∇u|2|y|a ≤ Cn,a,σ,δ‖∇u‖2L2(B1,|y|a)ρ
n−1+a+2σ(5.1)

then ∫
Bρ

|u− 〈u〉ρ|2|y|a ≤ Cn,a,σ,δ‖∇u‖2L2(B1,|y|a)ρ
n+1+a+2σ

and ultimately
‖u‖C0,σ(K) ≤ Cn,a,ω,σ,K‖u‖W 1,2(B1,|y|a). �

Theorem 5.2 (C1,β regularity). Let u be an almost minimizer for the s-fractional
obstacle problem with zero obstacle in B′1, 1/2 ≤ s < 1, and a gauge function
ω(r) = rα. Then ∇xu ∈ C0,β(B′1) for β < αs

8(n+1+a+α/2) and for any K b B′1 there

holds
‖∇xu‖C0,β(K) ≤ Cn,a,α,β,K‖u‖W 1,2(B1,|y|a).

Proof. Let K be a thin ball centered at 0 such that K b B1. Let ε := α
4(n+1+a+α/2)

and γ := 1 − sε
2(1−ε) . We fix R0 = R0(n, a, α,K) > 0 small so that R1−ε

0 ≤ d/2,

where d := dist(K, ∂B′1) and R0 <
(

3
16

)1/ε
. Then K̃ := {x ∈ B′1 : dist(x,K) ≤

R1−ε
0 } b B1. We claim that for x0 ∈ K and 0 < ρ < R < R0,

(5.2)

∫
Bρ(x0)

|∇xu− 〈∇xu〉x0,ρ|2|y|a

≤ Cn,a
( ρ
R

)n+a+3
∫
BR(x0)

|∇xu− 〈∇xu〉x0,R|2|y|a

+ Cn,a,α,K‖u‖2W 1,2(B1,|y|a)R
n+1+a+sε.

Note that once we have this bound, the proof will follow by the application of
Lemma 4.2 and Theorem A.1.

For simplicity we may assume x0 = 0, and fix 0 < R < R0. Let R := R1−ε. Let
v be the minimizer of ∫

BR

|∇v|2|y|a

on K0,u(BR, |y|a). Then by (3.2) and (5.1) with σ = γ, for 0 < ρ ≤ R

(5.3)

∫
Bρ

|∇v|2|y|a ≤
(
ρ

R

)n+1+a ∫
BR

|∇v|2|y|a

≤
(
ρ

R

)n+1+a ∫
BR

|∇u|2|y|a

≤ Cn,a,α,K
(
ρ

R

)n+1+a

‖u‖2W 1,2(B1,|y|a)R
n−1+a+2γ

≤ Cn,a,α,K‖u‖2W 1,2(B1,|y|a)ρ
n−1+a+2γ .
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This gives

(5.4) −
∫
Bρ

|v − vρ|2|y|a ≤ C1‖u‖2W 1,2(B1,|y|a)ρ
2γ , C1 = Cn,a,α,K .

Since this estimate holds for any 0 < ρ < R, the standard dyadic argument gives

(5.5) |v(0)− 〈v〉R| ≤ C2‖u‖W 1,2(B1,|y|a)R
γ
, C2 = Cn,a,α,K .

Moreover, using (3.2) and (5.1) again, we have for any x1 ∈ B′R/2, 0 < ρ < R/2,

(5.6)

∫
Bρ(x1)

|∇v|2|y|a ≤
(

2ρ

R

)n+1+a ∫
BR/2(x1)

|∇v|2|y|a

≤
(

2ρ

R

)n+1+a ∫
BR

|∇u|2|y|a

≤ Cn,a,α,K‖u‖2W 1,2(B1,|y|a)ρ
n−1+a+2γ ,

which implies

(5.7) [v]C0,γ(B′
R/2

) ≤ C3‖u‖W 1,2(B1,|y|a), C3 = Cn,a,α,K .

Now we define

C4 := C1 + C2
2 + C2

3 .

Our analysis then distinguishes the following two cases

〈v2〉R ≤ 6C4‖u‖2W 1,2(B1,|y|a)R
2γ

or 〈v2〉R > 6C4‖u‖2W 1,2(B1,|y|a)R
2γ
.

Case 1. Suppose first that

〈v2〉R ≤ 6C4‖u‖2W 1,2(B1,|y|a)R
2γ
.

Note that R0 <
(

3
16

)1/ε
implies R < 3

16R. Then, using Corollary 3.6, we see that
for 0 < ρ < R,∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a ≤ 3

∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a + 6

∫
Bρ

|∇xu−∇xv|2|y|a dx

≤ Cn,a
( ρ
R

)n+a+3
∫
BR

|∇xv − 〈∇xv〉R|2|y|a

+ Cn,a〈v2〉R
Rn+2

R
2+2s + 6

∫
Bρ

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xu− 〈∇xu〉R|2|y|a

+ C〈v2〉R
Rn+2

R
2+2s + C

∫
BR

|∇xu−∇xv|2|y|a.

Note that for σ := 1− α/4∫
BR

|∇xu−∇xv|2|y|a ≤
∫
BR

|∇xu−∇xv|2|y|a

≤ Rα
∫
BR

|∇v|2|y|a
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≤ Rα
∫
BR

|∇u|2|y|a

≤ Cn,a,α,KR
α‖u‖2W 1,2(B1,|y|a)R

n−1+a+2σ

= C‖u‖2W 1,2(B1,|y|a)R
n+1+a+α/4.

Moreover by the assumption

C〈v2〉R
Rn+2

R
2+2s ≤ Cn,a,α,K‖u‖

2
W 1,2(B1,|y|a)R

n+2R
2γ−2−2s

= C‖u‖2W 1,2(B1,|y|a)R
n+1+a+sε.

Hence, we obtain (5.2) in this case.

Case 2. Now we assume

〈v2〉R > 6C4‖u‖2W 1,2(B1,|y|a)R
2γ
.

Then, by (5.4) and (5.5) we obtain

−
∫
BR

|v − v(0)|2|y|a ≤ 2−
∫
BR

|v − vR|
2|y|a + 2−

∫
BR

|vR − v(0)|2|y|a

≤ 2C4‖u‖2W 1,2(B1,|y|a)R
2γ
.

Combining the latter bound and the assumption,

v(0)2 = −
∫
BR

|v(0)|2|y|a

≥ 1

2
−
∫
BR

|v(X)|2|y|a −−
∫
BR

|v(X)− v(0)|2|y|a

≥ C4‖u‖2W 1,2(B1,|y|a)R
2γ
.

Since C4 ≥ C2
3 , we have v > 0 on B′

R/2
by (5.7). Thus, Lav = 0 in BR/2, and by

Lemma 3.2 we have for 0 < ρ < R∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a ≤
( ρ
R

)n+a+3
∫
BR

|∇xv − 〈∇xv〉R|2|y|a.

Thus,∫
Bρ

|∇xu− 〈∇xu〉ρ|2|y|a

≤ 3

∫
Bρ

|∇xv − 〈∇xv〉ρ|2|y|a + 6

∫
Bρ

|∇xu−∇xv|2|y|a

≤ 3
( ρ
R

)n+a+3
∫
BR

|∇xv − 〈∇xv〉R|2|y|a + 6

∫
Bρ

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xu− 〈∇xu〉R|2|y|a + C

∫
BR

|∇xu−∇xv|2|y|a

≤ C
( ρ
R

)n+a+3
∫
BR

|∇xu− 〈∇xu〉R|2|y|a + C‖u‖2W 1,2(B1,|y|a)R
n+1+a+α/4.

This implies (5.2) and completes the proof. �
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Proof of Theorem II. Parts (1) and (2) are contained in Theorems 5.1 and 5.2,
respectively. �

Appendix A. Morrey-Campanato-type Space

Theorem A.1. Let u ∈ L2(B1, |y|a) and M be such that ‖u‖L2(B1,|y|a) ≤ M and
for some σ ∈ (0, 1)∫

Br(x)

|u− 〈u〉x,r|2|y|a ≤M2rn+1+a+2σ, 〈u〉x,r =
1

ωn+1+arn+1+a

∫
Br(x)

u |y|a

for any ball Br(x) centered at x = (x, 0) ∈ B′1/2 and radius 0 < r < r0 ≤ 1/2. Then

for any x ∈ B′1/2 there exists the limit of averages

Tu(x) := lim
r→0
〈u〉x,r,

which will also satisfy∫
Br(x)

|u− Tu(x)|2|y|a ≤ Cn,a,σM2rn+1+a+2σ.

Moreover, Tu ∈ C0,σ(B′1/2) with

‖Tu‖C0,σ(B′
1/2

) ≤ Cn,a,σ,r0M.

Remark A.2. Note, we can redefine u(x, 0) = Tu(x) for any x ∈ B′1/2, making (x, 0)

a Lebesgue point for u.

Proof. Let x, z ∈ B′1/2 and 0 < ρ < r < r0 be such that Bρ(x) ⊂ Br(z). Then

|〈u〉x,ρ − 〈u〉z,r| ≤ −
∫
Bρ(x)

|u− 〈u〉z,r||y|a

≤
(
r

ρ

)n+1+a

−
∫
Br(z)

|u− 〈u〉z,r||y|a

≤
(
r

ρ

)n+1+a
(
−
∫
Br(z)

|u− 〈u〉z,r|2|y|a
)1/2(

−
∫
Br(z)

|y|a
)1/2

≤ Cn,a
(
r

ρ

)n+1+a

Mrσ.

Now, taking x = z and using a dyadic argument, we can conclude that

|〈u〉x,ρ − 〈u〉x,r| ≤ Cn,a,σMrσ, for any 0 < s = ρ < r < r0.

Indeed, let k = 0, 1, 2, . . . be such that r/2k+1 ≤ ρ < r/2k. Then

|〈u〉x,ρ − 〈u〉x,r| ≤
k∑
j=1

|〈u〉x,r/2j−1 − 〈u〉x,r/2j |+ |〈u〉x,r/2k − 〈u〉x,ρ|

≤ Cn,aM
k+1∑
j=1

(r/2j−1)σ ≤ Cn,a,σMrσ.

This implies that the limit

Tu(x) = lim
r→0
〈u〉x,r
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exists and
|Tu(x)− 〈u〉x,r| ≤ Cn,a,σMrσ.

Hence, we also have the Hölder integral bound∫
Br(x)

|u− Tu(x)|2|y|a ≤ Cn,a,σM2rn+1+a+2σ.

Besides, we have

|Tu(x)| ≤ 〈u〉x,r0 + Cn,a,σMrσ0 ≤ Cn,a,σ,r0M.

It remains to estimate the Hölder seminorm of Tu on B′1/2. Let x, z ∈ B′1/2 and

consider two cases.

Case 1. If |x − z| < r0/4, let r = 2|x − z|. Then note that Br/2(x) ⊂ Br(z) and
therefore we can write

|Tu(x)− Tu(z)| ≤ |Tu(x)− 〈u〉x,r/2|+ |Tu(z)− 〈u〉z,r|+ |〈u〉x,r/2 − 〈u〉z,r|
≤ Cn,a,σMrσ = Cn,a,σM |x− z|σ.

Case 2. If |x− z| ≥ r0/4, then

|Tu(x)− Tu(z)| ≤ |Tu(x)|+ |Tu(z)|
≤ Cn,a,σ,r0M
≤ Cn,a,σ,r0M |x− z|σ.

Thus, we conclude
‖Tu‖C0,σ(B′

1/2
) ≤ Cn,a,σ,r0M. �

Appendix B. Polynomial expansion for Caffarelli-Silvestre extension

Some of the results in Section 3 rely on polynomial expansion theorem for
La-harmonic functions given below.

Theorem B.1. Let u ∈ W 1,2(B1, |y|a), −1 < a < 1, be a weak solution of the
equation Lau = 0 in B1, even in y. Then we have the following polynomial expansion:

u(x, y) =

∞∑
k=0

pk(x, y)

locally uniformly in B1, where pk(x, y) are La-harmonic polynomials, homogeneous
of degree k and even in y. Moreover, the polynomials pk above are orthogonal in
L2(∂B1, |y|a), i.e., ∫

∂B1

pkpm|y|a = 0, k 6= m.

In particular, u is real analytic in B1.

This theorem has the following immediate corollaries, which are of independent
interest and are likely known in the literature. We state them here for reader’s
convenience and for possible future reference.

Corollary B.2. Let u ∈ W 1,2(B1, |y|a), −1 < a < 1, be a weak solution of the
equation Lau = 0 in B1. Then, we have a representation

u(x, y) = ϕ(x, y) + y|y|−aψ(x, y), (x, y) ∈ B1,

where ϕ(x, y) and ψ(x, y) are real analytic functions, even in y.
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Corollary B.3. Let u ∈ Ls(Rn) satisfies (−∆)su = 0 in the unit ball B′1 ⊂ Rn.
Then u is real analytic in B′1.

Corollary B.4. Let u ∈ W 1,2(B1, |y|a), −1 < a < 1, be a weak solution of the
equation Lau = 0 in B1, even in y. If u(·, 0) ≡ 0 in B′1, then u ≡ 0 in B1.

The proof of Theorem B.1 and subsequently those of Corollaries B.2, B.3, and
B.4 are based on the following lemmas. We follow the approach of [ABR01] for
harmonic functions.

Let P∗m = {p : p(x, y) polynomial of degree ≤ m, even in y}.

Lemma B.5. Let p ∈P∗m. Then there exists p̃ ∈P∗m such that

Lap̃ = 0 in B1, p̃ = p on ∂B1.

In other words, the solution of the Dirichlet problem for La in B1 with boundary
values in P∗m on ∂B1 is itself in P∗m.

Proof. For m = 0, 1, we simply have p̃ = p. For m ≥ 2, we proceed as follows.
For q ∈P∗m−2 define Tq ∈P∗m−2 by

(Tq)(x, y) = |y|−aLa((1− x2 − y2)q(x, y)).

(It is straightforward to verify that Tq is indeed in P∗m−2). We now claim that the
mapping T : P∗m−2 →P∗m−2 is bijective. Since T is clearly linear and P∗m−2 is finite
dimensional it is equivalent to showing that T is injective. To this end, suppose
that Tq = 0 for some q ∈P∗m−2. This means that Q(x, y) = (1− x2 − y2)q(x, y) is
La-harmonic in B1:

LaQ = 0 in B1.

On the other hand Q = 0 on ∂B1 and therefore, by the maximum principle Q = 0
in B1. But this implies that q = 0 in B1, or that q ≡ 0. Hence, the mapping T is
injective, and consequently bijective. It is now easy to see that

p̃ = p− (1− x2 − y2)T−1(|y|−aLa(p)) ∈P∗m

satisfies the required properties. �

Lemma B.6. Polynomials, even in y, are dense in the subspace of functions in
L2(∂B1, |y|a), even in y.

Proof. Polynomials, even in y are dense in the space of continuous functions in
C(∂B1), even in y, with the uniform norm. The claim now follows from the
observation that the embedding C(∂B1) ↪→ L2(∂B1, |y|a) is continuous:

‖v‖L2(∂B1,|y|a) ≤ ‖v‖L∞(∂B1)

(∫
∂B1

|y|a
)1/2

≤ C‖v‖L∞(∂B1). �

Lemma B.7. The subspace of functions in L2(∂B1, |y|a), even in y, has an or-
thonormal basis {pk}∞k=0 consisting of homogeneous La-harmonic polynomials pk,
even in y.

Proof. If p is a polynomial, even in y, then restricted to ∂B1 it can be replaced with
an La-harmonic polynomial p̃. On the other hand, if we decompose

p̃ =
m∑
i=0

qi
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where qi is a homogeneous polynomial of order i, even in y, then

|y|−aLap̃ =
m∑
i=2

|y|−aLaqi

where |y|−aLaqi is a homogeneous polynomial of order i− 2, i = 2, . . . ,m. Hence,
Lap̃ = 0 iff Laqi = 0, for all i = 0, . . . ,m (for i = 0, 1 this holds automatically).

We further note that if qi and qj are two homogeneous La-harmonic polynomials
of degrees i 6= j, then they are orthogonal in L2(∂B1, |y|a). Indeed,

0 =

∫
B1

qi div(|y|a∇qj)− div(|y|a∇qi)qj =

∫
∂B1

(qi∂νqj − qj∂νqi)|y|a

= (j − i)
∫
∂B1

qiqj |y|a.

Using this and following the standard orthogonalization process, we can construct a
basis consisting of homogeneous La-harmonic polynomials. �

Lemma B.8. Let u ∈W 1,2(B1, |y|a) ∩C(B1) is a weak solution of Lau = 0 in B1.
Then

‖u‖L∞(K) ≤ Cn,a,K‖u‖L2(∂B1,|y|a).

for any K b B1.

Proof. First, we note that by [FS87]

‖u‖L∞(K) ≤ Cn,a,K‖u‖L2(B1,|y|a).

So we just need to show that

‖u‖L2(B1,|y|a) ≤ Cn,a‖u‖L2(∂B1,|y|a).

This follows from the fact that u2 is a subsolution: La(u2) ≥ 0 in B1 and therefore
the weighted spherical averages

r 7→ 1

ωn,arn+a

∫
∂Br

u2|y|a, 0 < r < 1

are increasing. Integrating, we easily obtain that

‖u‖L2(B1,|y|a) ≤ Cn,a‖u‖L2(∂B1,|y|a). �

We are now ready to prove Theorem B.1.

Proof of Theorem B.1. Without loss of generality we may assume u ∈W 1,2(B1, |y|a)∩
C(B1), otherwise we can consider a slightly smaller ball. Now, using the orthonormal
basis {pk}∞k=0 from Lemma B.7 we represent

u =

∞∑
k=0

akpk in L2(∂B1, |y|a).

We then claim that

u(x, y) =
∞∑
k=0

akpk(x, y) uniformly on any K b B1.

Indeed, if um(x, y) =
∑m
k=0 akpk(x, y), then ‖u − um‖L2(∂B1,|y|2) → 0 as m → ∞

and therefore by Lemma B.8

‖u− um‖L∞(K) ≤ Cn,a,K‖u− um‖L2(∂B1,|y|a) → 0. �
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We now give the proofs of the corollaries.

Proof of Corollary B.2. Write u(x, y) in the form

u(x, y) = ueven(x, y) + uodd(x, y),

where ueven and uodd are even and odd in y, respectively. Clearly, both functions
are La-harmonic. Moreover, by Theorem B.1, ueven is real analytic and we take
ϕ = ueven. On the other hand, consider

v(x, y) = |y|a∂yuodd(x, y).

Then, v is L−a-harmonic in B1 and again by Theorem B.1, v is real analytic. We
can now represent

uodd(x, y) = y|y|−aψ(x, y), ψ(x, y) = y−1|y|a
∫ y

0

|s|−av(x, s)ds.

It is not hard to see that ψ(x, y) is real analytic, which completes our proof. �

Proof of Corollary B.3. The proof follows immediately from Theorem B.1 by con-
sidering the Caffarelli-Silvestre extension

u(x, y) = u ∗ P (·, y) =

∫
Rn
P (x− z, y)u(z)dz, (x, y) ∈ Rn × R+

where P (x, y) = Cn,a
y1−a

(|x|2+y2)(n+1−a)/2 is the Poisson kernel for La, and noting that

its extension to Rn+1 by even symmetry in y (still denoted u) satisfies Lau = 0 in
B1. �

Proof of Corollary B.4. Represent u(x, y) as a locally uniformly convergent in B1

series

u(x, y) =

∞∑
k=0

qk(x, y),

where qk(x, y) is a homogeneous of degree k La-harmonic polynomial, even in y.
We have

u(x, 0) =
∞∑
k=0

qk(x, 0) ≡ 0

from which we conclude that qk(x, 0) ≡ 0. We now want to show that qk ≡ 0. To
this end represent

qk(x) =

[k/2]∑
j=0

pk−2j(x)y2j ,

where pk−2j(x) is a homogeneous polynomial of order k−2j in x. Clearly pk(x) ≡ 0.
Taking partial derivatives ∂αx qk(x) of order |α| = k − 2, we see that

∂αx qk(x) = cαy
2, cα = ∂αx pk−2

is La-harmonic, which can happen only when cα = 0. Hence Dk−2
x pk−2(x) ≡ 0 and

therefore pk−2 ≡ 0. Then taking consequently derivatives of orders k− 2j, j = 2, . . .,
we conclude that pk−2j(x) ≡ 0 for all j = 0, . . . , [k/2] and hence qk(x, y) ≡ 0. �
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doi:10.1016/j.anihpc.2016.03.001. MR3633735
[HL97] Qing Han and Fanghua Lin, Elliptic partial differential equations, Courant Lecture

Notes in Mathematics, vol. 1, New York University, Courant Institute of Mathematical

Sciences, New York; American Mathematical Society, Providence, RI, 1997. MR1669352
[JP19] Seongmin Jeon and Arshak Petrosyan, Almost minimizers for the thin obstacle problem

(2019), 59 pp., preprint.

[MNS17] Roberta Musina, Alexander I. Nazarov, and Konijeti Sreenadh, Variational in-
equalities for the fractional Laplacian, Potential Anal. 46 (2017), no. 3, 485–498,

doi:10.1007/s11118-016-9591-9. MR3630405

[PP15] Arshak Petrosyan and Camelia A. Pop, Optimal regularity of solutions to the obstacle
problem for the fractional Laplacian with drift, J. Funct. Anal. 268 (2015), no. 2,

417–472, doi:10.1016/j.jfa.2014.10.009. MR3283160
[PSU12] Arshak Petrosyan, Henrik Shahgholian, and Nina Uraltseva, Regularity of free bound-

aries in obstacle-type problems, Graduate Studies in Mathematics, vol. 136, American

Mathematical Society, Providence, RI, 2012. MR2962060
[Sil07] Luis Silvestre, Regularity of the obstacle problem for a fractional power of the Laplace

operator, Comm. Pure Appl. Math. 60 (2007), no. 1, 67–112, doi:10.1002/cpa.20153.

MR2270163

Department of Mathematics, Purdue University, West Lafayette, IN 47907, USA
Email address, S.J.: jeon54@purdue.edu

Department of Mathematics, Purdue University, West Lafayette, IN 47907, USA
Email address, A.P.: arshak@purdue.edu

http://www.ams.org/mathscinet-getitem?mr=718371
http://www.ams.org/mathscinet-getitem?mr=1805196
https://doi.org/10.1080/03605300600987306
http://www.ams.org/mathscinet-getitem?mr=2354493
https://doi.org/10.1007/s00222-007-0086-6
http://www.ams.org/mathscinet-getitem?mr=2367025
https://doi.org/10.1080/03605308208820218
http://www.ams.org/mathscinet-getitem?mr=643158
http://www.ams.org/mathscinet-getitem?mr=963489
https://doi.org/10.1090/conm/723/14569
http://www.ams.org/mathscinet-getitem?mr=3916700
https://doi.org/10.1016/j.anihpc.2016.03.001
http://www.ams.org/mathscinet-getitem?mr=3633735
http://www.ams.org/mathscinet-getitem?mr=1669352
https://doi.org/10.1007/s11118-016-9591-9
http://www.ams.org/mathscinet-getitem?mr=3630405
https://doi.org/10.1016/j.jfa.2014.10.009
http://www.ams.org/mathscinet-getitem?mr=3283160
http://www.ams.org/mathscinet-getitem?mr=2962060
https://doi.org/10.1002/cpa.20153
http://www.ams.org/mathscinet-getitem?mr=2270163

	1. Introduction and Main Results
	1.1. Fractional harmonic functions
	1.2. Fractional obstacle problem
	1.3. Main results and structure of the paper
	1.4. Notation

	2. Examples of almost minimizers
	3. Growth estimates for minimizers
	3.1. Growth estimates for La-harmonic functions
	3.2. Growth estimates for the solutions of the Signorini problem for La

	4. Almost s-fractional harmonic functions
	5. Almost minimizers for s-fractional obstacle problem
	Appendix A. Morrey-Campanato-type Space
	Appendix B. Polynomial expansion for Caffarelli-Silvestre extension
	References

