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ABSTRACT

Cost and schedule overruns are common in the procurement
of large-scale defense acquisition programs. Current work fo-
cuses on identifying the root causes of cost growth and sched-
ule delays in the defense acquisition programs. There is need
for a mix of quantitative and qualitative analysis of cost and
schedule overruns which takes into account program factor such
as, technology maturity, design maturity, initial acquisition time,
and program complexity. Such analysis requires an easy to ac-
cess database for program-specific data about how an acquisi-
tion programs’ technical and financial characteristics vary over
the time. To fulfill this need, the objective of this paper is twofold:
(i) to develop a database of major US defense weapons programs
which includes details of the technical and financial character-
istics and how they vary over time, and (ii) to test various hy-
potheses about the interdependence of such characteristics using
the collected data. To achieve the objective, we use a mixed-
method analysis on schedule and cost growth data available in
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the U.S. Government Accountability Office’s (GAO’s) defense ac-
quisitions annual assessments during the period 2003-2017. We
extracted both analytical and textual data from original reports
into Excel files and further created an easy to access database
accessible from a Python environment. The analysis reveals that
technology immaturity is the major driver of cost and schedule
growth during the early stages of the acquisition programs while
technical inefficiencies drive cost overruns and schedule delays
during the later stages. Further, we find that the acquisition pro-
grams with longer initial length do not necessarily have higher
greater cost growth. The dataset and the results provide a useful
starting point for the research community for modeling cost and
schedule overruns, and for practitioners to inform their systems
acquisition processes.

1 Introduction

Cost overruns plague the majority of large-scale complex
systems covering transportation [/1]], power [2]], defense [3,4] and
space [S]. According to the Government Accountability Office
(GAO) 77% of highway projects in the US result in cost over-



runs [6]. Similarly, in a study spanning 250 large transportation
projects covering 20 counties, it was found that 90% of trans-
portation projects cost 30% more on average [1]. In large in-
frastructure projects, including dams and nuclear reactors, cost
escalation is the norm [2]. NASA’s cost overrun averages 30%
over the past decade [5]. 80% of the Navy lead and follow-on
ships costed more than initially budgeted, 100% were behind
schedule (half of them by more than 2 years), and many ships
were delivered with deficiencies and incomplete work [3]]. Ac-
cording to the GAO, the estimated increase in the acquisition
cost for the Department of Defense’s (DOD’s) major defense
acquisition (MDAPs) programs, from 1992 to 2007, was nearly
120% [7]]. In addition, as of 2008, on average, MDAP’s experi-
enced 21 months delays in providing initial operational capabili-
ties [7|]. Therefore, in this paper we focus our attention on DoD’s
MDAPs. Insights gained from studying these DoD’s MDAPs can
assist in better understanding the reasons for cost and schedule
overruns in large-scale complex systems.

Past studies have often attributed cost overruns and sched-
ule delays in defense acquisition to infeasible and unrealistic
requirements [8,|9,/10], excessive technical and manufacturing
risk [[11L[12}[13]], technology integration issues [[11}/12], immature
technology [11,|12]], concurrency in acquisition programs [14],
testing inefficiency [|13[], funding instabilities [[15,[8]] and overly
optimistic cost and schedule estimates [11,/12,[8,/16]]. Despite
identifying the major reasons for cost overruns and schedule de-
lays in the MDAPs, the performance of the acquisition programs
remain poor. There is a need for a more qualitative analysis of
cost and schedule overruns which takes into account program
factor such as, technology maturity, design maturity, initial ac-
quisition time, and program complexity. This qualitative analy-
sis requires an easy to access database for program specific data
about how an acquisition programs’ technical and financial char-
acteristics vary over the time.

Therefore, the objective of this paper is twofold: (i) fo de-
velop a database of major US defense weapons programs which
includes details of the technical and financial characteristics and
how they vary over time, and (ii) to test various hypotheses about
the interdependence of such characteristics using the collected
data. We analyze U.S. GAO’s yearly review reports of major
defense acquisition programs from year 2003 to 2017 [17]. The
majority of programs covered in GAO’s defense acquisitions an-
nual assessment are considered “major” by the Department of
Defense (DoD). According to GAO, “a program is defined as
major if its estimated research and development costs exceed
$365 million or its procurement exceeds $2.19 billion in fis-
cal year 2000 dollars” [[17]. Further, the technical characteris-
tics of a program includes technology maturity, design maturity
and complexity. Additionally, a program’s financial characteris-
tics encompass research and development (R&D) cost, procure-
ment cost, total program cost, acquisition cycle time, and total
procurement quantity. We extracted this quantitative data from

GAO?’s reports, originally available in PDF format, into Excel
files and further created an easy to access database accessible
from a Python environment. Both the original Excel files and the
database are made available through Purdue University Research
Repository (PURR Based on the literature review, we describe
five hypotheses (Section [3.1)) and test them on the dataset.

The results show technology immaturity as the major rea-
son for cost overruns and schedule growth in the early part of
the program. Further, the overruns experienced in the later part
of the program can mostly be attributed to testing issues experi-
enced by the program. Counter-intuitively, however, technology
maturity at the development start of a program is positively cor-
related with cost overruns. As such, there seems to be multiple
factors other than the technology immaturity that seem to drive
costs significantly higher. Another observation is that the pro-
grams with higher technical complexity tend to have higher cost
overruns. The dataset and the results are a useful starting point
for the research community and systems engineering practition-
ers for modeling cost and schedule overruns and better inform
the systems engineering processes.

The organization of this paper is as follows. We begin with
review of the relevant work for studying cost growth and sched-
ule delays in large-scale acquisition programs in section [2] In
section [3} we introduce the dataset and explain various termi-
nologies used by GAO. Then based on our review of literature,
for the causes of cost and schedule overruns, we present a list of
hypotheses that we tested in section [3.1] In section ] we present
our results where we highlight insights from the dataset. Finally,
in section [5} we discuss the implication of this dataset from a
perspective of qualitative modelling of the systems engineering
process.

2 Related Work

We review existing studies on understanding the causes of
cost overruns and schedule delays in large-scale acquisition pro-
grams. Specifically, we focus on the primary analysis method-
ologies used, the identified causes of cost and schedule growth,
and the use of agent-based modeling for understanding the sys-
tem acquisition process.

2.1 Reasons for Cost and Schedule Growth

Existing research contributes to identifying the major rea-
sons for cost and schedule growths. Most of theses studies rely
on a mix of qualitative and quantitative analysis of the selected
acquisition reports (SARs) and interview data. Meier [[18]] fo-
cuses on analyzing the data from DoD programs acquisition re-
ports and interviews with project executives. Their analysis iden-
tifies multiple causes. They also illustrate the sequential flow
from inferred cause to systematic effects and reveal key interre-
lationships between different causes. Hofbauer et al. [[19] inves-
tigate 92 major programs active in 2010 and 12 cancelled pro-
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grams. Their analysis of respective SARs suggest that inaccurate
cost estimates have the strongest correlation with net cost growth
changes. Dwyer et al. [20] propose a methodology to perform
fine-grained and longitudinal analysis of the program specific
data. They propose a methodology based on design structure
matrices, to model organizational structure and explain program-
specific reasons of cost overruns. Riposo et al. [21]] summarizes a
selection of acquisition literature on potential sources of schedule
and cost growth, along with the recommendations for improving
schedules. Drawing on this literature, Table E] summarizes the
potential reasons into a few important categories.

Building on the insights of these studies, we attempt to or-
ganize the longitudinal (yearly) data of financial and technical
characteristics for multiple defense programs. Such fine-grained
data allow us to generate quantitative insights about the magni-
tudes of cost and schedule growths, and to analyze the causal
relationships between financial and technical characteristics.

2.2 Knowledge-based Acquisition Process

The GAO assessments are the major data sources for ac-
quisition analysis in most research. Therefore, it is important
to review GAQ’s recommendations on best acquisition prac-
tices. At critical junctures in development, such as product de-
velopment start, critical design review, and production start, the
knowledge-based acquisition approach, as described by GAO,
focuses on achieving high levels of knowledge in three aspects
of a new product or weapon (technology, design, and produc-
tion). GAO defines it’s best practices for acquisition programs as
follow: (i) at the start of product development, acquisition pro-
grams should have fully mature critical technologies, (ii) by the
system-level critical design review, acquisition programs should
have achieved design stability, and (iii) by the start of production,
acquisition programs should have achieved production maturity.
According to GAO’s assessments, if a program does not achieve
the above-mentioned level of knowledge in technology, design,
and production, it faces an increased risk of technical issues, as
well as cost and schedule increases.

2.3 Computational Models of Cost and Schedule
Growth

Within the systems engineering research community, there is
consensus on requiring a new methodology for acquisition pro-
cess analysis. In order to generate quantitative insights about the
magnitude of potential cost overruns or schedule delays, recent
research has focused on using agent-based modeling of the sys-
tem acquisition process. Vermillion and Malak [22] formulate
delegation in system engineering as a principal-agent problem
based on the game theory. Their analysis investigates model-
ing assumptions and propose extensions to improve the model.
Similarly, Safarkhani et al. [23]] utilize a principal-agent model
to represent strategic behaviors of systems engineer and subsys-
tem engineers. Their model demonstrates how the requirement

setting, effort of subsystem engineers, and their preferences in-
fluence the system-level quality. Safarkahni et al. [24] model the
system acquisition process between a sponsor agency and con-
tractors. Their model captures the effects of requirements, con-
tract types, number of bidders and problem complexity on bid-
ders’ behaviors and the utility to the sponsor agency. Meluso and
Austin-Brennan [25] propose an agent-based model to represent
cognitive biases in setting requirements and subsystem estima-
tion strategies. At the level of individual subsystem designers,
researchers propose behavior decision models for capturing the
relationships between effort and the evolution of design compo-
nent quality [26]]. These model require analytical data for behav-
ioral validation. In that context, the program-specific time series
data such as the dataset presented in this paper is useful.

3 Dataset

We analyze U.S. GAO’s yearly review reports of major de-
fense programs from year 2003 to 2017. These review reports
provide quantitative data as well as detailed descriptions of ac-
quisitions—cost increases, schedule delays, and performance
shortfalls for these programs. The acquisition programs included
in the GAO assessments are based on the following three factors;
high program total cost, phase in acquisition, and interest from
the congressional committee.

We selected 19 weapons programs from GAO’s assessments
of these defense programs (originally available as PDF files).
We chose the programs that have maximum possible quantitative
data (with minimum missing data entries) for multiple consec-
utive years. For most weapons programs, GAO’s assessment of
a program summarizes results in a 2-page format. Figure [9] and
Figure[I0]in Appendix[A]show an example of GAO’s assessment
for the Advanced Extremely High Frequency Satellite (AEHF)
program for the year 2004. The first page in the GAO’s assess-
ment (Figure [9) includes an outline of the acquisition program
which contains a program description (annotated in Figure [9] as
1); a timeline of development (annotated in Figure@]as 2); abase-
line comparison of changes made to program cost, schedule and
quantity. (annotated in Figure[9]as 3). The second page in GAO’s
assessment (Figure [I0), not only includes a narrative evaluation
of technology maturity, design maturity and production maturity,
but also includes other program concerns and feedback from the
program office.

Throughout it’s assessments, GAO utilizes a consistent ac-
quisition terminology for major program milestones; program
start date, development start date and production decision date,
as shown in the program’s development timeline (annotated as
2 in Figure 9). In Figure [0} the program start date alludes to
the initiation of an acquisition program. The development start
date, meanwhile, refers to the dedication to product development
that initiates DOD’s system development and demonstration pro-
cess. Finally, the production decision date refers to the decision
to begin production and deployment, usually with low-rate initial



Area Reason Code
Requirements Infeasible or unrealistic requirements; Unstable requirements (e.g., key performance requirements,
development and readiness requirements, reliability and support requirements); Inefficiencies in requirements process req-ineff
management (e.g., serial nature of process and requirements evolution); Restructuring efforts
Excessive technical, manufacturing, or integration risk (general) or program complexity; tech-unanti
Unanticipated design, engineering, manufacturing, technical difficulty, or technology integration issues
Overly optimistic expectations (technical risks, performance goals, system requirements, or design .
. . tech-optim
Managing maturity)
technical risk Immature technology tech-imm

Immature design

tech-design

Immature production capabilities; Prototyping; Developmental and operational test failures; Deficient
test planning or testing inefficiencies

tech-test

Concurrency in complicated programs

tech-concur

Resource allocation

Funding instability or budget cuts

ra-fundinsta

Lack of focus on schedule or inadequate schedule management acq-focus

Overly optimistic assumptions, including insufficient contingency funds in program budgets; Overly acd-optim
Defense optimistic assumptions in cost and schedule estimates 4-op
acquisition Personnel issues acq-person
management

Setting up competitions to select contractors acq-compt

Contractor performance; Inadequate incentives; Delivery delay acg-incent

Inadequate tailoring of the acquisition process acq-tailor
Other Post delivery issues oth-datadelay

TABLE 1: Coding the potential causes of cost overruns and schedule delays (adapted from [[21}[27,28/29])
production. pability or an equivalent fielding date.

Specifically, from the GAO’s assessments for the 19 pro-
grams in our dataset, we extracted three different types of data.
First, we extracted financial characteristics from the first page
of the GAO’s assessment. This includes baseline comparison of
program cost (R&D cost, procurement cost and total program
cost), acquisition cycle time, and total quantity. For example, the
information included in the block annotated as 3 in Figure[9]rep-
resent financial characteristics for the AEHF program for year
2003. The total program costs not only includes the costs for the
program’s main elements such as acquisition cost—research and
development, and procurement, but also, includes the military
construction and acquisition operation and maintenance costs. In
GAO’s assessment of a program for a particular year, all the cost
information presented is in that year’s dollars. For the purpose
of this paper, we normalize cost changes by defining the percent
cost change across the program instead of specific dollar amount
change. Next, the schedule assessment includes the acquisition
cycle time, which is defined as the number of months between
the program start and the achievement of initial operational ca-

Second, we extracted technical characteristics for the pro-
grams. This includes programs’ technology maturity and design
maturity as percentages from textual description. GAO defines
technology maturity in terms of the critical technologies identi-
fied by a program to be successful. To assess technology ma-
turity, GAO utilizes a measurement system, referred to as tech-
nology readiness levels [30]. In GAO’s evaluations, a critical
technology that has achieved level 7 on the technology readiness
scale; a prototype that has been tested in a operational setting,
is said to be mature. If a GAO report mentions that two out
of four critical technologies are mature, we label the technol-
ogy maturity percentage for that program as 2/4 = 50%. GAO
defines the design maturity as “the percentage of engineering
drawings completed or projected for completion by the design
review” [17]. GAO considers a design as mature when a program
office has released 90% of the engineering drawings for manu-
facturing. To assess production maturity, GAO uses the number
of critical manufacturing processes and extent of statistical con-
trol achieved for those processes. To measure the statistical con-



trol achieved for the production processes, GAO uses a statistical
measure called the process capability index [31]]. Generally, the
second page of the GAO’s assessment for the program describes
the state of technology and design maturity (see Figure[I0). Note
that the dataset does not include a program’s production maturity
data. This is because most programs included in the GAO reports
do not report the process control data necessary to assess produc-
tion maturity.

Third, the dataset includes narrative descriptions of major
reasons for cost and schedule overruns, which are provided on
the second page of GAO’s assessment. Based on these descrip-
tions, we further perform text analysis to code the reported rea-
sons into various categories provided in Table [I] Section 1]
provides more details on the text analysis process and its results.

The dataset includes these three pieces of information for
each of the 19 selected programs and for every year such program
was included in GAQO’s assessments between 2003-2017. For ex-
ample, the data for the AEHF program is included in the overall
dataset for each year during its reporting period of 2003-2011,
except in the case of missing data (see program#1 in Table [2).

3.1 Hypotheses

Based on the review of literature and the GAO re-
ports [17]], we extract the following hypotheses that can be tested
on the dataset.

HI: Cost overruns and schedule delays experienced by a
program early in the acquisition cycle are primarily due to im-
maturity in the programs’ critical technologies.

H2: Cost overruns and schedule delays experienced by the
program in the later part of the acquisition cycle can mostly be
attributed to testing issues experienced by the program.

H3: Programs with lengthy initial acquisition times have
higher total program cost growth [15/[32]).

H4: Programs with lower technology maturity at develop-
ment start of the acquisition program tend to have higher future
cost overruns [17].

H5: Programs with higher technical complexity (e.g. space
programs) tend to have higher cost overruns and schedule de-
lays as compared to programs with lower complexity (e.g. radio
communication programs) [33}/34].

4 Results
4.1 Text Analysis of Written Explanations

To identify recurring reasons behind schedule and cost
growth, we conducted a text analysis on the GAO reports across
19 DoD weapons acquisition programs in our dataset. Based on
the review of various possible reasons from Refs. [211[27/[28|[29],
we formulated a set of codes, provided in Table [T} Using these
codes as the baseline, we coded the narrative description of the
product development knowledge of individual programs based
on the GAO best practices. This analysis resulted in the program-
specific, yearly database of text analysis codes for every program

in the database.

Figure [T] represents the frequency with which different rea-
sons are cited as responsible for cost and schedule overruns
across the selected programs. We observe that the unantici-
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FIGURE 1: Frequency with which different reasons are cited in
the GAO reports for cost and schedule overruns across all the 19
weapons acquisition program.

pated reasons stemming from testing (‘tech-unanti,” ‘tech-test’),
delays in achieving full technology maturity (‘tech-imm’) and
design maturity (‘tech-design’), and inefficiencies in setting re-
quirements (‘req-ineff’) are the top reasons. Further, Figure [2]
compares the frequency of different reasons cited for the first
half and the second half of the available program data.

Technology immaturity tends to be a significant reason for
cost and schedule overruns in the early stages of weapons acqui-
sition program cycle (hypothesis H1 supported). When a pro-
gram enters the development phase with immature technology,
it is harder and takes longer to attain knowledge in succeed-
ing elements-design and production [35]]. For example, in the
case of the Airborne Laser (ABL) program, the program had re-
leased 96% of the total expected design drawings, but the pro-
gram still had to demonstrate full technology maturity. This
mismatch increased the potential for design changes. However,
in later stages, deficient test planning or testing inefficiencies
(‘tech-test’) appears to be causing significant overruns (hypoth-
esis H2 supported). This result is expected because the early
stage of a weapons acquisition programs primarily includes the
development phase where the program needs to demonstrate it’s
critical technologies, while the later stage of program deals with
issues related to testing.



. Initial Total Final Total Initial Ac-| Final Ac- ... .
Program Reporting . . L . Initial Final
# Program Name Type Period Program Cost (in | Program Cost (in | quisition | quisition Quantit Quantit
! Million USD) | Million USD) | Time Time vantity | iquantity
Advanced Extremely High Frequency .
1 Satellites (AEHF) Satellite | 2003-2011 6,276.5 12,919.6 111 170 5 6
2 LHA6 Ship 2007-2017 3,449.3 9,989.3 146 176 1 3
C-130 Avionics Modernization Program .
3 (C130AMP) Aircraft | 2004-2012 4,132.3 6,204.3 - - 519 221
4 DD(X) Destroyer (DDG) Ship 2004-2017 37,751.5 23,645.7 128 264 32 3
5 E-2 Advanced Hawkeye (E-2AHE) Aircraft | 2004-2013 15,180.7 19,938.4 95 136 75 75
6 Excalibur Artillery Round (EAR) Missile 2003-2015 5,059.1 1,934.1 - 206 76677 7474
7 Joint Strike Fighter (JSF) Aircraft | 2003-2017 231,806.3 336,152.4 175 237 2866 2457
Global Hawk Unmanned Aircraft System .
8 (GHUAY) Aircraft | 2004-2014 5,671.1 9,874.5 55 125 63 45
Joint Air-to-Surface Standoff Missile .
9 (JASSM) Missile | 2003-2011 2,281.6 7,201 75 87 2469 5018
10 |Joint Land Attack Cruise Missile (JLENS) Missile | 2006-2012 6,665.9 7,857.8 97 103 16 16
Radio
Joint Tactical Radio System Handheld,
11 Manpack, Small Form Fit JTRSHMS) Cf)mr.nu- 2005-2017 10,888.2 9,563.7 85 124 328674 | 271202
nication
Radio
JTRS Airborne, Maritime, Fixed-Station
12 (JITRSAMF) Cf)mr.nu- 2006-2017 8,844.7 3,314.1 80 186 27102 14222
nication
Radio
13 |JTRS Ground Mobile Radio JTRSGMR) Commu- | 2004-2011 17,164.7 15,867.7 55 127 108388 87079
nication
14 |Mobile User Objective System (MUOS) Satellite | 2004-2015 1,186.5 1,267.7 90 - 6 6
15  |Multi-mission Maritime Aircraft (MMA) Aircraft | 2005-2014 32,640.1 34,336 160 164 115 122
National Polar-orbiting Operational .
16 Environmental Satellite System (NPOESS) Satellite | 2003-2010 6,519.1 13,161.5 113 193 6 4
17 |Small Diameter Bomb (SDB) Missile | 2004-2006 1,648.7 1,629 62 61 24070 24070
18 SDB Increment II (SDBII) Missile | 2007-2017 5,100.3 4,286.8 72 96 17163 17163
19 Space Based Infrared System (SBIRS) Satellite | 2003-2013 4,730.6 18,777.6 86 - 5 6

TABLE 2: Programs recorded in the dataset with budget, schedule and acquisition quantity information at the start year and the end year
of the reporting period. Initial budget is inflation adjusted for the end year of reporting period. Note that our dataset includes budget,
schedule and acquisition quantity information for all the years in the ‘Reporting Period’ column; not just the start year and the end year

of reporting period.

4.2 Program Essentials Over Time

To better understand the reasons for the cost and schedule
overruns, we analyze how program essentials such as the total
program cost change, acquisition cycle time change, technology
maturity, and design maturity change over the duration of the ac-
quisition cycle. Figures |3a| and [3b| show the total program cost
change and the acquisition cycle time change for 19 project over
the years respectively. The percent changes for a given year are

obtained by comparing that year’s cost(or schedule) estimate to
the available program baseline cost(or schedule) estimates. For
instance, in the case of the LHA6 program, the end point of
the dotted line in Figure [3a] represents a 200% total cost change
between the start year (as of 01/2006) and the end year of the
reporting period (as of 09/2016). Similarly, the total program
cost changes over 9 years of reporting for the AEHF program
is highlighted using a dashed line in Figure [3a). Note that the
cost growth and schedule growth may not be simultaneously re-
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FIGURE 2: Frequency of different reasons are cited in the
GAO reports for cost and schedule overruns across the selected
weapons acquisition programs (supports hypothesis H1).

ported for each year. That is why the lengths of reporting years
for LHAG6 program in Figures [3a) and [3b] are different.

These figures show trends of significant percentage change
in the acquisition cycle time for some programs such as Program
4, Program 12, and Program 13 (see Table [2] for program de-
tails). These programs either incurred significant cost overruns
in the early design stage or experienced increased cost risk be-
cause of which they underwent restructuring. The restructuring
further led to a significant increase in the acquisition cycle time
and decrease in the number of quantities being procured.

We also observe a decreasing trend in the percentage cost
changes over time for programs such as Program 4 and Program
6. Program 4 and program 6 had initial total cost overruns of ap-
proximately 420% and 552% respectively as given in Figure [3a]

According to GAO’s first report (year 2004), Program 4’s initial
cost increases was due to changes in cost estimates, technology
development programs, and program restructuring. For example,
the total quantities to be produced were unclear in Program 4 be-
tween years 1998 to 2008, and eventually reported to be 32 for
report year 2009. Over the years, there were conflicts between
how GAO reports cost and schedule growths and how the Navy
perceived the acquisition program. The GAO’s 2006 year report
indicates only one of the twelve critical technologies as mature
for Program 4. The Navy’s comment in the GAO 2006 report
notes that comparing the Program 4’s technology readiness lev-
els to the GAO-developed best practices may not be valid. This
was because the the detail design and construction were spread
over 5 years (longer than GAO’s yearly reporting cycle) given
the complex nature of shipbuilding.

Similarly, since its development began in 1997, Program 6
encountered four major restructures, reduced production quanti-
ties, and increased unit costs. Our text analysis found major rea-
sons such as initial technology and design immaturity during the
early part of the program, limited funding (which led to program
restructuring in 2001), and testing issues in the later part of the
programs. Apart from restructuring, the percentage cost reduc-
tions may be attributed to the changes in the baseline report year
used for comparison. Starting year 2008, GAO compared the
yearly estimates with those year 02/2003, instead of year 1997.
The GAO reports did not specify a reason for the change.

Figures [4a] and [4b] present how the technology maturity and
design maturity change over time for the selected programs. The
complex and sequential nature of the systems engineering pro-
cess is prominent as observed from maturity trends in the AEHF
and the LHAG6 programs. Both these programs attain high level
of technology and design maturity but still incur cost and sched-
ule overruns (see Figure [3a) and Figure [3b). For the AEHF pro-
gram, the major cost overruns occurred in the later stage due
to testing issues. While for LHAG6 program, the initial design
immaturity (which resulted in high levels of rework during the
ships’ construction) seems to be the reason for cost and schedule
overruns. The LHA6 program began development with mature
critical technologies but only 65% design drawings completed.
These examples highlight how issues early in the program cas-
cade to the later stages of the program cycle.

4.3 Correlations Between the Program Essentials

Figure 5] presents the correlation between the initial acquisi-
tion cycle times and cost growth for the programs in our dataset.
Note that, in Figure [5] some programs (such as Programs 2
and 3) are missing because the initial acquisition time for these
programs was unavailable in the GAQO’s assessments. The re-
sults indicate that the said effect is not statistically significant.
Prior studies denote longer acquisition cycle times as one rea-
son behind greater cost growth. Longer programs are gener-
ally at the risk of changing requirements and other time-related
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FIGURE 3: Program cost change and acquisition cycle time
change data for all 19 weapons acquisition programs in our
dataset. The numbers (1,2....,19) at the end of the lines represent
different programs. Program names corresponding to these num-
bers can be found in Table 2] Further, the dashed and the dotted
lines represent AEHF Satellites program and LHA 6 Amphibi-
ous Assault Ship Replacement Program respectively. (supports
hypothesis H2).

costs [[15,/36]. However, this hypothesis (hypothesis H3) is not
supported by the data.

Further, Figure [ presents how a program’s total cost varies
with the technology maturity at the development start. Programs
7 and 12 for which the technology maturity at the development
start was not available in the GAO reports are excluded from the
analysis. We observe that the programs with low technology ma-
turity at the development start do not necessarily cause higher
cost overruns. In fact, the opposite trend is more likely. Hypoth-
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FIGURE 4: Technology maturity change and design maturity
change data for all 19 weapons acquisition programs in our
dataset. Further, the dashed and the dotted lines represent Ad-
vanced Extremely High Frequency (AEHF) Satellites program
and LHA 6 Amphibious Assault Ship Replacement Program re-
spectively.

esis H4 is not supported by the given data. While this may seem
counter-intuitive, but here we have to keep in mind that systems
engineering is a complex process where multiple factor deter-
mines the programs performance. For example, even though the
AEHF Satellites program had all 14 critical technologies mature,
the program incurred significant cost and schedule overruns due
to testing and integration issues.

4.4 Effects of Program Type on Program Essentials

To better understand how the type of a program affects the
cost and schedule overruns, we assigned the selected weapons
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FIGURE 6: Final total program cost change (%) as a function of
technology maturity at the development start of the program.

acquisition programs into 5 different types based their weapons
category: satellite, ship, aircraft, missile and radio communica-
tion. Assuming the size of program budget, testing difficulty,
and problem size as proxies for problem complexity [37], these
program types are in a order of decreasing complexity. Figure
compares the differences in the final total program cost change
(%) and final acquisition cycle time change (%) between the
program types. The final quantities refer to the last year these
projects were included in the GAO reports. In Figure we
observe that the satellite programs has the highest final total pro-
gram cost change (%) while radio communication programs has
the lowest. Testing satellite’s critical technologies is much harder
than that of the radio devices because testing satellites in the
space environment is infeasible. Moreover, the issues discov-

ered during testing (later stage of the acquisition process) have
a higher impact on cost and schedule of a program since they
lead to costly technology or design changes [38]]. This is further
supported by the text analysis results for Space-Based In-
frared System (SBIRS) High program where testing inefficiency
was one of the major reason for cost overrun in this project. In-
versely, in Figure we observe that the radio communication
programs happened to have the highest increase in the acquisi-
tion cycle time. Radio communication programs such as JTRS
GMR and JTRS AMF struggled to mature and integrate multiple
key technologies. They had been forced to make design changes
which caused the programs to incur significant schedule prob-
lems. The schedule delays required these program to be restruc-
tured. Therefore, for the given dataset, hypothesis H5 is partially
supported; even though complex programs (e.g. space programs)
tend to have higher cost overruns as compared to less complex
programs (e.g. radio communication programs), the same is not
true schedule delays.

Further, Figure [§] highlights the differences in the critical
technology maturity (%) at the development start across differ-
ent program types . The satellite programs happen to be on the
higher end of the technology maturity. Even with the higher
percentage of the critical technologies mature, satellite programs
have relatively larger final total program cost change (%) as com-
pared to the other program types as seen from Figure For
example, the AEHF Satellites program even with all 14 criti-
cal technologies mature, encountered problems with integration
and testing of these technologies which led to additional cost and
schedule overruns.

5 Conclusions

This paper presents a dataset for 19 DoD weapons acqui-
sition program. The dataset contains information about how
following program essentials change over time: (i) cost (R&D
cost, procurement cost and total cost), (ii) schedule, (iii) pro-
curement quantity, (iv) technology maturity, and (v) design ma-
turity. We extracted the qualitative and quantitative data, origi-
nally available as PDF files, from GAO’s reports (between years
2003-2017) into Excel files and further created an easy to access
Pandas library DataFrame in a Python environment. Both, the
raw dataset (Excel files) and the Pandas library DataFrame are
made available through Purdue University Research Repository
(PURR). The results highlight the complex (and serial) nature
of the systems engineering process; where multiple factors con-
tribute to the success of a program. One might expect that low
technology maturity at the development start of a program should
cause greater cost overruns, but that is not necessarily the case.
Other issues, such as design maturity, program complexity and
testing issues needs to be taken in conjunction with the technol-
ogy maturity while reasoning about the cost and schedule over-
runs. Similarly, some programs, even with high technology and
design maturity at the beginning of the acquisition cycle incur
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FIGURE 7: Comparison of final total program cost change (%)
and final acquisition cycle time change (%) as a function of pro-
gram type.

significant cost and schedule overruns due to testing issue later
in the later part of the project; this further leads to more costly de-
sign changes [38]]. Future work could consider determining the
causal factors for cost and schedule overruns in large systems
engineering programs, e.g., through creating a game-theoretic
model of the acquisition process that is capable of predicting cost
overruns and schedule delays given program information know-
able at a given point in time. This game-theoretical model can be
calibrated on the data from major US DoD weapons acquisition
programs (presented in this paper) using a Bayesian approach.
The causality analysis can be carried out using Pearl’s causal in-
ference framework [39] for structural equations.
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FIGURE 8: Technology maturity at the development start for dif-
ferent program types.
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Common Name: AEHF

Advanced Extremely High Frequency Satellite (AEHF)

The Air Force’s AEHF satellite system is intended
to replenish the existing Milstar system with higher
capacity, survivable, jam-resistant, worldwide,
secure communication capabilities for strategic
and tactical warfighters. The system also includes
a mission control segment. Terminals used to
transmit and receive communications are acquired
separately by each service. AEHF is an international
partnership program that includes Canada,

United Kingdom, and the Netherlands. First launch
is scheduled for December 2006.

Source: AEHF Program Office.

Concept System development Production
A A A A A A A
Program Development GAO Design  Production First Initial
start start review review decision launch capability
(4/99) (9/01) (1/04) (4/04) (8/04) (4/07) (2/09)

Program Essentials Program Performance (fiscal year 2004 dollars in millions)
Prime contractor: Lockheed Martin As of Latest Percent
Program office: El Segundo, Calif. 10/2001 09/2003 change
Funding needed to complete: Research and development cost $4,168.4 $4,356.1 4.5
R&D: $2,452.0 million Procurement cost $1,232.9 $473.6 -61.6
Procurement: $473.6 million Total program cost $5,401.3 $4,829.8 -10.6
Total funding: $2,925.6 million Program unit cost $1,080.254 $1,609.917 49.0
Procurement quantity: 1 Total quantities 5 3 -40.0
Acquisition cycle time (months) 111 118 6.3

The AEHF satellite program demonstrated most

Attainment of Product Knowledge

of its critical technologies at development start

Production,
and expects to have all technologies demonstrated des;gnl& o
by the design review. The program has released :ﬁ:u:.'r?t; v K

two-thirds of its drawings and expects to complete
90 percent by the design review. In September
2003, the program office decided to delay the
launch of the first two satellites by 4 months.

The delay was necessary to accommodate
changing security requirements and resolve
fabrication issues relating to the critical
cryptological equipment.

Design &
technol

ay
maturity

Technology
maturity

Development GAO DOD
start review design
(9/01) (1/04) review

(4/0

Production
decision
(8/04)

Page 17 GAO-04-248 Assessments of Major Weapon Programs

FIGURE 9: The first page of GAO’s assessment for the AEHF program contains a profile of the product, a timeline of development, a
baseline comparison of cost, schedule, etc., and quantity changes to the program. Source: GAO
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Common Name: AEHF

AEHF Program

Technology Maturity

Eleven of the critical technologies identified bx

the program office are mature. The remaining

T Tl gtesTave anetsering models and
are undergoing testing in a relevant environment to
simulate both launch and space atmosphere. Two
of these three technologies have mature backup
technologies. Only one technology, a component of
the phased array antenna, does not have a backup
technology that meets operational requirements.
Program officials expect all technologies to be

mature by the design review scheduled for
April 2004.

Design Maturity
The program office has released over two-thirds of

its expected drawings. The program office expects
mf the expected drawings

by the scheduled design review. In addition,
preliminary design reviews are complete and the
program office has initiated the subsystem design
reviews. The program is also developing early
software builds for the ground and space segments.

Production Maturity

The production maturity could not be assessed
because the program office does not have statistical
process control data. The Air Force currently plans
to buy only three satellites. However, there have
been some problems in producing a critical system
component. The AEHF Comsec/Transec System
(ACTYS) is a suite of cryptological equipment
installed in both the satellites and the terminals to
limit access to authorized users. ACTS has already
experienced significant cost growth and schedule
delays due to changes in satellite architecture
design, interface, and other requirements changes.
ACTS consists of computer chips whose fabrication
is more technically challenging than producing other
computer chips. The challenge results from a
security requirement to have separate foundries
produce components of the chips that must be
integrated together. During a major functional test in
September 2003, a problem was discovered, and the
program is evaluating ways to resolve the problem.

Concurrent development of ACTS and the AEHF
satellite payload has resulted in a 4-month delay in
the launch of the first two AEHF satellites, now
scheduled for April 2007 and April 2008,

Page 18

respectively. ACTS is managed by the National
Security Agency and is on the AEHF satellite
payload critical path. The program office stated

the launch delay was necessary to accommodate
changes in ACTS security requirements and resolve
ACTS production issues.

Other Program Issues

The current development contract includes the

first two satellites and the mission control segment.
A decision to buy a third satellite is planned after
the design review. In December 2002, two satellites
were deleted from the program because the newly
developed Transformational Communications
Architecture calls for the Transformational Satellite,
assessed elsewhere in this report, to replace these
AEHF satellites. Because the Transformational
Satellites are early in development and may not
progress in time to meet the military need, the Air
Force has scheduled a progress review and decision
point in early fiscal year 2005 to determine if
additional AEHF satellites will be needed to meet
operational requirements.

Program Office Comments

In commenting on a draft of this assessment,

the program office noted that the AEHF program
continues to progress through the system
development and demonstration phase, meeting

all scheduled milestones and is projected to meet all
key performance parameters.

GAO-04-248 Assessments of Major Weapon Programs

FIGURE 10: The second page of GAO’s assessment for the AEHF program contains a narrative depiction of how the product development
knowledge of an individual program compared to GAO’s best practices. Source: GAO [[17]
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