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Abstract— This paper considers system identification for
systems whose output is asymptotically periodic under constant
inputs. The model used for system identification is a discrete-
time Lur’e model consisting of asymptotically stable linear
dynamics, a time delay, a washout filter, and a static nonlinear
feedback mapping. For sufficiently large scaling of the loop
transfer function, these components cause divergence under
small signal levels and decay under large signal amplitudes,
thus producing an asymptotically oscillatory output. A least-
squares technique is used to estimate the coefficients of the
linear model as well as the parameters of a piecewise-linear
approximation of the feedback mapping.

Index Terms— Self-excited oscillations; nonlinear feedback;
system identification; discrete-time systems; least squares

I. INTRODUCTION

Nonlinear system identification is an exciting area of
research with numerous challenges and open problems; the
overview in [1] describes the status of the field and pro-
vides extensive references. The present paper focuses on
nonlinear system identification for systems whose response
to a constant input is asymptotically oscillatory, for example,
periodic or almost periodic; a system of this type is called a
self-excited system (SES). A classical example of a SES is the
second-order van der Pol oscillator, whose states converge to
a limit cycle. A SES, however, may have an arbitrary number
of states and need not possess a limit cycle. Overviews
of SES are given in [2], [3]; applications to chemical and
biochemical systems are discussed in [4], [5]; self-excited
thermoacoustic oscillation is discussed in [6], [7]; and fluid-
structure interaction and its role in aircraft wing flutter is
discussed in [8], [9]. These diverse applications show the
rich appearance of SES in engineering and science.

A convenient model for SES is a feedback loop consisting
of linear dynamics and a static nonlinear feedback mapping;
a system of this type is called a Lur’e system [10]. Within
the context of SES, Lur’e models are considered in [3], [11],
[12], [13], [14], [15]. These works show that Lur’e models
provide a flexible framework for modeling SES. The focus
of the present paper is on discrete-time Lur’e models for
SES; self-oscillating discrete-time systems are considered in
[16], [17], [18]. The present paper appears to be the first
to consider identification of SES using discrete-time Lur’e
models.

As discussed in [19], [20], self-excited oscillations arise in
Lur’e systems from a combination of stabilizing and desta-
bilizing effects. In particular, the present paper considers a
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discrete-time, time-delay Lur’e model consisting of asymp-
totically stable linear dynamics, a time delay, a washout filter,
and a static nonlinear feedback mapping. For all sufficiently
large scalings of the loop transfer function, these components
cause divergence under small signal levels and decay under
large signal amplitudes, thus producing an asymptotically
oscillatory output. A bias-generation mechanism is used to
provide a nonzero offset in the oscillation. Similar features
appear in [3], [11], [21].

The contribution of the present paper is the development
of a nonlinear least-squares identification algorithm based on
[22] as well as a numerical investigation of this technique
for identifying SES using discrete-time, time-delayed Lur’e
models. In setting up the model structure, the user must
choose the order of the linear discrete-time dynamics and
the number of steps delay. Once these are chosen, the
system identification method estimates the parameters of the
linear discrete-time dynamics as well as the static nonlinear
feedback mapping, which is formulated as a continuous,
piecewise-linear (CPL) function characterized by its slope
in each interval of a user-chosen partition of the real line.

The contents of the paper are as follows. Section II in-
troduces SES and the DTTDL model used for identification.
Section III describes the parameterization of the CPL func-
tions used to approximate the nonlinear feedback mapping.
Section IV presents the DTTDL/CPL model, which consists
of the DTTDL model with the CPL mapping parameterized
in Section III. Section V describes the least-squares tech-
nique for identifying SES using DTTDL/CPL, and Section
VI describes a variation of this technique for the constant-
input case. Section VII presents numerical examples. Finally,
Section VIII presents conclusions and future work.

Notation. R 4= (−∞,∞), N 4= {0, 1, 2, . . .}.

II. MODELING SELF-EXCITED SYSTEMS USING
DISCRETE-TIME, TIME-DELAYED LUR’E MODELS

Let S be a discrete-time, self-excited system (SES) with
input v and output y, and let M be a discrete-time model
with input v and output ym (see Figure 1). The signals
v, y, ym are scalar. The structure of M is designed to
capture the self-excited dynamics of S in the sense that, for
all sufficiently large constant v, there exist a nonconstant
periodic function τ : N → R and k0 ∈ N such that
limk→∞ |yk − τk| = 0 and limk→∞ |ym,k − τk+k0 | = 0.
In the case where S is a continuous-time SES, the output yk
represents a sampled value of y. In this paper, M is chosen
to be a discrete-time, time-delayed Lur’e model.
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v y v ym

Fig. 1. Self-excited system S with input v and output y, and model M
with input v and output ym. A system identification algorithm is used to
construct a model M that captures the dynamics of S.

The discrete-time, time-delayed Lur’e (DTTDL) model
shown in Figure 2 incorporates the nth-order, asymptotically
stable, strictly proper linear dynamics

G(q) =
B(q)

A(q)
=

b1q
n−1 + · · ·+ bn

qn + a1qn−1 + · · ·+ an
, (1)

where q is the forward-shift operator, the bias-generation
mechanism

vb = (β + vf)v, (2)

the time delay Gd(q) = q−d, where d ≥ 0, the washout
filter

Gf(q) =
q− 1

q
, (3)

and the nonlinear function N : R→ R written as

vf,k = N (yf,k). (4)

Using ym,k = G(q)vb,k, it follows that

A(q)ym,k = B(q)vb,k

= B(q)[β +N (yf,k)]vk, (5)

and thus, for all k ≥ n+ d+ 1,

ym,k = (1−A(q))ym,k +B(q)[β +N (yf,k)]vk

= −a1ym,k−1 − · · · − anym,k−n

+ β(b1vk−1 + · · ·+ bnvk−n)

+ b1N (yf,k−1)vk−1 + · · ·+ bnN (yf,k−n)vk−n,
(6)

where
yf,k = ym,k−d − ym,k−d−1.

Note that the propagation of (6) depends on the initial output
values ym,0, . . . , ym,n+d.

In [19], [20], N is assumed to be bounded, continuous,
either nondecreasing or nonincreasing, and changes sign
(positive to negative or vice versa) at zero; hence, N (0) = 0.
Under these assumptions, if the input v is constant and
sufficiently large, then the output ym is nonconstant and
asymptotically oscillatory.

β + G(q)
vb

Gf(q) Gd(q)N

×

v

vf

ym

ydyf

Fig. 2. Discrete-time, time-delayed Lur’e model with constant input v and
bias-generation mechanism.

III. PARAMETERIZATION OF THE CONTINUOUS,
PIECEWISE-LINEAR FUNCTION N

In this section, we assume that N is continu-
ous and piecewise-linear (CPL), and we parameter-
ize N as in [22]. Let c1 < · · · < cp, let
(−∞, c1], (c1, c2], . . . , (cp−1, cp], (cp,∞) be a partition of
the domain R of N , and define the vector

c
4
= [ c1 · · · cp ]

T
∈ Rp. (7)

Furthermore, for all i = 1, . . . , p+ 1, let µi denote the slope
of N in the ith partition interval, and define the slope vector

µ
4
= [ µ1 · · · µp+1 ]

T
∈ Rp+1. (8)

Finally, letting κ ∈ R and r ∈ {1, . . . , p}, it follows that, for
all u ∈ R, N can be written as

N (u) = µTη(u) + κ, (9)

where η : R→ Rp+1 is defined by

η(u)
4
=

{
η1(u), δ(u) < r + 1,

η2(u), δ(u) ≥ r + 1,
(10)

δ(u) ∈ {1, . . . , p + 1} is the index of the partition interval
containing u, and

η1(u)
4
=[ 01×(δ(u)−1) u− cδ(u) cδ(u) − cδ(u)+1 · · ·

cr−1 − cr 01×(p+1−r) ]
T
, (11)

η2(u)
4
=[ 01×r cr+1 − cr · · ·

cδ(u)−1 − cδ(u)−2 u− cδ(u)−1 01×(p+1−δ(u)) ]
T
.

(12)

Note that, in the case where δ(u) = r, it follows from Eq.
(11) that η1(u) = [ 01×(δ(u)−1) u− cδ(u) 01×(p+1−r) ]

T
,

whereas, in the case where δ(u) = r+1, it follows from Eq.
(12) that η2(u)

4
= [ 01×r u− cδ(u)−1 01×(p+1−δ(u)) ]

T
.

Since N (cr) = κ, it can be seen that r and κ fix N
along the ordinate axis, as shown in Figure 3. Hence, N
is parameterized by c, µ, r, and κ.

N (u)

uc1 c2 cr−1 cr cr+1 cr+2 cp−1 cp

µ1

µ2

µr µr+1

µr+2

µp
µp+1

κ

Fig. 3. Parameterization of the CPL function N . Note that r and κ fix g
along the ordinate axis.
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IV. DTTDL MODEL WITH A CPL NONLINEAR FEEDBACK
MAPPING

In this section, we consider the DTTDL model in the case
where N is CPL; this is the DTTDL/CPL model. In order to
enforce N (0) = 0 (see Section II), we let κ = 0 and assume
that, for some r, cr = 0. It thus follows from (6) and (9)
that

ym,k = −a1ym,k−1 − · · · − anym,k−n

+ β(b1vk−1 + · · ·+ bnvk−n)

+ b1µ
Tη(yf,k−1)vk−1 + · · ·+ bnµ

Tη(yf,k−n)vk−n.
(13)

Now, defining

a
4
= [ a1 · · · an ]

T
, b

4
= [ b1 · · · bn ]

T
, (14)

it follows that (13) can be written as

ym,k = φT
k θ, (15)

where
θ
4
=
[
aT (vec(µbT))T βbT

]T
, (16)

φk
4
= [ −φT

y,k φT
η,k φT

v,k ]
T
, (17)

and

φy,k
4
= [ ym,k−1 · · · ym,k−n ]

T
, (18)

φη,k
4
= [ vk−1η

T(yf,k−1) · · · vk−nη
T(yf,k−n) ]

T
, (19)

φv,k
4
= [ vk−1 · · · vk−n ]

T
. (20)

V. IDENTIFICATION OF DTTDL/CPL MODEL
PARAMETERS

In this section, we present a least-squares identification
technique for constructing a DTTDL/CPL model that ap-
proximates the response of the self-excited system S . Since
we do not assume that S is a DTTDL system, the goal is
to determine asymptotically stable Ĝ and CPL N̂ such that
the response of the identified model M approximates the
response of the true system S.

The least-squares identification technique depends on
choosing values of n, d, c; these choices are denoted by
n̂, d̂, ĉ. In practice, n̂, d̂, ĉ can be iteratively modified de-
pending on the accuracy of the identification. The goal
is thus to obtain parameter estimates â, b̂, β̂, µ̂ for the
DTTDL/CPL model. In the special case where S is DTTDL
or DTTDL/CPL, the parameters â, b̂, β̂, µ̂ can be viewed as
estimates of a, b, β, µ.

Next, let lu ≥ ll ≥ n̂+ d̂+1 and, for all k ∈ {ll− n̂− d̂−
1, . . . , lu}, let vk and yk be the sampled measurements of S
used for identification. Then, define the least-squares cost

J(θ)
4
= ||Y − Φθ||2, (21)

where
Y
4
= [ yll · · · ylu ]

T
, (22)

and
Φ
4
= [ −ΦY Φη,Y ΦV ], (23)

where

ΦY
4
=


φT
Y,ll
...

φT
Y,lu

 ,Φη,Y 4=

φT
η,Y,ll

...
φT
η,Y,lu

 ,ΦV
4
=


φT
v,ll
...

φT
v,lu

 ,
(24)

and

φY,k
4
= [ yk−1 · · · yk−n̂ ]

T
, (25)

φη,Y,k
4
= [ vk−1η

T(yf,Y,k−1) · · · vk−n̂η
T(yf,Y,k−n̂) ]

T
,

(26)

yf,Y,k
4
= yk−d̂ − yk−d̂−1. (27)

Since θ given by (16) is not linear in b, µ, β, we derive
an upper bound for J(θ), which is subsequently minimized.
To do this, let θA ∈ Rn(p+1), define θΛ

4
= βb, and note that

(22) can be written as

J(θ) =||Y − Φθ + Φη,Y θA − Φη,Y θA||2
=||Y + ΦY a− Φη,Y vec(µbT)

− ΦVθΛ + Φη,Y θA − Φη,Y θA||2
=||Y − Φθ̃ + Φη,Y (θA − vec(µbT))||2, (28)

where
θ̃
4
=
[
aT θT

A θT
Λ

]T
. (29)

It follows from (28) that

J(θ) ≤ ||Y − Φθ̃||2 + ||Φη,Y (θA − vec(µbT))||2
≤ ||Y − Φθ̃||2 + σmax(Φη,Y )||θA − vec(µbT)||2
= JLS(θ̃) + σmax(Φη,Y )JA(θA, µ, b), (30)

where

JLS(θ̃)
4
= ||Y − Φθ̃||2, (31)

JA(θA, µ, b)
4
= ||vec−1(θA)− µbT||F, (32)

|| · ||F denotes the Frobenius norm, and σmax denotes the
largest singular value.

The upper bound for J(θ) given by (30) is minimized by
sequentially minimizing JLS(θ̄) and JA(θA, µ, b) to obtain

ˆ̃
θ
4
= argmin
θ̄0∈Rn(p+3)

JLS(θ̄0) =
[
âT θ̂T

A θ̂T
Λ

]T
, (33)

where θ̂A ∈ Rn(p+1) and θ̂Λ
4
= β̂b̂. Note that ˆ̃

θ can be
obtained by applying linear least-squares minimization to
JLS. Since β̂ and b̂ are unidentifiable from θ̂Λ, choosing
an arbitrary nonzero value for β̂ yields b̂ = θ̂Λ/β̂.

The following result is used to obtain µ̂ =
argmin
µ0∈Rp+1

JA(θ̂A, µ0, b̂).

Proposition 5.1: Let A ∈ Rn×m, let r ∈ Rm be nonzero,
and define V : Rn → R by

V (x)
4
= ||A− xrT||2F. (34)

Then,
argmin
x∈Rn

V (x) = (rTr)−1Ar. (35)
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Proof. For all x ∈ Rn,

V (x) = tr(ATA)− 2xTAr + xTxrTr, (36)

and thus

V ′(x) = −2Ar + 2rTrx, (37)

V ′′(x) = 2rTr > 0. (38)

It follows from (38) and [23, Theorem 3.3.8, p. 115] that
V is strictly convex, which implies that V has at most one
minimizer. Since

V ′((rTr)−1Ar) = 0, (39)

(38) implies that (rTr)−1Ar is a local minimizer of V .
Hence, [23, Theorem 3.4.2, pp. 125, 126] implies that
(rTr)−1Ar is the unique minimizer of V. �

Proposition 5.1 implies that, for fixed θ̂A and b̂, the value
of µ̂ that minimizes µ̂ 7→ JA(θ̂A, µ̂, b̂) is given by

µ̂ =
vec−1(θ̂A)b̂

b̂Tb̂
. (40)

The identified DTTDL/CPL model M is characterized by
the chosen parameters n̂, d̂, ĉ, β̂, as well as the estimated
parameters â, b̂, µ̂. Note that multiplying β̂ by nonzero γ ∈ R
results in the division of b̂ by γ and the multiplication of µ̂
by γ, which modifies the estimate of the nonlinear feedback
mapping. However, it follows from (13) that the response of
the identified model remains unchanged.

VI. IDENTIFICATION OF DTTDL/CPL MODEL
PARAMETERS WITH CONSTANT INPUT

This section considers a variation of the identification
technique presented in the previous section for the case
where v is constant, as typically occurs in self-excited
systems. For vk ≡ v0, (13) becomes

ym,k = −a1ym,k−1 − · · · − anym,k−n + βv0(b1 + · · ·+ bn)

+ v0[b1µ
Tη(yf,k−1) + · · ·+ bnµ

Tη(yf,k−n)]. (41)

Then, (41) can be expressed as (15), where

θ
4
=
[
aT (vec(µbT)T β11×nb

]T
, (42)

φk
4
= [ −φT

y,k φT
η,k v0 ]

T
, (43)

φy,k is defined by (18), and where

φη,k
4
= v0 [ ηT(yf,k−1) · · · ηT(yf,k−n) ]

T
. (44)

Furthermore, J(θ) can be written as in (21), where Y is
defined by (22) and Φ is defined by (23)–(27), where

ΦV
4
= v01(lu−ll+1)×1, (45)

φη,Y,k
4
= v0[ ηT(yf,Y,k−1) · · · ηT(yf,Y,k−n̂) ]

T
. (46)

Since θ given by (42) is not linear in b, µ, β, we derive
an upper bound for J(θ), which is subsequently minimized.
Next, (21) can be rewritten as in (28), where θA ∈ Rn(p+1),

θΛ
4
= β11×nb, and θ̃ is defined as in (29). Then, an upper

bound for J(θ) can be derived as in (30), where JLS and
JA are defined as in (31) and (32), and can be minimized by

sequentially minimizing JLS(θ̄) and JA(θA, µ, b). Let θ̂A ∈
Rn(p+1), define θ̂Λ

4
= β̂11×nb̂, and define ˆ̄θ as in (33). Then

ˆ̄θ can be obtained by minimizing JLS.
Next, [24, Fact 11.16.39, p. 906] implies that, for fixed θ̂A,

the rank-1 approximation of µ̂b̂T that minimizes JA(θ̂A, µ̂, b̂)
is given by

µ̂b̂T = σmax(vec−1(θ̂A))uA,1v
T
A,1, (47)

where σmax denotes the largest singular value, uA,1 denotes
the first left-singular vector of vec−1(θ̂A), and vA,1 denotes
the first right-singular vector of vec−1(θ̂A). Since µ̂ and b̂ are
unidentifiable from (47), choosing arbitrary nonzero βLS ∈ R
and using it to separate (47) yields

µ̂ = βLS σmax(vec−1(θ̂A))uA,1, b̂ =
vA,1
βLS

. (48)

Finally, β̂ is given by

β̂ =
θ̂Λ

11×n̂b̂
. (49)

The identified DTTDL/CPL model M is characterized
by the chosen parameters n̂, d̂, βLS, and ĉ, as well as the
estimated parameters â, b̂, β̂ and µ̂. Note that multiplying
βLS by nonzero γ ∈ R results in the division of b̂ by γ,
and the multiplication of µ̂ (which scales N̂ ) and β̂ by
γ. However, it follows from (13) that the response of the
identified model remains unchanged.

VII. NUMERICAL EXAMPLES

In this section, we present numerical examples to illus-
trate identification of DTTDL/CPL models. Recursive least
squares (RLS) is used for regression, as presented in [25],
[26]. The identified systems include a DTTDL system (ex-
ample VII-A), and a Van der Pol (VdP) system with output
bias (example VII-B). For example VII-A, it is assumed that
the input v is known. However, since example VII-B does
not involve an external input, an arbitrary value of the input
v is used to facilitate identification of the DTTDL model.

Example VII-A: DTTDL system with CPL, monotonic, odd
N

Consider the DTTDL system S with β = 7.5, d = 4,

G(q) =
q− 0.5

q2 − 1.6q + 0.8
, (50)

and the CPL, monotonic, odd feedback mapping N shown
in Figure 4. The domain of N is partitioned by c =

[ −10 −9 · · · 9 10 ]
T
, and N is constructed such

that, for all i ∈ {1, . . . , 21}, N (ci) = 2.5 tanh(1.2ci/2.5).
To obtain data for identification, y0, . . . , y6 are generated
randomly, and, for all k ≥ 0, vk is a gaussian random
variable with mean 5 and standard deviation

√
1.5. For all

k ≥ 7, yk is generated by simulating S with (50). The same
technique is used in all subsequent examples.

For least-squares identification of the DTTDL/CPL model
parameters, we let ĉ = c and β̂ = β, and we apply RLS with
θ0 = 0, P0 = 106 and λ = 1 using data in [100, 25000]. The
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standard deviation of the sensor noise is chosen to be
√

1.5,
which yields a measurement signal-to-noise ratio (SNR) of
approximately 40 dB.

To assess the accuracy of the identified model, the input
vk ≡ 8 is applied to the system S with the initial conditions
yk = 300 for all k ∈ [0, 6], as well as the identified
model M with the initial conditions ym,k = 0 for all
k ∈ [0, 6]. The response of the identified model based on
noisy measurements with n̂ = 4 and d̂ = d is shown in
Figure 5. Figure 6 compares the power spectral density (PSD)
of the output of M for n̂ ∈ {1, 2, 3} and d̂ ∈ {3, 4, 5}
obtained using noisy measurements with the PSD of the
output of S . �

Fig. 4. Example VII-A: Piecewise-linear feedback mapping N .

Fig. 5. Example VII-A: Least-squares identification of DTTDL/CPL model
parameters using noisy measurements for n̂ = 4 and d̂ = d. (a) compares
the PSD of the output ofM with the PSD of the output of S. (b) shows the
output of S with vk ≡ 8 and with yk = 300 for all k ∈ [0, 6]. (c) shows
the output of M with vk ≡ 8 and with ym,k = 0 for all k ∈ [0, 6]. (d)
shows the output of S on [500, 550] and the output ofM on [492, 541]. (e)
shows the true and estimated nonlinearities. (f) and (g) show the frequency
responses of the linear dynamics of S and M.

Example VII-B: Van der Pol system with bias

Let the S be the continuous-time Van der Pol system

ÿ + µ0(y2 − 1)ẏ + y = 0, (51)

where µ0 is a constant parameter. Figure 7 represents S as
a Lur’e system.

To obtain data for identification, let µ0 = 1, y(0) = 0.1,
and ẏ(0) = 0. For all t > 0, the Van der Pol system
is simulated using ode45, and the output is sampled with
sample time Ts = 0.1 s. The integration accuracy of

Fig. 6. Example VII-A: For n̂ ∈ {1, 2, 3} and d̂ ∈ {3, 4, 5}, these plots
compare the PSD of the output of M identified using noisy measurements
with the PSD of the output of S.

ÿ + y = u

N (y, ẏ)

u
y

ẏ

Fig. 7. Block representation of the Van der Pol system, where N (y, ẏ) =
µ0(1− y2)ẏ.

ode45 is set so that approximately 160 integration steps are
implemented within each sample interval. A bias ȳ is added
to all sampled measurements so that, for all k ≥ 0, the
biased output is yk = y(kTs)+ ȳ, where ȳ = 10. Finally, for
identification purposes, it is assumed that v(t) ≡ 1 is applied
to S.

For least-squares identification of the DTTDL/CPL
model parameters with constant input, we let ĉ =

[ −0.3 −0.275 · · · 0.275 0.3 ]
T
, n̂ = 12 and d̂ = 19,

and βLS = −5, and we apply RLS with θ0 = 0, P0 = 102

and λ = 1 using data in [225, 20000]. To assess the accuracy
of the identified model, vk ≡ 1 is applied to the identified
model M with the initial conditions ym,k = 0 for all
k ∈ [0, 31]. The response of the identified model based on
noiseless measurements is shown in Figure 8.

Let Sd be the system whose output is the sampled output
of S and where the derivative of the sampled output is
approximated by ẏk = yk+1−yk−1

2Ts
. Figure 9 compares the

phase portraits of the continuous-time system S, the discrete-
time system Sd, and the identified model M using ẏk =
yk+1−yk−1

2Ts
to approximate the derivative of the output. �

VIII. CONCLUSIONS AND FUTURE WORK

This paper developed a technique for identification of self-
excited systems (SES) based on a discrete-time, time-delayed
Lur’e (DTTDL) model. The nonlinear feedback mapping was
chosen to be a continuous, piecewise-linear (CPL) function
characterized by its slope in each interval of a user-chosen
partition of the real line. By minimizing a bound on a
nonquadratic cost function, linear least-squares techniques
were used for parameter estimation within DTTDL/CPL.
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Fig. 8. Example VII-B: Least-squares identification of DTTDL/CPL model
parameters for constant input measurements using noiseless measurements
with n̂ = 12, d̂ = 19, and βLS = −5. (a) compares the PSD of the output
ofM with the PSD of the output of S. (b) shows the biased sampled output
of S. (c) shows the output of the M with vk ≡ 1 and ym,k = 0 for all
k ≤ 31. (d) shows the sampled output of S on [550, 750] and the output
of M on [508, 708]. (e) shows the estimated nonlinear feedback mapping.

Fig. 9. Example VII-B: Phase portraits of the response of the continuous-
time Van der Pol system S with µ0 = 1, the response of the discrete-time
system Sd, whose output is the sampled output of S, and the response
of the identified model M. The derivative of the output of Sd and M is
approximated by using ẏk =

yk+1−yk−1

2Ts
.

Numerical examples included both discrete-time and
continuous-time systems with sampled data. Of particular
interest was the ability of the DTTDL model to reproduce the
limit-cycle response of the Van der Pol oscillator. Although
this system does not have the structure of a DTTDL model,
the system identification technique was able to approximately
reproduce the phase-plane dynamics of this system.

Future research will focus on efficient techniques for
determining the user-chosen partition of the real line needed
to parameterize the static nonlinear feedback mapping. Fi-
nally, the numerical results motivate a fundamental research
question, namely, to what extent can DTTDL/CPL models
approximate the response of an arbitrary SES system.
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