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Abstract—Traditional means of achieving highly reliable wire-
less communications are to rely on a closed-loop communication
methodology, which needs to implement complicated feedback
communication mechanisms. Such closed-loop communication
means inevitably incur feedback communication latency and
thus lead to a fundamental tradeoff problem of simultaneously
achieving high reliability and low latency. To avoid encountering
this tradeoff problem, in this paper we adopt an open-loop
communication methodology in a mobile network and propose a
multi-cell association scheme to enhance the reliability of open-
loop communication. The multi-cell association scheme helps
users connect to multiple base stations (BSs), which form a
virtual cell of the user. We first characterize the distribution
of the number of the users associating with a BS for the multi-
cell association scheme and then use it to establish the accurate
models of signal-to-interference ratios (SIRs) in the downlink
and uplink. The downlink and uplink communication reliabilities,
which are defined based on the SIRs in the downlink and uplink,
are accurately analyzed and their explicit upper bounds are
found. Our analytical and simulated results show that jointly
adopting open-loop communication and multi-cell association is
able to significantly improve the communication reliability of
users, thereby creating an ultra-reliable mobile network.

I. INTRODUCTION

Traditional mobile wireless systems, such as long-term
evolution (LTE) systems and its predecessors, were promi-
nently designed to achieve the goal of high throughput in
mobile communications, yet they can also achieve highly
reliable communications in the physical layer at the expense of
using complicated closed-loop protocol stack, which inevitably
results in large networking latency. To reduce the end-to-
end latency in the wireless systems like LTE, it is necessary
to fundamentally change their system architecture relying
on the closed-loop communication and backbone links. This
manifests the fact that there exists a tradeoff between high
reliability and low latency in the system network architecture
and subsequent communication protocols of mobile networks.
Such a reliability-latency tradeoff problem intrinsically im-
pedes the existing cellular systems to extend their services
in mission-critical communication contexts with ultra high-
reliability and low-latency constraints, such as wireless con-
trol and automation in industrial environments, vehicle-to-
vehicle communications, and a tactile internet which allows
controlling both real and virtual objects with real-time haptic
feedback [1], [2].

To effectively reduce latency in 5G/6G systems, the essen-
tial approach is to adopt (feedback-free) open-loop communi-

cation so that no retransmission is needed and receivers can
save time in performing additional processing and protocol.
Open-loop communication has a distinct advantage to signif-
icantly reduce control signaling overhead for power control
and channel estimation in cellular systems if compared with
closed-loop communication. As such, in this paper we focus
on how to fulfill ultra-reliable communications through open-
loop communication in a heterogeneous mobile network owing
to the fact that extremely reliable open-loop communication is
the key to low latency. All the existing works in the literature
(for example, see [3]-[8]) are hardly dedicated to studying
an open-loop methodology for ultra-reliable communication.
Moreover, these prior works cannot reveal a good network-
wide perspective on how interferences from other cells and
user/cell association schemes impact the performance of ultra-
reliable communication in large wireless networks.

This paper aims to exploit the ultra-reliable performance
of open-loop communication adopted in a large-scale mobile
network. The contributions of this paper are summarized as
follows. We propose to jointly adopt open-loop communication
and multi-cell association in a heterogeneous mobile network
so that the latency induced by closed-loop communication
can be completely avoided and the communication reliability
between BSs and users can be improved by spatial channel
diversity rather than by feedback channel state information.
We then derive the distribution of the number of the users
associating with a BS in each tier of the network when the
multi-cell association scheme is adopted. To the best of our
knowledge, such a distribution is first found in this paper. Most
importantly, it reveals that the void BS phenomenon still exists
in the multi-cell scheme and needs to be considered in the
analysis of ultra-reliable communication. The communication
reliabilities of a user in the downlink and uplink are found
for the non-collaborative and collaborative BS cases in a low-
complexity form and they show that open-loop communication
and multi-cell association indeed significantly improve the
communication reliability of a user and make it achieve the
target value of 99.999% when appropriately deploying BSs for
a given user density.

II. SYSTEM MODEL AND PRELIMINARIES

Consider a heterogeneous mobile network comprised of two
tiers of base stations (BSs) where the BSs in the same tier are
of the same type and performance. We assume that the BSs in



tier m are spatially distributed as an independent homogeneous
Poisson point process (HPPP) B,,, of intensity A,,, which can
be expressed as
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where B, ; denotes the location of the BS 7 in tier m. Without
loss of generality, the first tier is assumed to consist of the
macrocell BSs and the second tier is assume to consist of small
cell BSs. The transmit power of a macrocell BS is much larger
than that of a small cell BS, whereas the density of the macro-
cell BSs is much smaller than that of the small cell BSs. In this
mobile network, an anchor node which governs a number of
nearby BSs according to the geographical deployment of the
BSs is co-located with the edge/fog computing facilities, and
a cloud radio access architecture comprised of a core network
and a cloud is also employed in the mobile network. Each of
the anchor nodes is connected to the core network, which can
send complicated computing tasks to the cloud for advanced
data processing. An illustrative model of the mobile network
is depicted in Fig. 1. All users in the network also form an
independent HPPP U of density u, which can be expressed as
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where U; denotes the location of user j. In the mobile network,
open-loop communication is adopted, that is, there is no
feedback mechanism between BSs and users. Furthermore,
we assume that all BSs and users are equipped with a single
antenna. Such an assumption is made since no multi-antenna
transmission gain can be optimally exploited on the transmitter
side owing to open-loop communication. Without loss of
generality, a typical user is assumed to be located at the origin
and many following expressions and analyses are conducted
according to the location of the typical user. In the following
subsection, we will introduce the multi-cell association scheme
that forms a virtual cell of a user and its related statistics.

U=2{U;eR?:jeN},

A. Multi-cell Association and Its Related Statistics

Since open-loop communication is adopted in the mobile
network, all the users in the network are allowed to as-
sociate with multiple BSs so that they can improve their
communication reliability through spatial channel diversity.
In addition, enabling users to associate with multiple BSs
can significantly reduce the control signaling overhead due
to frequent handovers between small cell BSs. This multi-
cell association scheme helps a user form its virtual cell that
contains all the BSs associated with the user. In other words,
a virtual cell consists of a user and K BSs associated with the
user. An illustration of a virtual cell with 3 BSs is shown in
Fig. 1. In the following, we formulate the multi-cell association
scheme and then study its statistical properties.

Suppose each user in the mobile network is able to associate
with K BSs and we define Vj, for all k € Ny as
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Fig. 1. The system model of a mobile network where two users associate

with 3 base stations in their virtual cell. The two virtual cells share BS 3 and
there is a collision when allocating radio resource blocks (RRBs) to User 2.
where B2 |J5 _ By, Be_1 = B\UZ| Vj. o > 2 is the path-
loss exponent, constant w,,, > 0 is the tier-m cell association
bias, and || X — Y'|| denotes the Euclidean distance between
nodes X and Y. According to (3), Vj can be viewed as the
kth biased nearest BS to the typical user. For example, V
is the kth nearest BS to the typical user if w,, = 1 for all
m € {1,2}. Let Vg denote the set of the K BSs in the virtual
cell of the typical user and it is called the virtual cell of the
typical user denoted by Vi = Ule Vi.

Since each user associates with K BSs, the number of
users associating with the same BS is a random variable (RV),
which dominates the resource allocation results of the BS and
thereby impacts the communication reliability of users in their
virtual cell. Finding the distribution of the number of users
associating with a BS is crucial for the following analyses of
communication reliability in a virtual cell. According to our
previous works in [9] [10], the distribution of the number of
users associating with a single BS is found (ie., K = 1).
Applying the similar idea proposed in these two works, the
distribution of the number of the users associating with a BS
by using the multi-cell association scheme in (3) is found as
shown in the following lemma.

Lemma 1. Suppose each user associates with K BSs by using
the multi-cell association scheme in (3). Let N,,, be the number
of the users associating with a tier-m BS and the distribution
of N, can be accurately found as
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where T'(z) £ [Ft*te~'dt for x > 0 is the Gamma
function, (x> 0 is a constant depending on K, Ay, =
2 2
25:1 wNi/ws, ,and p is the user density.
Proof: The proof is omitted since it is similar to the proof
of Lemma 1 in [10]. |

To demonstrate how accurate p,, ,, in (4) is, the simulation
results of p,, , are presented in Fig. 2 for a two-tier mobile



network. As can be seen in the figure, the numerical outcomes
of py,n in (4) perfectly coincide with their corresponding
simulated results for K = {1,2,...,5}, and thereby p,, .
in (4) is correct and very accurate. Lemma 1 reveals two
important implications. First, it shows that the average number
of users associating with a tier-m BS is Kpu/ A and the tier-
m average cell size is K /S\m, which can be inferred from
the results in [10] [11] so that the average cell size of the
BSs adopting the multi-cell association scheme becomes K
times larger than that of BSs adopting single-BS association.
Second, the probability that a tier-m BS is not associated with
any users, called tier-m void cell probability, can be readily

found as
_<m,,K
K
o = [ 1+ —5— , 5)
Cm,,K)\m

which indicates that the void probability would be consid-
erably large in a dense mobile network with a moderate
user density. As such, the void cell phenomenon needs to be
considered in the interference model [9] [12] when the ratio
of user density to small cell BS density is not fairly large.

B. The Truncated Shot Signal Process in a Virtual Cell

In this subsection, we would like to introduce the truncated
shot signal process in a virtual cell, which pertains to the
following reliability analyses. For the virtual cell of the typical
user, the Kth-truncated shot signal process in it is defined as

K

Sk £ HeWi| Vil 2, 6)
k=1

where Hj, denote the channel gain of BS Vi, W} is a non-
negative RV associated with Vj,. Note that Sk only contains K
shot signals from the K BSs in the virtual cell. Let Lz(s) =
E[exp(—sZ)] denote the Laplace transform of a non-negative
RV Z for s > 0 and Lg, (s) can be derived as shown in the
following lemma.

Theorem 1. If all the Hy’s of the Kth-truncated shot signal

process in (6) are i.i.d. exponential RVs with unit mean (i.e.,

Hy ~ exp(l)), then the Laplace transform of Sk can be
TAsa

explicitly found as
(WX)K / = yK-1
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where A £ an:l WAy U = P[Wr = W] = wii A /X is
the probability that a user associates with a tier-m AP, {(y, )
for y,z € Ry is defined as
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Fig. 2. Simulation results of pi n: (a) p1,» for macro cell BSs, and {1 x =
{3.60,6.04,7.91,9.43,10.65}, for K = {1,2,...,5} (b) p2,, for small
cell BSs, and (2 x = {3.5,5.49,7.19,8.58,9.68}, for K = {1,2,...,5}.
The network parameters for both simulations are: A\; = 1 x 10~6 (macro
BSs/m?2), A2 = 5 x 102 (small cell BSs/m?), u = 1 x 10~ (users/m?),
Py = 20W, Py = 5W.

and sinc(z) = % In addition, the upper bound on

P[Sk > y| can be found as

s 2ky
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where Yy, ~ Gamma(k,7)\) is a_Gamma RV with shape

parameter k and rate parameter T\

Proof: See Appendix A. [ ]
The results in Theorem 1 will play a key role in analyzing the
communication reliability in a virtual cell.

III. COMMUNICATION RELIABILITY ANALYSIS

In this section, the uplink and downlink communication re-
liabilities in a virtual cell will be investigated. The orthogonal
frequency division multiple access is assumed to be employed
in the network and the analyses of uplink and downlink
communication reliabilities are proceeded in accordance with
how the RRBs in the cell of each BS are allocated to users.
We will first specify how users access the RRBs of a BS and
then analyze the uplink communication reliability. Afterwards,
we will continue to study the communication reliability in the
downlink.

A. Analysis of Uplink Communication Reliability

According to the multi-cell association scheme and the
virtual cell of a user specified in the previous section, our
interest here is to study how likely a user is able to successfully
access available RBs of a BS and then send its message
to the K BSs in its virtual cell through uplink open-loop
communication. To establish the uplink access from a user to
the K BSs, we propose the following radio resource allocation
scheme for uplink open-loop communication:

o To let a user have good uplink connections, the user forms
its virtual cell by associating with its first K nearest BSs.
Hence, all the cell association biases in (3) are unity, i.e.,
Wy, =1 for all m € {1,2}.



o Each RRB serves as the basic unit while scheduling radio
resources. Multiple RRBs in a single time slot are mapped
to a single radio resource unit for transmitting a message.
Users are allowed to transmit one message in each time
slot.

e Due to open-loop communication, there is no channel
state information of each BS available in a virtual cell. A
user accesses the radio resource in a distributed manner,
that is, it has to randomly select RRUs for the K BSs in
its virtual cell.

The uplink transmission collisions, which fails the uplink
communication, may occur in the cell of a BS because users
in the cell of the BS may select the same uplink RRUs. The
probability that there is no uplink collision in a virtual cell is
referred as the uplink non-collision reliability, which is found
in the following lemma.

Lemma 2. If the probability that the user selects any one of
the RRBs for each BS in its virtual cell is 6 € (0,1), then the
uplink non-collision reliability of each BS in its virtual cell is
found as

2 oo
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where ¥, = A/ E?:1 \; is the probability that an BS in
the virtual cell is from B,,. Hence, the uplink non-collision
reliability of the user in its virtual cell is

pie=1-[1- (1n

Proof: See Appendix B. ]
From lemma 2, we can learn that the uplink non-collision
reliability of each BS p*! is mainly affected by § and K. It
is worth noting that increasing K does not always improve
p% since more users may associate with the same BS and p*
reduces accordingly.

If the mobile network is interference-limited, the uplink
signal-to-interference ratio (SIR) of the kth BS in the virtual
cell of the typical user can be defined as

oo e[| Vie |~
> iuseu, hiallVie = Usll=

where hy ~ exp(l) denotes the uplink fading channel gain
from the typical user to BS Vj, g is the transmit power used
by the typical user for BS Vj, ¢; is the transmit power of
user Uj;, and h; is the uplink fading channel gain from U; to
Vi. U, C U represents the set of the actively transmitting
users using the same RRU as the typical user. According
to (12), we consider the following two cases: non-collaborative
and collaborative BSs in the virtual cell. The case of non-
collaborative BSs is referred to as the scenario that the BSs
in the virtual cell are not perfectly coordinated so that they
cannot jointly perform coordinated multi-point (CoMP) recep-
tion/transmission. In contrast, the collaborative BSs are able
to jointly perform CoMP. Hence, the uplink communication
reliability of a virtual cell in the non-collaborative case is

pul] K )
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defined as the probability that a message is successfully
received by at least one BS in the virtual cell, which can be
written as

13)
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where 1(A) denotes the indicator function that is unity if event
A is true and zero otherwise. 6 > 0 is the SIR threshold for
successful decoding and Vi° C Vi is the subset of the BSs
without collision in set Vg . For the case of collaborative BSs,
the uplink communication reliability of a virtual cell is defined
as
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where S%W £ 5" e Peqrl|Vi ||~ Namely, n% in (14) is
the problafbilit}; tliiz‘i/? etﬁg non-c‘(l)llision BSs in theii/irtual cell
jointly and successfully decode the uplink message. For the
sake of analytical tractability, we consider that non-coherent
signal combing happens among all the non-collision BSs in
the virtual cell. The analytical results of (13) and (14) are
summarized in the following theorem.

Theorem 2. If all the K BSs in the virtual are unable to
collaborate, the uplink communication reliability defined in
(13) is accurately found as

K
mid = 1= J[q1-p" (1+

k=1
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where py = Dm,o that is given in (5) with w,, = 1 for m &
{1,2}. When all the K BSs in the virtual cell are able to
collaborate to jointly decode the uplink message, 7]}‘(1 in (14)
can be upper bounded by
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(16)
Proof: See Appendix C. [ ]

Theorem 2 reveals that 7% in (15) monotonically increases
as K increases. However, increasing K suffers from the
diminishing returns problem of the uplink communication
reliability; i.e., associating with too many BSs is not efficient
to improve n% for a user. In addition to increasing K, reducing
the probability of scheduling each RRU and densely deploying
BSs in the mobile network are alternative efficient approaches
to further enhancing n%.

B. Analysis of Downlink Communication Reliability

In this subsection, we focus on the analysis of the downlink
communication reliability of a user in its virtual cell. In the
downlink, each user is assumed to associate with the first K
strongest BSs (i.e., w,, = P, in (3)) and each downlink RRB
of a BS is only assigned to one user associating with the BS.



Now consider the case of non-collaborative BSs in a virtual
cell and define the downlink SIR of the typical user as

H Vil =

ie % (17)
Vic,k Vi

where I})%% = 37, v ey, HiQil|Vil| ™ denotes the intra-
virtual-cell interference received by the typical user in its
virtual cell, I =37 o5 gy Om,ifim,i Pl Bl =
is the inter-cell interference from the BSs that are not in the
virtual cell, Qi € {P1, P2} is the transmit power of the BS
Vi, Hy and hyy, ; are the downlink channel fading gains which
are from Vj, and B, ; to the typical user, respectively. O, ;
is a Bernoulli RV that is unity if B,,; is not void and zero
otherwise. Note that P[O,,, ; = 1] = 1 — p,, 0 and it can be
found by (5). In such a case, the downlink communication
reliability of a virtual cell with K BSs is defined as

dlA]P)

Ng = {'Yk}>9

(18)
which is the probability that at least one BS in the virtual cell
successfully transmits message to the user. On the other hand,
if all the K BSs in the virtual cell collaborate to eliminate
the intra-virtual-cell interference, the downlink communication
reliability can be simply written as

il — [zk L Qi Vel = _4.

Ilnter (19)

The explicit upper bounds on 7] ! defined in (18) and (19)
are found in the following theorem.

Theorem 3. If all the BSs in a virtual cell are not coordinated,
the downlink communication reliability in (18) is explicitly
upper bounded by

K 9 —k
nK<1—H{1—{1+5£(9,a>19] } (20)
k=1
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Proof: The proof is omitted since it is similar to the proof
of Theorem 2. [ ]
According to the results in Theorem 3, increasing K indeed
improves 1%, yet it also leads to the diminishing returns
problem, like the uplink communication reliability. When K
is not large, densely deploying BSs may remarkably boost 7%
in that it makes p,, o increase. Furthermore, 77% in (21) reveals
some insights into how to schedule resources and deploy BSs
in the mobile network so as to achieve the predesignated target
value of 7!

—Dom)s Um = Pl m/X and \ =

. For the case of collaborative BSs, the upper
in (19) can be found as
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TABLE 1
NETWORK PARAMETERS FOR SIMULATION [7], [13]

Parameter\BS Type (Tier m) Macrocell BS (1) | Small cell BS (2)
Transmit Power P, (W) 20 5

User Density u (users/m?) 5x 107°
BS Density A, (BSs/m?) 1x107° [ [0.1p, 4]
RRU Selection Probability ¢ 0.05

Path-loss Exponent « 4
Tier-m Association Bias wm, 1(Uplink), P, (Downlink)

Bandwidth B 20 MHz
Packet Size £ (bytes) 8, 32, and 64
Transmission Duration 7 (ms) 0.05
Decoding Error Probability e 2x10°8
£In2 Q' (e
SIR Threshold 6 exp |5 + \C/’VfB -1

IV. NUMERICAL RESULTS

In this section, some numerical results are provided to
numerically validate the analytical results of the uplink com-
munication reliability of a virtual cell with short packet
transmission. The network parameters for simulation is shown
in Table I. To clearly show whether or not the target commu-
nication reliability of 99.999% is attained in the uplink and
downlink, the simulation results of the uplink and downlink
outage probabilities (i.e., 1 — njk Pand 1 — n 1y are shown in
the following figures and the designated outage threshold is
thus 1 —99.999% = 10~5. Since the simulation of the uplink
and downlink outages is rare-event, it is terminated as the
outage event occurs over 200 times so that we can obtain
much confident statistics. Due to considering short packet
transmission, we adopt the maximum achievable rate of short
blocklength regime without considering channel dispersion
found in [7], [13] to infer the outage condition for the mobile
network as follows:

Qci(o) _ €

VB ~ BT
where SIRY! is equal to maxke{l MLV € Vie)} for
uplink and maxye(q, . k3 {7’} for downlink, Qg' () stands
for the inverse of (Gauss1an) @-function, ¢ denotes the size
of a short packet, and 7 is the duration of transmission. The
inequality in (22) can be further rewritten as

—1
SIR}‘(Z < exp (QG(é) + BET) —1.

In(1 + SIRY) — (22)

(23)
V7B

Thus, we can get the uplink reliability of short packet trans-
mission, i.e., n% = P[SIR% > 6] by setting the SIR threshold

as 6 = exp (Qj—(é) + BT)

The numerical results of the uplink outage probabilities
are shown in Figure 3. The analytical results corresponding
to this scenario in the figure are found by using (15). As
shown in Fig. 3(a), 1 — ”l increases (77 decreases) as f1/\a
increases. This is because more co-channel interference is
created as u/\o gets larger so that more BSs are associated
with users and become active. The short packet transmission
with a longer packet size makes the outage probability in-
crease, which can be mitigated by decreasing 11/ \s. Also, all
the simulated results are very close to their corresponding

— 1, as shown in Table 1.
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Fig. 3. Numerical results of the uplink outage 1 — “l for the case of non-
collaborative BSs: (a) 1 — 77 versus p/A2 for K = 4 b 1-— 771{ versus
K for u/X2 = 0.5 (users/small cell BS) and Ao = 250 (BSs/km?).
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Fig. 4. Numerical results of the uplink outage 1 — 'r]}‘(l for the ecenarlo of
collaborative BSs: (a) 1 — n versus /A2 for K =4, (b) 1 — nK versus
K for /X2 = 0.5 (users/small cell BS) and A2 = 250 (BSs/km?).

analytical results, which validates that the analytical result
in (15) is still fairly accurate even when the received uplink
SIRs at different BSs are assumed to be independent when
deriving (15). Figure 3(b) illustrates how the uplink outage
probability is suppressed as the number of BSs in virtual cell
increases. As shown in the figure, 1 —n% significantly reduces
as K increases from 1 to 4, but only the case of the blue
curves is able to achieve the outage probability below the
designated outage threshold when K > 4. In light of this,
users are suggested to associate with more BSs and/or reduce
their packet size. The simulated results of the uplink outage
probabilities for the scenario of collaborative BSs are shown
in Fig. 4 in which the analytical results that are the lower
bound on the outage probability are calculated by using (16).
Only the results of the black curves in Fig. 4(a) are above
the designated outage threshold of 10~° and thereby all the
results in Fig. 4(a) are much better than those in Fig. 3(a). This
reveals that we do not need to deploy many BSs to significantly
decrease 1 —n% when the BSs are able to collaborate. In Fig.
4(b), the simulated outcomes are also much better than those
in Fig. 3(b), which indicates that multi-cell association should
be jointly implemented with CoMP so as to better serve the
ultra-reliable traffic.

V. CONCLUSION

This paper provides a viable solution of using open-loop
communication and multi-cell association to the longstand-
ing tradeoff problem between communication reliability and
latency due to closed-loop communication. The multi-cell
association scheme and open-loop communication in a mobile
network are proposed and how much the communication
reliability of a virtual cell achieved by them is analyzed.
Our analytical outcomes and numerical results show that the
proposed open-loop communication and multi-cell association
scheme are able to achieve the target communication reliability
provided that the BSs are sufficiently deployed and the number
of the BSs in a virtual cell is properly chosen.

APPENDIX
A. Proof of Theorem 1

Let Soo = limg oo Sk and S_g = S — So. Thus, S_x
can be alternatively written as
- Hsz d a
Soc= 3 gyt 2 Vel + 1T
i=K+1 " v

j:V;€B

where 2 denotes the equivalence in distribution, B4 {‘7 €
V= W;V;,V; € B,j € Ny} is a homogeneous PPP of
ens1ty X, and ||Vj+z||2 = ||V;]|2+||Vi||? for all 4, j € N, and
1 # j based on the proof of Proposition 1 in [14]. Therefore,
the Laplace transform of S_x can be calculated as shown in
the following:

Ls_(s)=E |exp - L,
Vi ||« e ( n nvn2>2
N IVicl?
(a) ~ [T HsY, 2 (14+)"%
= Ey, |exp —77/\/ Eg|l—e K Vi dr
0

2
a

~ o0 H
(:b)EyK exp 77T)\YK/ P|Yrr < (sZ) dr’
1

. - 2
DRy dexp |[—mavice [ 2o, 2 )| Y
y;

where = W follows from the probability generatlng functional
(PGFL) of the homogeneous PPP 53 [15] and Y}, £ ||[Vi|2, (b)
is obtained by using Z ~ exp(1), and (¢) is obtained by using
the derivation technique in the proof of Proposition 2 in [12].
TS o

Since Ls_(s) = E [e*SSK] E [67557}(} = €XP | T2/ |

Ls, (s) can be found as shown in (7). Also, the proof of the
result in (9) is omitted due to limited space.

B. Proof of Lemma 2

Let M}, denote the number of the users associating with the
kth BS in the virtual cell. The probability of no collisions
happening in the cell of the kth BS is §(1 — &)M+—1 if
the probability of a user selecting any one of the RRUSs
for each BS is §. Suppose the radio resource (available



bandwidth) of each BS can be divided into R radio resource
units so that we have 6 = %. Thus, the probability that a
BS in the virtual cell does not have collisions, denoted by
pt =1 SE[(1—8)Mr—1], can be written as

R
P =3 SB[ = [(1 - 5)")
r=1
where E[(1 — &)Mr—1) S? _PVi € BulE[(1 —
HMe=Yv, € B,] and we thus have p¥ =

212%:1 ﬂ’ﬂbE [(1 - 5)Nm_1} = 212%:1 797n Ezo:l pm,n(l -
5)"~t where 9,, = P[Vx € B,,] and N,, is the number
of the users associating with a tier-m BS. Moreover,
we know that the probability that the nearest BS to
the user located at the origin is from the mth tier is
Bl Bunel| ™ > [Bi| =] = PlBumal? < [|Bill?] for
m # ¢ in which B, , is the nearest point in B; to the user.
Since ¢ Y| By, «||* ~ exp(cmAy,) for any ¢ > 0, we thus
have ¥, = P [|| B« [|? < [|Brs|?] = Zf,‘zﬁ Substituting
the above result of ¥,, into the above Zexpression of p*
yields the result in (10). In addition, the uplink non-collision
reliability of the user is the probability that there is at least
one non-collision BS in the virtual and thereby it can be
expressed as p¥ = 1 — (1 — p*Y)&, which is equal to the
result in (11) by substituting the result of p* in (10) into p%.

C. Proof of Theorem 2

First consider the scenario in which all K BSs in the virtual
cell do not collaborate and the transmit power g of users is
equally allocated to the K BSs, ie., ¢; = ¢ = ¢/K for all
i € Ny and k € {1,...,K}. If all the non-collision uplink
SIRs in (13) are independent, we have

max
kel(l,... K

i =1—P { LV € Vi) < 6
K
DTy > 6]},
k=1
where (a) follows from the result of P[1(V}, € Vi) = 1] =

S O 0 (1= 8)" 1 = p*. Whereas P[y > 6]
can be derived as shown in the following:

u ®) N h
Phit 2 0] 28 ey (-0l S0
jUjeU, "I
o v )2 d 9= -k
o . a & g
2 Ejy, |2 |[e” e/ @ igggﬁ;gi
sinc(2/a) A

where (b) follows from h, ~ exp(1) and the Slivnyak theorem
saying that the statistical property of a homogeneous PPP
evaluated at Vj, is the same as that evaluated at the origin
(or any point in the network) [11], [15], (¢) is obtained by
first applying the PGFL of an HPPP to U, that is an HPPP of
density g = 6(1 — po) Ziz:j, Am = 0(1 — po)A, and (d) is
due to ||Vj||* ~ Gamma(k,n\). Then substituting the result
of P[y# > 6] into the result of n% found in (a) leads to the

result in (15). Next, the upper bound on n“Kl in (14) can be
thereupon derived as follows:

Iy
>0
Z Vil

k:ViEVEK j:UjGZ/{a

‘ﬁ(l‘EYk[eXp<s;1:gﬁ> e 1>>>D}

where (e) follows from P[1(V, € Vi€)] = p* and ¢; = ¢/ K
for all j and (f) follows from the result in (9) for w,, = 1.
Thence, using Ey, [exp(—sY)] = (1 + s/7\)~* for s > 0
and substituting 1, = 6(1 — po)A into the above result of 1%
yield the result in (16).
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