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Abstract

When is decoherence “effectively irreversible”? Here we examine this central ques-
tion of quantum foundations using the tools of quantum computational complexity.
We prove that, if one had a quantum circuit to determine if a system was in an equal
superposition of two orthogonal states (for example, the |Alive) and |Dead) states of
Schrodinger’s cat), then with only a slightly larger circuit, one could also swap the
two states (e.g., bring a dead cat back to life). In other words, observing interference
between the |Alive) and |[Dead) states is a “necromancy-hard” problem, technologically
infeasible in any world where death is permanent. As for the converse statement (i.e.,
ability to swap implies ability to detect interference), we show that it holds modulo
a single exception, involving unitaries that (for example) map |Alive) to |Dead) but
|Dead) to — |Alive). We also show that these statements are robust—i.e., even a partial
ability to observe interference implies partial swapping ability, and vice versa. Finally,
without relying on any unproved complexity conjectures, we show that all of these
results are quantitatively tight. Our results have possible implications for the state
dependence of observables in quantum gravity, the subject that originally motivated
this study.

1 Introduction

Schrodinger’s cat famously raised the question: how large does a quantum state have to
be, before we can take it to represent actual events rather than just potentialities? In
practice, the larger a state, the harder it is to keep track of all of its degrees of freedom,
and the harder it is to prevent it from interacting with its environment; both effects can
quickly make it infeasible to observe quantum coherence between different branches of
the state. But is there some principled criterion for saying when two branches have
become “macroscopically distinct,” in the sense that observing interference between
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them is now so technologically intractable that one might as well speak in terms of a
“collapse” having happened?!

Brown and Susskind [3] conjectured that relative complezity, as defined below, char-
acterizes how hard it is to observe coherence between two orthogonal quantum states
|z) and |y)—in the sense of performing a measurement that accepts the superposition
% and rejects the superposition % with high probability. (We note that, by a

convexity argument, this is essentially equivalent to distinguishing either of those two
superpositions from the classical mizture 3(|z) (x| + |y) (y|).)

Definition 1. [Relative complexity, adapted from [4]]
Let |z) , |y) be two n-qubit pure quantum states. Their relative complexity, C.(|x) , |y)),
is the minimal number of gates in a circuit C such that

| (w1 (0...0[C|z)[0...0) " > 1 —e.

The gates are chosen from an arbitrary fixed universal set of 1-qubit and 2-qubit gates;
ancilla qubits are allowed as long as they return the |0...0) state.

We will omit the dependence on € when it is not necessary. It is easy to see that C.
is a metric: it is symmetric; it is zero iff |z) = |y); and it satisfies the triangle inequality
(with ¢ increased):

Clz), lw)) +C(y)» 12)) = C(|) , |2))

By a counting argument, the relative complexity of almost any pair of n-qubit states
is 22" Importantly, two states could be orthogonal, but still extremely close in
relative complexity distance: for example, |0™) and !0”_11>. Conversely, two states
could be close in fo-distance but far in relative complexity: for example, consider the
states |0") and |¢) = /1 —€|0") + /€ [¢), where |) is Haar-random and ¢ is small.
The f3-distance is between them is O(¢), but for instance, C. /4(|)) ,[¢)) is exponential.
In this paper we also consider a slightly different notion, the swap complexity of
two states, which is at least as large as their relative complexity but could be larger.

Definition 2. Let |z),|y) be two quantum states. Their swap complexity, S:(|x) , |y)),
is the minimal number of gates in a circuit C' such that

(2] (0...0[C |y} [0...0) + (y[ (0...0]C |z} |0...0)

>1-—
5 > €

Ancilla qubits are allowed as long as they return the |0...0) state.

!Similarly, one of the questions raised in the context of the AdS/CFT correspondence is the “state
dependence of observables” [1,2]. For example, in the discussion of black hole firewalls, which bulk operator
an observer can apply depends on the spacetime background—e.g., is there a black hole or no black hole?
This means that the set of measurements one can perform would depend on the quantum state of the
spacetime background. While this seems to make little sense in the context of standard quantum mechanics,
it is really about the dictionary between the standard quantum mechanics of the boundary holographic
description and the incompletely understood bulk description of phenomena behind the horizon. Our
results show that, if an observer cannot efficiently map one spacetime branch to the other, then she also
cannot efficiently measure a superposition of the two branches, and thus effectively sees one or the other.



We show that the complexity of transforming |z) <> |y), is (up to a constant

factor) equal to the complexity of perfectly distinguishing between [¢) = W and
lp)y = M The swap complexity is at least the relative complexity, and as we

show later, there are cases where the swap complexity is exponential while the relative
complexity is O(1).

Going further, we show an equivalence even between approximate versions of swap-
ping and distinguishing. Without relying on unproved complexity conjectures, we also
show that our approximate equivalence theorem is optimal, in the sense that a result
with better error parameters would be false.

Of course, qualitatively similar observations had been made before, but as far as
we know, never in the sharp form here, which seems to require the formal notion of
quantum circuit complexity or something similar. As one example, Aharonov and
Rohrlich [5, Chapter 9] pointed out that the ability to measure a cat in the {|Alive) +
|Dead)} basis would imply the ability to revive a dead cat with success probability 1/2,
a weaker statement than what we show here.

The equivalence between swap complexity and observing coherence is interest-
ing in the context of the foundations of quantum mechanics. For example, in the
Schrédinger’s cat experiment, having the technological ability to detect that the cat
was in superposition state at all, implies having the ability to perform a unitary that
revives a dead cat, an ability that one could call “quantum necromancy.” In other
words, our results show that, if reviving a dead cat is considered “hard”—for essen-
tially any reasonable definition of “hard”—then distinguishing Schrodinger’s cat from a
classical mixture is “hard” in that same sense, and the cat can be treated as effectively
decohered. Similarly, in the Wigner’s Friend thought experiment [6,7], if Wigner can
detect that his friend is in superposition then he can also swap his friend’s mental
states.

2 Main Result

2.1 Perfect case

We start by proving the equivalence (in circuit complexity) between a perfect swapper
of two orthogonal states, and a perfect distinguisher for the corresponding conjugate
states.

z)+1y)

Theorem 1. Let |z),|y) be n-qubit orthogonal quantum states, and let |¢) = | 7

and |p) = % The following two statements are equivalent:

(i) There is a unitary U such that U |x) = |y) and U |y) = |z) with circuit complezity
O(T(n)).

(i) There is a unitary which perfectly distinguishes between 1) and |¢) with circuit
complezity O(T(n)).

Indeed, one can perfectly distinguish 1)) from |¢) given a single black-box access to a
controlled swap of |x) and |y), and one can swap |z) and |y) given a single black-box



access to a unitary A that simulates a measurement perfectly distinguishing |¢) from
|p), as well as a single black-box access to AT.

Proof.
() — (i)
For distinguishing between [¢)) and |¢), apply U to |¢) or |¢), conditioned on a |+)

control qubit being |1) (see Fig. 1). Then check whether the control qubit becomes
|-). Only O(1) gates are added to U, hence the complexity is still O(T'(n)).2

+)
[v) or |¢)

Figure 1: A circuit distinguishing |¢)) from |¢) using a unitary U that swaps |z) with |y).

(ii) — (i)
Suppose we had a unitary A such that A|¢) = |0)|gy) and A|¢) = |1) |gs) Where

|9¢) ;|9¢) are arbitrary states of the remaining n — 1 qubits. Additionally, the circuit
complexity of A is O(T(n)). Then to swap |z) = % and |y) = %, we just
apply A, then apply a Z gate on the first qubit, and finally uncompute by applying Af

(see Figure 2). Formally,

R 16) 4 10V la) + 1) loe) 2 10V law) — 1) low) g 1) —16) _
B . R B B

The total circuit complexity is twice the circuit complexity of A and another Z gate,

)

which sums up to O(T'(n)).

— 2

) or [y) A Al

Figure 2: A circuit implementing |z) <> |y) using a distinguishing circuit

A.

O

2Note that in the definition of swap complexity (Definition 2), it was crucial that the ancilla qubits return
to the all-0 state. Without that requirement, one can check that our construction of the distinguishing circuit

in Figure 1 would fail, because the control qubit would be entangled with the ancilla qubits.
the circuit for the other direction of the proof (see Figure 2) is insensitive to the ancilla state.
Daniel Gottesman for this observation.)

By contrast,
(We thank



Theorem 1 is related to a known equivalence between Hamiltonian simulation and
energy measurement [8]. In terms of [§], the swap unitary is a 7, gate defined on
the basis states [0) = |z),|1) = |y). Similarly, distinguishing between |¢) and [¢) is
equivalent to an energy measurement by the Hamiltonian &, with precision AE = 1.
Indeed, the circuit in Figure 1 resembles the phase estimation (or energy measurement)
circuit by Kitaev, Shen, and Vyalyi [9], with U as the simulation of the Hamiltonian
o5. Conversely, the circuit in Figure 2 is a simulation of the Hamiltonian o, using A,

[0)+]1) 0)—[1)

where the latter separates 7 from VI

2.2 Imperfect case

Note that there are cases where U efficiently maps |z) to |y), and a corresponding
UT maps |y) to |x), but the same U doesn’t do both. For example, |x) = |0") and
ly) = C'|0™), where C' is some random quantum circuit (see Section 4 for a comparison
of swap complexity and relative state complexity). In such cases, a natural question
arises: how well can the circuit C' be used to distinguish |¢) from |¢)?

More generally, we might wonder: if we have some “imperfect” or “partial” ability to
swap |z) and |y) (for example, a unitary U such that U |z) = |y) but U |y) # |z)), what
does that imply about our ability to measure the relative phase in %? Conversely,
what does an imperfect ability to measure the relative phase imply about our ability
to swap?

Our main result is as follows:

Theorem 2.

(i) Let |z),|y) be orthogonal m-qubit states, and suppose that (y|U|zx) = a and
(|Uly) = b. Then using a single black-box access to controlled-U, plus O(1)

additional gates, we can distinguish |¢) = % from |@p) = % with bias
A = latbl,

(ii) Let 1), |p) be orthogonal n-qubit states, and suppose the procedure A accepts |)
with probability p and |) with probability p — A, i.e. A distinguishes |1) from |¢)
with bias A. Then using a single black-box access each to A and AT, and a single
additional gate, we can apply a unitary U such that

[yl U |z) + (2| U |y)|
2

where |z) = —W{E@ and |y) = —M\;i'd)).

Note that the parameters in the two parts of the theorem are equivalent. Given
a,b in Theorem 2(7), we can distinguish [¢) , |¢) with bias A = ‘a%b, while with the
same distinguishibility bias A, we can create a swap with parameters a,b such that

|a+b|
=L =A.

=A

Proof. For part (i), let U be as follows:
Ulz) = (aly) +cla) + f |[w))
Uly) = (bla) +dly) +glz)),

bt



where |w) , |z) are states orthogonal to both |z) and |y). We add a global phase to U,
and denote it U = e®U (alternatively we initialize the ancilla qubit to |0) + €™ [1)).
Using the same procedure as in Fig. 1 on the input [¢), with U, we get

Pr(|+)) = 5 + gRe (] T 1))

_ % " iRe [ew (2| + (y]) (aly) + c|z) + f lw) + blz) + d|y) + g|2))

1 , b d
:§+Re<e7’g.#>’

whereas on input |¢), we get

1 1 ~
Pr(|+)) = 5 + 5Re (¢l U19)
1 1 i
= 5 gRe[¢ (] = () (aly) +ele) + £ lw) — bla) — dly) — g12))
=3 + Re <e 1 ) .
ele?(a a .
The difference is w , but we can improve it to |2ﬂ by choosing § = —arg(a+
b).
O

For part (i7), we use the same circuit as in Fig. 2. Let

Al) = p[1) [¢1) + 1 =p|0) [¢o)
Alp) = 1 =p+Al0)[¢o) + vp— A1) [¢1) .

Then,
1

Alr) = 25 [VBID 1)+ VI p10) o) + VT =p+ A10) o) + o~ & [1) o]

which after a phase flip on the first qubit (Z;) yields

1
75 [=VBI )+ VTR0 ) + T+ A0 ) — Vo= A1 )]
Meanwhile,

Aly) = <= [VBI ) + VT=p10) o) = vT=+ A10) o) — Vo= B [1)[6)].

The inner product is the following:

ZlA\a:> =

WA Z1Al) = (@] ATZ1Al) = 5[ ~p+ (L=p) ~ (L= p+ A) + (- )

+ v — A)({(S1[Y1) — (1]é1))
+ /(1= p)(1 —p+ A)({thol¢o) — (dolto)) |-




Hence,
|yl ATZ1 A |z) + (x| ATZ1 Aly)|
2

=A.

O

One implication of Theorem 2(i) is that if U |z) = |y), while U |y) is orthogonal to
both |z) and |y), then we can distinguish |¢) from |¢) with bias § (because |a + b] = 1).
Another implication is that, if U |z) = |y) but U |y) = — |z), then |a + b] = 0 and
we get no distinguishing power at all by the method of Theorem 2(i). One might
wonder: is this just an artifact of our proof, or are there actual examples of |x) and
ly) that are easy to swap with a —1 phase, but exponentially hard to swap with any

other phase (or equivalently, for which it’s exponentially hard to distinguish o >j§|y>
from %)7 Perhaps surprisingly, we will show in Section 3 that the answer is the
latter.

We stress that the ability to swap |z) and |y) is not equivalent to the ability to dis-
tinguish [z) and [y) themselves. For example, let [z) =[0...0) and |y) =3, o a; [7),
wherein {o;} are arbitrary (e.g., |y) is a Haar-random state). Then it’s trivial to
distinguish |z) from |y), yet mapping |z) to |y) will in general be extremely difficult.
Conversely, let |¢) = ‘x>\j'—‘y> and |¢) = o >\;§‘y>. Then it’s trivial to map |[¢) to |¢) and
vice versa. But we know, by Theorem 2, that distinguishing the two must in general
be extremely difficult.

The general rule is that distinguishability in one basis implies “swappability” in a
conjugate basis, and vice versa. (Note that Theorem 2 would also have worked with,

oY) = lo)+ily) +Z|y> and |¢) = @ >\/3‘y> rather than |¢) = —|mj—|y and |¢) = @ \/%w )

3 Tightness

A natural question about Theorem 2 is whether a better construction could yield better
parameters. For example, given a U such that U |z) = |y) and U |y) is orthogonal to
both |z) and |y), could we use it to distinguish [¢)) = |x>\}|y> from |¢) = ‘xi['y perfectly,
and with the same complexity?

We now prove that, in general, the parameters of Theorem 2 are optimal. Perhaps
surprisingly, this optimality result does not depend on any unproved conjectures in
complexity theory.

Theorem 3.

(i) For all 0 < b < a < 1, there exists an n-qubit U implemented by a size-O(1)
circuit, as well as states |x),|y), such that (y|U|z) = a and (x|U|y) = b, and
yet if (y|V |x) = a’ and (x| V |y) = where |a' + V| > |a + b| + w(2-"/3y/Togn),
then V requires a size-w(2"3) circuit.

(i1) For all A € [0,1], there exist two n-qubit states 1), |¢) that can be distinguished

with bias A by a size-O(1) circuit, yet such that distinguishing them with bias
A +w(27"3\/Togn) requires a size-w(2"3) circuit.



We assume here that the size of the universal set of gates is polynomial in the number
of qubits.

Proof. By our main result, Theorem 2, we only need to prove part (i). Part (ii) then

follows automatically, if we set [) = % and |¢) = % and A = @

Let |no),...,|n7) be n-qubit states, whose pairwise swap complexity is exponential.
For example, let them be Haar-random; then by a counting argument, all the pairwise
swap complexities will clearly be exponential with overwhelming probability.

We add a 3-qubit index register to each |n), and write the entire state as |§:> =

|k) ® |mi). Consider the following construction:
Ve (R AR B | (W)
= vams (L= | f BB,

U= (Z i* k) (k| + 14) (4] — |5) (5] + [6) (6] +7) (7I) ® Lan,

k=0

wherein by normalization, (z|z) = a + ¢ = 1. To understand the construction, note
that U transfers the superposition of the first four states of |z) to the corresponding
superposition in |y). In contrast, it transfers the superposition of the first four states
in |y) to a superposition orthogonal to both |z) and |y). Next, U applies |4) +|5) +—
|4) — |5), and finally, U does not affect the states |6) and |7).

U can be implemented using O(1) gates since it acts only on the index register.
Furthermore, it is easy to verify that (y|U |z) = a and (z|U |y) = b.

We will need the following lemma, proved in Appendix A.

Lemma 1. Let |ng), |m) be two n-qubit Haar-random states, and let g = n®(!) be the
size of a universal set of gates G. Then with 1—exp(— exp(n)) probability over |no) , |m),
there is no circuit C' with M = O(2"/3) gates from G, such that |(no| C |m)| > €, where

e < y/Mlogg/N = O(27"/3\/log n).

By Lemma 1, due to the pairwise swap-complexity of the {|n;)} states, any unitary
U, implemented by O(2"/3) gates, with overwhelming probability cannot transform |k>

into anything close to |§:’>, for any k # k’. Hence, the principal submatrix of U when
removing all columns except those corresponding to the {‘k)} states is necessarily in
the following form:

7
U = % |k) (k| + O(27/3),
|y = e B F+6e)

wherein S € [0, 1], and Oisa big-O notation which ignores logarithmic factors. Cal-



culating a +Z,
3
a=(ylUlx) = QT_b > Br(—i)te® + 2(546"94 — B5e'”) + 0(273),
k=0
a—>b Zg:ﬂ ikeiek + 9(,8 ei€4 - ,8 ei€5) + 5(2—n/3)
1 2 k 5 P4 5

b= (2|Uy) =

By carefully choosing 0, and taking 5, = 1, we upper-bound the absolute sum:

a—>b
2

a+7] = (Boe™ — Bae™ ) + b (Bie® — Bse™® ) |+O(27"/%) < |a + b +O(27),

which proves the theorem.
O

Theorem 3 implies, in particular, that there exist cases where we can efficiently map
|z) to |y), but only via a circuit that also maps |y) to — |z), and where eliminating the
—1 factor requires an exponentially larger circuit. In these cases, and only in these
cases, we get efficient mapping between |z) and |y), without any corresponding ability

to distinguish W from 2-1v)

efficiently.

Having said that, in the specific case of Schrodinger’s cat, if we have the ability to
map |Alive) to |Dead) and |Dead) to — |Alive), then we also have the ability to swap
the |Alive) and |Dead) states without the —1 relative phase. The reason is that it’s
easy enough to distinguish a live cat from a dead one, so we could simply correct the
phase after applying the swap, conditional on being in the |Alive) state. ~We thus
see that, in the proof Theorem 3, it was crucial to consider pairs of states that are
exponentially hard not only to swap, but also to distinguish from each other. (We

thank Ed Witten for this observation.)

4 Relative state complexity vs. swap complex-
ity
The following corollary summarizes the relation between the circuit complexity of swap-

ping two states, their relative complexity and their absolute state complexity.

Corollary 1. Consider two orthogonal states |x),|y), and let |¢) = M and |¢) =
—|x>5|y>. Then,

C(lz),ly)) < S(l=), ly)) < min [C(|¢),10...0)),C(l¢), [0...0))]

(ignoring constant factors and e the subscripts of C,S). The separation of the inequal-
ities can be exponential.

Proof. The first inequality is trivial, since swapping is at least as hard as mapping. For
the second inequality, recall by Theorem 2 that S(|z),|y)) is at most the complexity

9



of distinguishing |¢)) from |¢). Let A be a minimal circuit to prepare [¢)) from |0™).
Then to distinguish [¢) from |¢), we simply apply Af to [¢), and check whether we
got back to |0") (and similarly given a minimal circuit to prepare |¢)).

For an exponential separation of the first inequality, consider Equation 1 with b =
¢ = 0. The unitary U transfers |x) to |y) efficiently, hence C(|z,y)) = O(1). On the
other hand, S(|x,y)) can be exponential due to the tightness theorem (Theorem 3).
For an exponential separation of the second inequality, consider |z) = |0) |n) and |y) =
[1) |n) where |n) is a Haar-random state. Then S(|x), |y)) = O(1), but preparing either
|z) or |y) requires an exponentially large complexity with overwhelming probability. [

Interestingly, while relative state complexity is a metric, swap complexity is not.
Swap complexity is a “semimetric”: it’s symmetric and reflexive, but does not satisfy
the triangle inequality, as shown by the following counterexample.

Consider the following 3 states:

[z) =1000) |y =[1-=)  |z)=1011), (2)

and the universal set of gates: Hadamard, NOT, CNOT and a phase gate Ry =
|0) (0] + €™ |1) (1], with ¢ < 1. Tt is easy to see that

Solz),[2) =2 Sollz),[y)) = 3, 3)

where &) is the complexity of swapping |z) and |y) with zero error. Our exhaustive
search found that the smallest circuit for perfectly swapping x and y is of size 7 (see
Figure 3).

{x]
-
X

Figure 3: A 7-gate circuit to swap |000) and |1 — —).

Hence,

So(lz),1y)) > So(lz), [2)) + So([2) s [w)) (4)

Note that swap complexity does satisfy the triangle inequality in the special case
where |x),|y),|z) are all computational basis states.

5 Discussion

By using quantum circuit complexity, we were able to formalize a folklore observation
in the foundations of quantum mechanics: namely, that the ability to measure the
coherence in Schrodinger’s cat is somehow related to the ability to bring a dead cat back

10



to life. We were also able to articulate in precisely what circumstances that folklore
observation would become false. Our results inspired a more general investigation of
swap complexity of pairs of quantum states, which is related to their relative complexity
but can be exponentially greater, and which might be independent interest.

Our equivalence theorem has some interesting implications for physics. For ex-
ample, if we have a superposition of a state |x) of polynomial complexity and a state
ly) of exponential complexity, then no polynomial-time experiment can ever detect the
relative phase between |z) and |y). (For otherwise, we could efficiently map |x) to
)

In a previous work [10], Aaronson and Susskind proved that evolving the state

1
o) = —= 5) ® 1)
\/2_j€{§0;1}n

by a “generic” (computationally universal) Hamiltonian H for exponential time yields
a state with superpolynomial circuit complexity unless PSPACE C PP/poLy. Com-
bining that result with our Theorem 2 and Corollary 1 means that unless PSPACE C
PP /poLy, there can be no feasible experiment, in general, to measure the phase be-
tween a state and same state after being evolved for exponential time. Even if mapping
one state to the other is merely “thermodynamics-hard,” in the sense that it’s hard to
unscramble an egg, still, distinguishing the superposition from the incoherent mixture
with any non-negligible bias would be thermodynamics-hard as well.

One might wonder about the apparent symmetry of our results in the case of
Schodinger’s cat, since reviving a cat seems so much harder than taking its life. How-
ever note that in this work, both |Alive) and |Dead) are taken to determine the exact
states of every atom of the cat. If we accounted for other possible “alive” and “dead”
states, then of course we expect many more configurations of dead cats than alive cats,
so thermodynamics suffices to explain why killing a cat is so much easier than reviving
one.
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A Appendix: Proof of Lemma 1

Lemma 1. Let |19),|n1) be two n-qubit Haar-random states, and let g = n®") be the
size of a universal set of gates G. Then with 1—exp(— exp(n)) probability over |ng) , |m),
there is no circuit C' with M = O(2"/3) gates from G such that |{no| C |n1)| > €, where

e <+y/Mlogg/N = O(27"/3/logn).

Proof. We use a simple counting argument. Starting at |ng), a circuit with M gates
taken from a universal set of gates of size g = n?") reaches at most O(g™) different
states {|7;)}. The following fact yields the probability of |(ny|y;)| > € for a specific j.

Fact 1 (see Lemma 3.6 in [11]). Let |[¢)) be a Haar-random state of dimension N.

Then for any € > 0,
Pr(|(pl0...0)] = &) = (1 — eH)VL, (5)

By the union bound, the probability that |n;) has an overlap at least ¢ with any of
the states {|y;)} is at most

gM(l _ 52)N—1 < gMe—a2(N—1) < M log(g)—log(e)-Mlog(g)(1-1/N) < 2M10g(g)%g(e>7 (6)
where the first inequality comes from (1+x) < e”. The exponent in the last expression

is of order —2"/31ogn. Hence, the probability of any |7j) to have at least ¢ overlap
with |n;) is doubly-exponentially small. O
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