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Abstract. Under the linear regression framework, we study the variable se-
lection problem when the underlying model is assumed to have a small
number of nonzero coefficients. Non-convex penalties in specific forms are
well-studied in the literature for sparse estimation. A recent work [1] has
pointed out that nearly all existing non-convex penalties can be repre-
sented as difference-of-convex (DC) functions, which are the difference of
two convex functions, while itself may not be convex. There is a large
existing literature on optimization problems when their objectives and/or
constraints involve DC functions. Efficient numerical solutions have been
proposed. Under the DC framework, directional-stationary (d-stationary)
solutions are considered, and they are usually not unique. In this paper,
we show that under some mild conditions, a certain subset of d-stationary
solutions in an optimization problem (with a DC objective) has some ideal
statistical properties: namely, asymptotic estimation consistency, asymp-
totic model selection consistency, asymptotic efficiency. Our assumptions
are either weaker than or comparable with those conditions that have been
adopted in other existing works. This work shows that DC is a nice frame-
work to offer a unified approach to these existing works where non-convex
penalties are involved. Our work bridges the communities of optimization
and statistics.

MSC 2010 subject classifications: Primary 62J05, 62F12; secondary 62J12.
Key words and phrases: (Generalized) linear regression, high-dimensional
sparse estimation, nonconvex regularization, difference of convex (DC)
functions, DC algorithms, asymptotic optimality, model selection consis-
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1. INTRODUCTION

Sparse estimation under a linear regression model is a fundamental and classi-
cal problem in statistics. It continues to be highly active in the high-dimensional
regime when the underlying parameter is believed to be sparse. Properties on the
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resulting estimators have been extensively studied with different penalties of the
sparsity in [39, 30, 8, 9, 40, 14, 34, 37, 38|, etc. However, most existing works focus
on the properties of a specific solution to the possibly nonconvex objective func-
tion, which is used to derive a sparse estimation of the unknown parameter. The
stationary solutions of other kinds might also be of interest and possess satisfy-
ing properties, such as the desired asymptotic estimation consistency, asymptotic
model selection consistency, asymptotic efficiency. A unified framework for the
penalized high-dimensional sparse estimation and the relation to a subfield of
optimization problems, namely, the difference-of-convex (DC) programming are
missing in the literature. We establish such a connection in this paper.

1.1 Sparsity induced penalties

We first present the formulation of high-dimensional sparse estimation in linear
regression setting using sparsity-induced penalties. Consider observations (y1, 1),
(y2,22), - - -, (Yn, Tn), where we have the response y; € R and the predictor z; € RP
satisfy

yi = BTz + €.

Here, 8*7 is the transpose of the vector $* € RP, which is the true however
unknown underlying parameter to be estimated. We further assume that noises
€;’s are independently distributed, with 0 mean and equal variance o (which can
be a sub-Gaussian distribution with variance parameter %), and are independent
of x;’s. The above model is commonly written in the following matrix form:

(1.1) y=Xp"+e¢,
where the vector y = (y1,--- ,yn)? € R" is the response vector, X € R"*? is the
model matrix with rows being individual predictors, a:lT, .-+, 2T and the random

vector e contains the noises.

In the high-dimensional regime where the number of the parameters, denoted
by p, exceeds the sample size, denoted by n, one of the most important methods
(according to many works such as [5, 3, 4]) is to estimate the parameter by using
the LASSO [27] approach. It is interesting to note that a mathematically equiva-
lent approach was proposed in [6] around the same time in the computational and
applied mathematics literature. LASSO is defined through solving the following
convex optimization problem:

R 1
lasso . — i — 2
(1:2) Blesse(y, X: 3) = arg min { - lly — X153 + Xl }

The first term in the above objective is the goodness-of-fit measure (a.k.a., the
residual sum of squares) in the linear regression model (1.1). The second term in
the objective is a penalty function, which is the sum of absolute values: 327 A|;].
We can further write the penalty in a more general form Zle Py(5;), where the
univariate function Py(x) takes the form Py(z) = A|z| in the LASSO approach.
Many existing works, including [39] and [30] and others, have proved that with
high probability (i.e., the probability goes to 1 as sample size goes to infinity),
under some conditions on the design matrix and the choices for A, the LASSO
will be able to find the right signed support for the unknown parameter 5*. The
cases that have been studied include (1) when the matrix can be fixed or random,
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(2) the dimension of the unknown parameter is fixed or goes to infinity as the
sample size increases, and (3) other interesting situations.

Despite the success of obtaining sparse estimators by using LASSO, it is also
well known that the resulting estimator is biased. This can be readily seen by
considering the special scenario, where the design matrix X is orthonormal,
consequently, the L1 penalty leads to a soft-thresholding solution, which is bi-
ased from the true parameter £*. The de-biasing procedure has been studied
in [35, 15, 29, 16]. In the present paper, we decide to focus on the regulariza-
tion (i.e., adding a penalty function) approach, partially because the de-biasing
approach may require solving multiple optimization problems, therefore could
be computationally disadvantageous. At the same time, we may explore other
algorithmic-design approaches in the future.

An effective extension of the LASSO estimator is to replace the penalty func-
tion Py(x) in (1.2) into some folded concave functions, which are non-convex.
Some representitive works include SCAD [8, 9], MCP [34], adaptive LASSO [40],
capped-l; [38], together with others. In general, this leads to an NP-hard problem;
therefore no polynomial-time algorithm is known in finding the global optimal
solution. Specifically, SCAD is proposed in [8, 9], in order to debias the estima-
tion when the parameter is numerically relatively large, which gives a constant
penalty as the parameter is large enough. Adaptive LASSO is studied in [40, 14],
which is motivated by the fact that in the orthogonal design, the bias of the
parameter estimation is approximately A in LASSO. The authors suggest giving
different sizes of penalties to different parameters so that the variables with large
coefficients have smaller weights in the ¢; penalty (depending on some consistent
estimator B of *). Then they can reduce the estimation bias of the lasso while re-
taining its sparsity property. MCP is proposed in [34], which also gives a constant
penalty as the parameter is large enough. Capped-l; in [37, 38| gives a penalty of
truncated [; penalty to ensure a constant penalty when the estimation is large.
Consistency results, including measuring the squared distance of the estimation,
prediction, signed support recovery, for the previously mentioned formulations
can be found in the original works.

1.2 Difference-of-convex (DC) unified penalties

Recently, it is pointed out by [1] that all the previously listed penalties can be
written in a unified DC form. Especially, the first term is the ¢; penalty ||5]|:.
This leads to a DC formulation; i.e., solving the penalized least square problem
with a generalized DC penalty function. In [1], they prove under some strong as-
sumptions (strong convexity of the loss functions) that the d-stationary solutions
found by a standard DC algorithm (i.e., DCA) are the global minimum. This
result might not be surprising because, under their assumptions, the objective
function (the DC-penalized loss functions) in fact can be strongly convex, which
makes the solution unique. They also prove that the £y norm of the d-stationary
solution has an upper bound, which doesn’t shed light on the support recovery
property. Our paper is inspired by [1]. Compared to [1], we relax the assumptions
on strong convexity for the loss function and prove the existence of a class of
d-stationary solutions, which have the oracle properties in the linear regression
scenario. Our result indicates that the assumption on the strong convexity of
the loss function within the domain is not necessary. In addition, the aforemen-
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tioned work has an applied mathematics focus — their £y norm result does not
imply statistical properties of the d-stationary solutions. In statistical literature,
the distance between the d-stationary solution and the assumed ground truth is
considered. Our result will be more formulated towards the statistical properties
of the d-stationary solutions: namely model estimation consistency, asymptotic
convergence rate in estimation, and model selection consistency. Despite the dif-
ference, it is interesting to point out that both works will require the restricted
convexity assumption, which is assumed in nearly all related work. Besides, we
also generalize the results to DC penalized general loss functions.

The use of DC functions offers a general framework for non-convex regular-
ization. Some special cases are discussed in [18] and [32], although they don’t
explicitly mention the DC functions in their work. The first work [18] assumes
that the penalty function py (/) is separable in parameter /3 and each of the uni-
variate penalty can be written as the difference of a convex function py ,(t) and a
quadratic function %tz, where p is a known positive constant. Therefore one has
PA(t) = pau(t) — %tQ. They restrict the feasible region to a bounded region con-
taining the ground truth g*. Under certain regularity conditions on the penalty,
including differentiability, and restrictive strong convexity of the loss function,
they give the optimal upper bound for the estimation error as well as for predic-
tion error. Their assumption includes the popularly studied penalties like SCAD
and MCP. On the other hand, They don’t have results on the support recovery
and they purposely eliminated possible stationary solutions outside the bounded
feasible region they defined. The second work [32] mainly assumes the restricted
strong convexity of the penalties and the loss functions. They mainly discuss the
elliptical design regression, least-square loss, and logistic loss with SCAD, MCP
penalties, which can be written as the summation of the ¢; penalty ||3||; and
a concave function gy(/) with proper bound in the concavity. They argue that
the local quadratic approximation algorithm they provided converges to a unique
local minimum, which enjoys the oracle properties as if you've already known the
support for the true parameter. They prove the estimation error upper bound.
And they are able to prove the support recovery results for a linear regression
model with the least square loss function. Both are under the assumption that
the concavity of the function ¢)(3) is bounded.

Both works [18, 32] assume the decreasing first-order derivative of the penalty
function on the nonnegative real line, which is necessary for the unbiasedness for
estimation of larger 8. They both restrict the penalties such that the objective
function is strongly convex within some regions where the local optimal solutions,
as well as the true unknown parameters, are in the given convex set.

While in the current work, we solve the unconstrained problem and prove the
asymptotic convergence results of the estimation for a class of local d-stationary
solutions without using the assumption of the bounded concavity of the g¢)(+)
function and constant penalty when the parameter is large enough, which allows
us to include other penalties such as transformed ¢; [36, 19] and logarithmic [20],
into our analysis. Equipped with the bounded convexity assumption, we further
prove that the support recovery consistency for the class of d-stationary solutions
we find near the ground truth.

From the computation perspective, there is rich literature on solving the penal-
ized (also known as regularized) problem numerically. For example, Local Linear
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Approximation (LLA) in [41] prove that a one-step estimator from LLA per-
forms well in SCAD with penalized likelihood estimation. They also prove the
asymptotic normality under some regularity conditions of the Fisher Information
matrix. In this paper, we would like to explore the relationship between LLA and
the popular DC Algorithm (DCA), which is often used in DC programming. It
turns out that all the above-mentioned algorithms are special cases of DCA.

This paper builds a bridge between optimization, where people focused on
solving the optimization problem efficiently, and statistics, where people mainly
focused on inference (finding the estimation). The link here would be the DC pro-
gramming and DCA. The DC programming enables us to generalize the classical
penalized likelihood function to the DC penalized likelihood function, while DCA
provides us efficient algorithms to solve the corresponding numerical problems.
Borrowing strength from existing literature enables us to solve the optimization
problem efficiently with convergence guarantees. We unify the existing algorithms
in the literature for finding the local minima of non-convex optimization problems
under the DCA framework.

1.3 Notations

For a real number ¢ € [1,4+00), the £, norm of a vector 8 = (81,02, -+ ,Bp) €
R? is defined as || 8]|, = (32F_, 87)'/%. Specially, the £, norm is defined as || 3|00 =
maxi<i<p{|Bi|}. The £y norm is defined as ||3||o = card{supp(3)}, where we have
supp(8) = {i : B; # 0} and card{-} is the cardinality of the set. We denote the
cardinality of a set S by |S| and its complement by S¢. For 8 = (51,2, ,Bp) €
RP, we let Bg denote the sub-vector (of 3) whose elements correspond to the set
S; we let Xg denote the sub-matrix (of X) whose columns indices correspond to
the set S.

1.4 Organization

The rest of the paper is organized as follows. We review the basic properties
of the DC programming and the DC functions in Section 2. We form a penalized
least square problem with a generalized DC-penalty in Section 3. Under mild
assumptions, we prove in Section 4 that a set of the d-stationary solutions are
close to the ground truth. Furthermore, they are also support recovery consistent.
We also extend our results to generalized loss functions, such as logistic loss, etc.,
in Section 5. We provide the connections among popular exiting algorithms in
DC programming and statistics estimation with non-convex objective functions
in Section 6. We finally conclude this work in Section 7. When possible, the
technical proofs are relegated to the Appendix, which is included in an online
supplementary file.

2. DC FUNCTIONS AND RELATED BASIC PROPERTIES

In this section, we first provide the necessary background as well as a definition
of the Difference-of-Convex (DC) functions, before proceeding to our formulation
(Section 3) and the main results (Section 4 and 5). We present the definition of DC
functions and their known properties in Section 2.1. The directional derivatives
are reviewed in Section 2.2. The class of DC functions that we are particularly
interested in are reviewed in Section 2.3. We then define and study the directional
stationarity (d-stationarity) that we focus on in this work in Section 2.4.
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2.1 DC programming and DC functions

DC programming is pervasive nowadays in both optimization and statistics.
The DC program has been introduced in the literature from the 1950’s [2]. The
paper [11] gives a wealth of basic properties of the DC functions, which are the
functions that are used in the objectives and constraints in the DC programming.
In particular, the DC programming has been intensively studied in the field of
optimization in the early 1980’s [13, 12, 25, 28]. The following gives a formal
definition for a DC function.

DEFINITION 2.1. A function, p(x), is called a difference-of-convex (DC) func-
tion if we have

p(z) = g(x) — h(z)

where both g(x) and h(x) are convex functions.

There are many known results regarding DC functions and DC programming.
We summarize these properties of DC programming from the literature in Ap-
pendix A.

2.2 Directional derivative

To enable our description, we define the directional derivative in the following.

DEFINITION 2.2.  For a function Q(f3) that is defined on Q2 where § € Q C R
or RP, for By, B1 € S, the directional derivative at By in the direction of B1 — Bo
is defined as follows:

. +7(61 — -
Q (B — o) = i LA PO = Q)

T—0+ T

where T € Ry,

To compute the directional derivative, when a function P(/3) is differentiable
in R?, the directional derivative with regard to 8 at (g is given below:

P'(Bo; 8 — Bo) = (VP(bo), B — Bo),

where VP(fy) is the gradient of the function P(f3) at By, and (-, -) represents the
inner product. When the function P(3) is non-differentiable however convex in
RP, given its sub-gradient set OP(fy) at 5y, the directional derivative with regard
to B at [y can be written as [23, Theorem 23.4]:
P'(Bo: B — = max (v,[— .
(Bo; B — Bo) veaP(Bo)< B = Bo)
The recent papers [21] and [1] discuss the pervasiveness of the existence of
the DC functions as well as its relation to statistics. Specifically, they have the
following results considering the pervasiveness of DC functions.

LEMMA 2.1.  [21, Proposition 1] For any univariate continuous concave func-
tion p that is defined on Ry, the composite function 0(|t|) = p(|t|) is Difference-
of-Convez (DC) on R if and only if p'(0;+), the directional derivative of p(t) at
0, which can be written as follows,
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exists and is finite.

The above lemma leads to the realization that nearly all the folded-concave
penalties [8, 9, 34, 37, 38] in the sparsity study nowadays belong to the DC family.
We articulate details in the subsequent subsection.

2.3 Relation to statistics

Based on the definition of the DC functions (Definition 2.1), it has been re-
alized (e.g., [31],[32], and [1]) that many well-studied penalties, such as SCAD,
MCP, capped #1, transformed ¢1, logarithmic, can be written as DC functions. We
articulate details in the following. Throughout this paper, we consider penalties
P(B) that are separable in the (potentially multivariate) parameter g: P(5) =

b p(Bi), where 8 = (B1,...,[8p) € RP. We argue that function p(z) is a DC
function for the popular existing penalties in the literature; that is, we have
p(x) = g(x) — h(x), where functions g and h are convex. More specifically, for the
penalties that are of interests to us and are widely used in statistical inference,
we always have g(z) = |z| (or g(x) = A|z|, when an algorithmic parameter A is
involved), however the function h(z) varies for different penalties.

In the following, we describe how the popular penalty functions p(x) that was
mentioned previously can be decomposed as DC functions. For simplicity, without
loss of generality, we set the tuning parameter as A = 1.

1. In SCAD [8, 9], we have

PSP = |~ BSCAP(0),

where
0 it <1
_1\2
CRURRE = R R

1
[t — 93Nt >

and the function thAD (t) can be verified to be convex on the positive real
line and have a continuous first order derivative.
2. In MCP [34], we have

Y
where
12 t <
hMCP (1) = 2y it <~
! =3 [t =~

and the function h,]y CP(t) can be verified to be convex on the positive real
line and have a continuous first order derivative.

3. In Capped ¢; [37, 38], we have

2t 2t
peaPPed (1) — || — max {o, == 1} ,
Y Y

where one can verify that both |¢| and max {0, % -1, —% - } are convex

functions of t.
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4. In Transformed ¢; [36, 19], we have

1 1 1)|t
Transformedh(t) — a+ It| — <a+ It — (a + )‘ ) ’

P a a+t |
where one can verify that both 2!t and (%\t\ — %) are convex

functions.
5. In Logarithmic [20], we have

i

1
ptort) = 21 = (1 < tog(el + ) +1oge)

where € is a given positive scalar; similarly, one can verify that both %|t|

and (M — log(|t] + €) + log e) are convex functions.

€

Table 1 summarizes the aforementioned DC decompositions. The penalty func-
tions and their first order derivatives in terms of |¢| are plotted in Figure 1. One
common point that most of the above penalties share is that their first order
derivative goes to 0 as |t| — oo.

Penalty p(t) g(t) h(t)
| A 1] 0
SCAD A -2=hde | | S < i <)
+(t = Bt >}
MCP 10— %) da b | (= /2t > )

e 1t <)

Capped-£; min{vy/2, |¢|} |t] max{0, % -1}

Transformed ¢ % aTJrl|t| “Tﬂ|t| —_ (acj:rl\)tllt‘
Logarithmic log([t] +€) —loge jai ‘%l —log(|t| +€) + loge

TABLE 1
The DC decompositions of some well-known penalty functions in statistical inference. The first
column contains the name of the methodology. The second column describes the penalty
function. The last two columns present the corresponding two convex functional components
(i.e., g and h) in the DC decomposition: p(t) = g(t) — h(t).

Although there are many other different DC decompositions, this one has the
advantage of easy interpretation and correcting the penalty of LASSO, which in
some sense, does a debiasing job for the LASSO estimator (by choosing h)(t) to
be linear with slope A when [¢] is large enough). It also shares common features
with popular penalties in literature, like SCAD, MCP, capped ¢1 penalties where
the penalty is close to or equal to ¢1 penalty when the solution is around the
origin. Furthermore, the resulting penalty p(x) = g(x) — h(x) is singular at 0,
which makes it possible to achieve the condition of sparsity and continuity of
the estimation [8]. The results in later sections can be applied to SCAD, MCP,
capped-¢1, and many others.

2.4 Directional stationary points

Another important definition in this paper is the d(irectional)-stationary point,
which is used to describe the set of stationary solutions we are interested in this
paper. We give the definition of the d-stationary point in the following.
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o5 DC Penalty examples DC Penalty Derivatives
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Fi1G 1. Examples of famous DC penalties and their derivatives in the literature: the o penalty is
plotted in the solid black line; the {1 penalty function is plotted in the solid blue line; the MCP
penalty is plotted in the dotted blue line; the MCP penalty is plotted in the dash-dot line; the
Capped-£1 penalty is plotted in the dashed blue line.

DEFINITION 2.3 (d-stationary point). A wvector BeQisa d-stationary point
to a function Q(B) if the directional derivative, which is defined as
o o QUBETE-) Q@
Q(B:5— ) = i LT QP

T—=0+ T

satisfies Q' (B; 8 — B) > 0 for all B € Q.

We prove later that under some proper conditions on the penalty function as
well as on the design matrix (which in some general cases are about the loss
functions), a set of d-stationary solutions to the DC programming problem are
v/n consistent estimators with high probability (Theorem 4.1). Under further
conditions, it also recovers the true support in the unknown parameter with high
probability (Theorem 4.3).

A motivation of choosing the directional stationary solutions (which are the
directional stationary points in the corresponding optimization problem) rather
than stationary solutions of other kinds, such as that of a critical point for DC
programs, is provided in [1]. The authors argue that the directional stationary
solutions are the sharpest kind among stationary solutions of other kinds in the
sense, a directional stationary solution must be stationary according to other
definitions of stationarity. In the above sense, the d-stationary solutions possess
minimizing properties that are not in general satisfied by stationary solutions of
other kinds. We refer to the original paper for a more detailed discussion.

3. FORMULATION AND ASSUMPTIONS

In this section, we first give our detailed formulation in Section 3.1. We dis-
cuss the scale invariant properties of the formulation with some specific form of
penalties in Section 3.2. We then list the assumptions on the penalty functions
in Section 3.3, on the d-stationary solutions in Section 3.4, on the design matrix
for our analytical study and corresponding justifications in Section 3.5.

3.1 Formulation
We present our problem formulation in the following. Recall that the widely-

known SCAD [8] and MCP [34] choose their regularization term (i.e., the penalty
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function) as a function in the form, A|t| — h)(t), where the second term hy ()
has a continuous first order derivative. Motivated by the above, we propose to
analyze the following parameter estimation approach:

1
3.1 min —||Y — X313 + A —h
(3.1) min o= Y = X3+ A8l — ha(8),
where function hy () is assumed to be convex and the model is specified in (1.1).
As we have shown in Table 1, popular non-convex penalties in the literature can
all be expressed in DC form. In our formulation, following the approaches in the
main stream methodology, we focus on separable penalty, that is we have

P(B) = MBIl — ha(B) = > _ NBil — ha(Bi),
i=1

for B = (B1,...,Bp) € RP. Note that based on the context, function hy(-) can
take both univariate and multivariate inputs. In our formulation, the univariate
function h)(-) is assumed to be convex. Its properties are further specified later.

3.2 Scale-invariant property

In real world of processing data, programmers always perform rescaling on
the raw data set. We can make our formulation scale-invariant by assuming the
following format of the penalty function.

ASSUMPTION 3.1.  py(t) = A?p(%).

Suppose we scale the model in (1.1) by a scalar ¢, which leads to the following
model:
cY = X (cf%) + ce,

Let F(B8,A) = 5-|Y — XB|3 + A||B]l1 — ha(B) denote the objective function,
corresponding to (1.1). Let F(cB,cA) = 5|[cY — X(cB)|3 + cAlleBll1 — hea(cB)
denote the objective function, corresponding to the scaled model. One can easily
verify that for any given positive scalar c,

(3.2) églg) F(cB,cA),

is equivalent to the original problem of mingegrr F'(3, ) in (3.1) with scale free
penalties such as SCAD, ¢1, MCP, capped-£1, which have the common form stated
in Assumption 3.1. One can verify that most of the functions in Table 1 satisfy
this scale free condition except the logarithmic function and the transformed /5.
However, according to the unification DCA in Section 6, where in each iteration,
by using only the linear approximation, we solve a re-weighted LASSO problem,
which is scale invariant.

3.3 Assumptions on hy(-)

We present the assumptions that we need in the analytical study in this section.
Recall that our penalty function has the form P(8) = A||8]1 — ha(B). Notice
that the first term of the DC penalty is always the ¢; function. We specify our
assumptions on the univariate function hy(53), for 8 € R. We also require the
regularity conditions on the design matrix X, which is articulated later.
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The following assumptions are utilized in our analysis. We briefly discuss the
assumptions and argue that our assumptions are equivalent or weaker to condi-
tions in most existing work.

ASSUMPTION 3.2.  We have sup;cg [P (t)] < A.
ASSUMPTION 3.3.  We have hy(t) is symmetric about 0.

Both Assumption 3.2 on the non-negativity of the penalty and Assumption 3.3
on the symmetry of the penalty function are standard assumptions in the litera-
ture. Assumption 3.2 makes sure that the penalty function P\(f;) is nonnegative.
In fact, we can even relax this condition to supcg |#) ()| < A as long as the first
order derivative of the function hy(t) is uniformly bounded in the real line.

ASSUMPTION 3.4.  h)\(t) is monotonically increasing and there exist two non-
negative constants n~ > nt > 0 such that for any to > ty:

Mltn) ~ W) _ -

3.3 0<nt <
(3-3) s S

Regarding Assumption 3.4, the lower bound n™ of the convexity of the function
hx(t) is usually assumed to be 0 in other works, such as in the SCAD and the
MCP. The upper-bound of the convexity 1~ is used to control the convexity of
the function hy(t). If hy(t) has a “lot” of convexity, we are not able to have
the Restricted Strong Convexity of the objective function later. On the other
hand, this can be regarded as requiring the first order derivative of hy(t) to be
continuous. The continuity assumption together with Assumption 3.2 and 3.6
ensure that Assumption 3.4 holds.

ASSUMPTION 3.5.  We have hy(0) = h,(0) = 0.

Assumption 3.5 is utilized to ensure the soft thresholding property of the
penalty function [8], recalling that the singularity of the whole penalty function
at 0.

ASSUMPTION 3.6.  For some positive ¢, we have h\(t) = X for all |t| > (.

Assumption 3.6 is based on the fact [8] that making sure R\ (t) = A for ¢
positive enough and k), (t) = —\ for ¢ negative enough help producing an unbiased
estimator. Recall that one of the main reasons of considering a generalized version
of the LASSO method is the bias of the estimation from LASSO.

Below, we make a table of the penalties discussed in Table 1 and presents the
decomposition to A|t| — hy(t). We also listed the properties that each of the hy(t)
holds.

From Table 2, we can see that, SCAD and MCP penalty class satisfy all of
the assumptions. While Capped-¢; has discontinuous first order derivative, which
violates the Assumption 3.4. In order to extend the theories in this work to
Capped-¢; penalty, performing smoothing around the non-differentiable point is
enough. We re-scaled the linear term in Transformed ¢; to match the assumptions.
€ in Logarithmic penalty is chosen to be 1 in the Table 2.
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Penalty h(t) sgn(t)h'(t) Convexity | Assumptions
measure

4y 0 0 0 All except 3.6
Capped-£; max{0, % -1} %I{|t| > y/2} 00 All except 3.4

MCP W=/ > | {1} = Al

2
+%7I{|f| <7}
SCAD i< <qy [ M5 i<y <y} | (-7 All
+(It] = FHI{]t] > 3 +H{Jt] = 7}
Transformed ¢ |t — il (et —a? 2 All except 3.6
! att] (at]t])? a PP 9
Logarithmic [t| —log(]t] + 1) ‘tll% 1 All except 3.6
TABLE 2

The penalties in the sparse estimation literature and their properties with respect to our
assumptions. The first column gives the name of the methods. The second column presents the
h-function, which is the second component in the DC decomposition (p = g — h) of the
corresponding penalty function. The third column contains their first derivatives on the positive
aze. This is to verify Assumption 3.2. The fourth column computes for the quantities that are
raised in Assumption 3.4. The last column summarizes the assumptions that the corresponding
penalty satisfies.

3.4 Assumptions on the d-stationary solution
We list some assumptions on the d-stationary solutions.

ASSUMPTION 3.7.  Let B* be the unknown true parameter, B be the d-stationary
solution to problem (3.1), which satisfies the following condition:

%XjTX(B - B)sign(ﬁj) >, forall j € S¢, 8= 73" withce (0,1).

REMARK 3.1. The above Assumption 8.7 is no stronger than the assumptions
used in LASSO estimator [30] to prove the desired statistical properties in later
Sections. We show below that in the proof of LASSO estimator, it corresponds to
when ¢ = 3. Let B1%%%° = arg mingepe %HAY — X812+ M|B|1- Recall that in [30],
by the First Order Condition (FOC) at $'%*%°, we have

1 A A
—*XT(Y . XBZQSSO) + )\8||l8la330||1 =0,
n

where 8|31%55°||; is a subgradient at 31%55° for ||B|y. Multiplying (8* — plesso)T
on both sides, we have

1 A A * slasso slasso
_E(/B* _ Blasso)TXT(Y _ Xﬁlasso) + )\(ﬁ _ Bl )Ta”ﬁl ||1 =0.

Since

(,8* . BlaSSO)TaHBlassonl
(3_4) :(,8* _ Blasso)’gauﬁgassonl + (ﬂ* _ ﬁlasso)%;a”ﬁgzcssonl

(B* = A=) 5O BE* Il — 1155
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Plugging into the FOC, we have

(5* - BlaSSO)TXT(Y - XBZ(ZSSO)

(,B* - BZGSSO)TXTX(B* _ Blasso) + (6* o BlaSSO>TXT6

(B* _ BZGSSO)TXTX(ﬁ* o Blasso) +

1 .
(8" = )X

(6* . Blasso)EXge

SIm3I~3r
S|I—=3+

(3.5)

+

(ﬁ* _ BlaSSO)TXTX(B* _ BlaSSO) + %(ﬁ* _ BlaSSO)is“Xg:E

1 - A
_ Z ; |ﬁlasso|iXZT€37;gn(le'asso)
Sc

S

:)‘(6* o Bla530)58‘|3§asso"l . )\HB?L‘SSOHl
where in the first equality, we plugged in Y = X3* + €. If we have the condition
that LXTX(B* — Bla%5°)sign(Bl2%%°) > cX (c = & in LASSO) for alli ¢ S, we
have
1 * alasso * alasso
—(B" = F) TXTX (B — )
(3.6) n 5 )
< gAHBls‘“solh — cA[1B§2% |y

with high probability. Similarly, we made Assumption 3.7 in the generalized pe-
nalized regression to ensure good property of the solution.

REMARK 3.2. Since the condition in Assumption 3.7 cannot be verified di-
rectly, in real data analysis, we can use the following checkable conditions instead:

1 N A A
—XJT(Y — X B)sign(B;) > cA, for all j € S¢ such that p; # 0, B = 57,
n

where ¢ is defined in Assumption 3.7. If the above holds, Assumption 3.7 holds
with high probability using similar argument of sub-Gaussian random variables as
in the proof of Theorem 4.2.

3.5 Assumptions on the design matrix X

DEFINITION 3.1.  The restricted strong convezxity (RSC) condition on model
matriz X with respect to C is the following, there exists some constant v > 0 such
that:

%VXTXI/
W >~ for all nonzero v € C
Vila

here v is called the restricted eigenvalue bound with regard to C.

ASSUMPTION 3.8. Denote Cs by the diagonal matriz with {c;,i € S}, Csc by
the diagonal matriz with {c;,i € S}, the restricted eigenvalues (RE) condition
holds on the following set with some positive ¢ defined in Assumption 3.7:

C—{I/GRP

5

[Cse vl < o ICs - wslh §.
c

where - indicates the matriz-vector multiplication.
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14 S. CAO, ET AL.

We have C C RP strictly since it is of the form of cone.

The RSC (Assumption 3.8) is a standard assumption in the literature for prov-
ing the consistency results of regularized high-dimensional sparse estimation prob-
lems.

4. CONSISTENCY RESULTS FOR SOME D-STATIONARY SOLUTIONS

We prove our main results in this section. The non-asymptotic upper bound
for estimation errors is derived in Section 4.1. As a corollary, we provide the
upper bound for prediction errors as a byproduct in Section 4.2. We provide the
results regarding the asymptotic consistency of the estimation in Section 4.3. The
asymptotic consistency in support recovery is discussed in Section 4.4.

4.1 Non-asymptotic upper bound for estimation errors

In this section, we present our results on the non-asymptotic upper bound
for the estimation error. We mainly use the assumptions on the model matrix
to prove that the difference between the ground truth £* and the d-stationary
solution Bfl‘ will be in a cone-like set, where we have the restricted strong convexity
(RSC) assumption hold (as defined in Assumption 3.8). Without Assumption 3.4
on the continuity of the first order derivative on the function hy(t), we will be
able to obtain the upper-bound of the {5 distance between the ground truth and
the d-stationary estimation.

THEOREM 4.1.  Suppose hy(t) satisfies Assumptions 3.2, 3.3, 3.5, design ma-
triz X satisfies the restricted strong convezity with respect to C, which is defined
in Assumption 3.8 with ¢; =1 fori=1,---,p, with A > % If we further
assume Assumption 3.7 holds at the d-stationary solution B%‘, we will have the
upper bound for estimation error on 5* with the d-stationary estimation Bé :

. . 5
187 = B%[l2 < 5M/||ﬂ*Ho

The proof of the above Theorem 4.1 is in an online supplementary file. The
results in Theorem 4.1 suggest that the d-stationary solution to Problem (3.1),
under mild conditions, will be able to retrieve the information in the unknown

Wi

parameter * with error bounded within the order of O(T)7 which is optimal.
4.2 Non-asymptotic upper bound for prediction errors
From the proof of Theorem 4.1, we will be able to further give the upper bound

for the prediction error below.

COROLLARY 4.1. Under the assumptions of Theorem 4.1, we can further get
the upper-bound for the prediction error as:

2
< (%ix/@

* AA
ﬂ _ﬁn) ) 9

1
—X
|
The proof of Corollary 4.1 is straight forward according to the proof in Theorem
4.1 and is in an online supplementary file.
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4.3 Asymptotic convergence rate

If we further assume that the errors are independent sub-Gaussian distributed,

we will be able to bound the estimation error in the order of 4/ W% with high
probability.

COROLLARY 4.2. Under the assumptions of Theorem 4.1, if we further as-
sume that the errors are from independent sub-Gaussian with variance param-
eter 0> and mean 0, we will have the following hold with probability at least

2 S C n

We provide the proof of Corollary 4.2 in an online supplementary file.

REMARK 4.1.  All the results above are considering the problem in (3.1). How-
ever, the conclusions will still hold for the constrained version of problem (3.1)
as long as the assumptions are satisfied. The results in this work assumes the
d-stationary solution that satisfies our assumptions exists. We will justify the
existence of the d-stationary solution satisfying our assumptions in Section 5.1.

4.4 Support recovery

In this section, we will first provide the KKT conditions for d-stationary so-
lutions, which says that the d-stationary condition in our work is equivalent to
the first order condition in the case of no constraints. Then we prove the Re-
stricted Strong Convexity for the objective function in Problem (3.1) under some
regularity conditions. By usage of the oracle estimator defined later in Problem
(4.3), we will be able to prove the support recovery consistency of some of the
d-stationary solutions to Problem (3.1).

LEMMA 4.1. Let F(B) = L(B) + g(B) — h(B), where L(B), g(B), h(B) are
convex with B € RP. Further assume that L(3) and h(8) have continuous first
order deriwative, g(8) = ||B]|1. Let Bo be a d(irectional)-stationary solution to
F(B), we have the following first order condition (FOC) hold at (y. We will
be able to get the following equivalent condition: By is a d(irectional)-stationary
solution to F(B) if and only if there exists some z € 0g(5y), where dg(Po) is the
set of subgradient of g(B) at Py, such that:

(4.1) VL(Bo) +z— Vh(Bo) =0,
where VL(By), Vh(Po) is the gradient of L, h at fy.

The above Lemma 4.1 states the equivalence between d-stationary solution and
first order condition (FOC) in the unconstrained case. While in constrained case,
this does not necessarily hold. From the proof Lemma 4.1, we can derive similar
conditions for “local maximals” for B . We obtain that as long as minle{ﬁi} =0,
it will only satisfy the condition for “local” minimals and thus be a d-stationary
solution. Thus, in order to find the d-stationary solution, we only need to find a
Bo such that, there exists a vector z € 9||fo||1, the subgradient of function |3y
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16 S. CAO, ET AL.

at 8 = By, such that VL(8y) — Vh(By) + z = 0. Furthermore, if min?_, {z;} < 1,
which is known as the strict dual feasibility condition [30], it will be satisfying
the condition for “local” minimals.

REMARK 4.2. Generally, a d-stationary solution is not necessarily local min-
imal. For example, for a differentiable function f(z,y) = 2% —y?, where both the
function g(xz,y) and h(x,y) are differentiable (slightly different from the above
situation in Lemma 4.1), at a saddle point (0,0), which is stationary with 0O
gradient, the directional derivative at this point will all be 0, which makes it a
d-stationary solution however not a local minimal. Another example would be
f(z,y) = |z| — y? at the saddle point (0,0).

REMARK 4.3. The necessary condition to be a local minimal is being a d-
stationary point in the feasible region.

The following Lemma shows the RSC of the Problem (3.1).

LEMMA 4.2.  Under Assumption 3.8 with hy satisfying Assumptions 3.2, 3.3,
3.4, 3.5, let B1, Bo € RP such that v = By — B2 € C, where C is defined in
Assumption 3.8. Then f\(8) = 5 ||Y — XB||3 — ha(B) will satisfy the restricted
strong convexity given that v > n~:

(42) LB = B + TG (B = B) + T8 Al

The proof can be found in an online supplementary file.

4.4.1 Oracle estimator The oracle estimator is defined as follows:

1
(4.3) B0 =arg min —

Y — X33
gerin an Bll3

The oracle estimator is obtained as if there is an oracle telling the true support of
the underlying unknown estimator. According to the definition of oracle estimator
B9, we are able to provide the following {s error bound between € and £*. We
also demonstrate that 8€ is a d-stationary solution to the DC-penalized Problem
(3.1), which we are interested in this paper. The following Theorem 4.2 and
Lemma 4.3 also appeared in the work by Wang et al. [32]

THEOREM 4.2. Under Assumption 3.8, the oracle estimator is the unique
global minimizer of (4.3). If the noise is independent sub-Gaussian with variance
parameter o2, the oracle estimator will satisfy the following lso error bound with
high probability.

. log s
18° = B*llos < Cov/2/7) ==,

The proof is in an online supplementary file.

LEMMA 4.3. Under Assumption 3.8 with hy satisfying Assumptions 3.2, 3.3,
3.4, 3.5, 3.6, let B° be the aforementioned oracle estimator. Assume further that
for the ground truth §*, we have min?_, |BF| > 2¢, for ¢ > 0. There exists a
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subgradient €0 € 0||B°||1 (where 9||3°||1 stands for the subgradient of function
18111 at B = B°) such that for any B € RP:

(4.4) (8= B9 (VAB2) +2¢%) = 0

The above Lemma 4.3 assumes that the penalty on the parameters will be a
constant when the parameters are large. As it requires Assumption 3.6, the result
is not applicable for transformed ¢; and logarithmic penalties. We provide the
proof in an online supplementary file.

LEMMA 4.4. Under the assumptions in Lemma 4.3, let B be a d-stationary
solution to (3.1) satisfying Assumption 3.7, and 5° be the oracle estimator. The
following will hold with large probability:

(4.5) v=p3-p8°¢eC.

The proof is in an online supplementary file. Based on the previous results
of the oracle estimator 5 and properties of the d-stationary estimator B, we
will now be able to prove the support recovery consistency for our generalized
DC-penalized model.

THEOREM 4.3.  Under the conditions of Lemma 4.4, we will have supp(3) =
supp(BCP) = supp(B*) with high probability.

The proof is provided in an online supplementary file. We prove the support
recovery consistency for a set of d-stationary solutions, it implies that a set of the
convergence points (satisfying Assumption 3.7) from the DCA will converge to
the oracle estimator, which is unique. In the work from Wang et al [32], they prove
that the convergence point from each stage of the specific algorithm converges to
the oracle estimator in the linear model setting. The above results also inform us
how we should choose the penalty function such that the d-stationary solution
will be support recovery consistent. The penalty needs to be a constant when the
parameter gets larger (Assumption 3.6), so that the resulting oracle estimator
will be a d-stationary solution to the original Problem (3.1). Assumption 3.4 is
necessary for the restricted strong convexity in C.

5. DC PENALTY WITH GENERALIZED LOSS FUNCTIONS

In the previous section, we mainly focus on the linear model scenario. Most
of the analysis can be readily extended to generalized loss functions such as the
logistic loss function, etc. Below, we will present the formulation of DC penal-
ized likelihood and provide the statistical analysis regarding to the d-stationary
solutions.

We begin with a brief review on the exponential family. Exponential family is a
family of distributions with the probability density proportional to P(Y|X, 8*)
exp{%}7 where ¢(0) is a scaling parameter and v(+) is the cumulant
function. According to [17], one standard property of exponential family is

V' (XTB%) = E[Y|X, 5%, 0].
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18 S. CAO, ET AL.

Given that () is a univariate convex function, let L(8) = ¥(XT3) — Y XT3
be the negative log likelihood function, L,(8) = 1 3" | (v(XTB) — YiX['B) be
the sample average of the negative log likelihood function, one can easily check
that E[VL(B*)] = 0 and V2L,,(3) > 0. This implies that L, (3) is convex. In the
following, we might omit the subscript n in the expression of L, (/) where no
confusion will rise. In order to estimate the sparse ground truth *, we will solve
the following DC penalized optimization problem:
1 n
in = T3y _vy.xT _
(5.1) it 5 2 (WXTB) —YiXE0) + Al = ()
1=
Below, we will state the assumptions on the generalized loss functions, which
enable us to provide the analysis that the error between the d-stationary solution

3 and the ground truth 8* is of the order @(8“137,) VIS))-

ASSUMPTION 5.1.  Let 5* represent the ground truth of the unknown param-
eter, L(3) be the negative log likelihood function. Assume that the infinity norm
of the gradient of the loss function at the ground truth ||[VL(*)|lc < %.

ASSUMPTION 5.2.  Let B* be the unknown true parameter, B be the d-stationary
solution to problem (3.1), which satisfies the following condition:

IVha(Bse)lloo < (1= ¢)A, with ¢ € (0,1).

ASSUMPTION 5.3. Let 5* represent the ground truth of the unknown param-
eter, L(B) be the negative log-likelihood function. Assume that the following re-
stricted strong convexity holds on the set C,

C
{L/EEHQP ”(13V8H1 },

L(B) = L(B)+VL(B) (81 - Bo) + 311 — Ball3

4+
c

C

[Cscvsellr <

for any B1 and B such that By — B2 € C.

THEOREM 5.1. LetB be the d-stationary solution to the penalized loss function
in (5.1). Suppose hy(t) satisfies Assumptions 3.2, 3.3, 3.5, assume further that
Assumptions 5.1, 5.8 and 5.2 hold, if v > n—,

%ZW(X? B)X; — VX))
=1

<

)

N o

o0

we will have the following upper-bound for the estimation error of the d-stationary

solution 17
B* =Bl < =———/|S
18" = Bl < g VI

The proof is provided in an online supplementary file.

imsart-sts ver. 2014/10/16 file: sts-DC_without_supple.tex date: June 26, 2021



DC UNIFIED REGULARIZATION FRAMEWORK 19

5.1 Existence of d-stationary solution

In this section, we will show the existence of the d-stationary solutions we
studied above. It is easy to see that in the linear regression setting with square
loss, the oracle estimator is a d-stationary solution under suitable conditions
we stated in Lemma 4.3. For general settings with generalized loss functions, let
ro > 0 be such that k) (ro) = (1—c)A, consider the following constrained problem:

(5.2) 0 La(8) + M8~ ha(8),

where r = c)\\/@ Arg. It is straightforward to check that the sationary solutions
to Problem (5.2) satisfies all the assumptions of the d-stationary solution studied
in Section 4 and Section 5, which verifies the existence of the wanted d-stationary
solutions.

6. NUMERICAL APPROACH TO FIND THE D-STATIONARY POINTS

In this section, we will review the efficient algorithms in the DC literature, for
finding the local optima in the statistics and optimization areas. This provides a
comprehensive summary of solving DC programming. The most classic algorithm
is the Difference-of-Convex Algorithm (DCA) that has been studied in [13, 25, 24],
which iterates between the primal problem and the dual problem to find the local
minima. Given the DC problem below:

(6.1) min f(z) = g(z) — h(z),
zeR”
where g(-) and h(-) are convex functions. For a function g : R” — R, let g*(y) be

its convex conjugate function, which is defined as g*(y) = sup{z’y —g(x) : z €
R™}. We have

inf f(z) = g(x) — h(x)

reR™
=inf{g(z) - SIylp{ﬂﬂTy — h*(y)}}
(6.2) =inf{inf{g(x) + 1"(y) — =" y}}

= inf{~ sgp{mTy —g(x)} +h*(y)}
=inf{h"(y) - g"(y)}-

Thus, by iterating between the primal and the dual problems, the DCA will
converge to a d-stationary solution. Below shows the DCA.

According to [26] in Section 2.5, DCA has linear convergence rate for general
DC programmings. While in the statistics literature, Local Linear Approximation
(LLA) in [41] is widely used for solving regularized estimation problems with
non-convex penalties. The update at each iteration takes the LLA of the penalty

function:
2 = arg min{g(x) — Oh(xy) Tz},

which is exactly the same procedure as shown in the Algorithm 1.
In the setting of this paper, the objective is defined in (3.1), where we are
minimizing the objective function over all 5 € RP with the first part of the DC

imsart-sts ver. 2014/10/16 file: sts-DC_without_supple.tex date: June 26, 2021



20 S. CAO, ET AL.

Choose the initial zo
loop:
for £k € N do
Choose yr € Oh(zk).
Choose zk+1 € 09* (yk).-
if (min{|(zx 41 — o), | LS} < §) then
return zipi4
end if
end for

Algorithm 1: Difference-of-Convex Algorithm (DCA)

function as g(8) = Ln(B) + A||B||1, and the second part of DC function h(5) =
hx(). The DCA can be simplified to Local Linear Approximation (LLA) in the
general case as in [41], the detailed procedures can be found in [24]. Specifically,
if h(x) is differentiable, we will have the following equivalent algorithm as DCA:

Choose the initial So
loop:
for £k € N do
Choose zr € Vh(Sk).
Br41 = argmin L (8) + Al|Bllr — (B, VA(Bk))-
if (min|(Bier — B)il, |57} < ) then
return i1
end if
end for

Algorithm 2: DCA (LLA)

According to [33], DCA is exactly the formulation of Convex Concave Proce-
dure (CCCP), which is also discussed in [22]. Thus, under proper conditions, all
results in [33] can be applied to the problem studied here. Since our formulation
(3.1) is a special form of the model considered in [22], which adopts the classi-
cal algorithm DCA (Difference-of-Convex Algorithm) in [13, 25, 24] and solves
a strictly convex problem at each iteration, it is guaranteed to converge quickly
to a d-stationary solution. Since the penalty is a function of the absolute value
of the estimator, one minor change to the above algorithm would be solving the
following transformed optimization problem within each iteration:

P
(6.3) Bri1 = argmin Ly (8) + (A = h'(|B1il)|8il,
i=1
which is exactly the formulation of weighted LASSO estimator and can be solved
efficient using the LARS algorithm in [7].

LEMMA 6.1. By updating the parameter B as in Procedure 6.3, the objective
function F(B) defined in 3.1 is monotonically decreasing.

In the one-step LLA procedure [41], the authors prove that starting from the
maximum likelihood estimator (MLE), after one step of the LLA update, the
resulting estimator is consistent when SCAD penalty function is used. While in
[10], they prove that from the LASSO initialization, with high probability that
the LLA converges to the oracle estimator in 2 iterations. The above results can
be similarly extended to our DC setting.
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7. CONCLUSIONS

In this work, we close the gap between the statistics and optimization by find-
ing a set of d-stationary solutions to the DC penalized loss functions. Specifically,
we relax the assumptions used in [1] and provide stronger statistical results on the
penalized estimation problem. We prove that a certain subset of d-stationary so-
lutions in an optimization problem (with a DC objective) has the ideal statistical
properties: asymptotic estimation consistency, asymptotic model selection consis-
tency, asymptotic efficiency under the linear model and the GLM settings. We also
provide the non-asymptotic upper bound for the estimation errors in both sce-
narios. We unify the framework of non-convex penalized high-dimensional sparse
estimation problems and the existing popular algorithms to solve the problems
in a DC framework.

Several open questions remain, which might be interesting directions for future
research. Since in this work, we mainly consider the unconstrained DC program-
ming, it is unclear whether a proper constraint, which might depend on specific
problems, will ensure a better set of solutions or possibly a unique solution to the
high-dimensional sparse estimation problem. Another direction would be more
general loss functions. When the observations have outliers or missing values,
it would be desirable to obtain theoretical guarantees on the sparse estimations
with possibly non-convex loss functions, such as Huber loss, Cauchy loss, etc.

APPENDIX A: PROPERTIES OF DC PROGRAMMING
The following are some known properties of the DC functions [25, 13].

1. Every DC function has a nonnegative DC decomposition; that is for a DC
function f, there exists a decomposition, f = g — h, where both g and h
are nonnegative and convex.

2. Every C! (i.e., functions with continuously first order derivatives) function
with a Lipschitz gradient is a DC function.

3. Every twice continuously differentiable function is a DC function.

4. Every continuous function on a convex set is a limit of a sequence of uni-
formly converging DC functions.

5. Let f; be DC functions for i = 1,--- ,m. The DC functions are closed under
the following operations:

summation: > ;" A;fi(x), for ; e R, i=1,---,m

e maximization: max;—1 ... m fi(x)

e minimization: min;—j ... y, fi(x)
product: [[,_ .., fi(z)

6. A locally DC function that is defined in R" is a DC function.
7. The following statements about a DC program are equivalent:

e sup{f(x):x € C}, function f and set C' are convex

o inf{g(x) — h(x) : x € R}, functions g and h are convex

® 1nf{g(:p) - h(l‘) HEGES 07 fl(:l:) - fl(w) < 0}7 functions 9, ha fla and f2
and set C' are all convex

Regarding the optimal solutions in the DC programming, the following have
been developed in the literature [25, 13].
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DEFINITION A.1. (e-subdifferential) For a convex function g(x), and e > 0,
the e-subdifferential of function g(x) at point xy is denoted by O.g(xg) and is
defined as follows:

0cg(xo) = {v € R"[g(x) > g(x0) + (x — 20,V) — €}.

One can verify that the subgradient [23, Chapter 23] (which is denoted by
0g(xp)) of function g(z) at x¢ is the O-subdifferential (i.e., e = 0).

THEOREM A.1. (Global optimality condition) A point * is a global op-
timal if and only if (iff) Och(z*) C Ocg(x*) for any € > 0.

THEOREM A.2. (Local optimality condition) A point =* is a local optimal
if Oh(z*) C int dg(x*), where int dg(x*) represents the interior of the set dg(z*).
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Online Supplementary File for the Paper

This online supplementary file contains all the proofs in our paper.

APPENDIX B: PROOFS IN SECTION 4
B.1 Proof of Theorem 4.1

PROOF. Since BA;) is d-stationary, the directional derivatives should be nonneg-
ative in all directions, especially in the direction of 8* — 3}

— (B = BYTXT(Y - XBY) + P 5 - ) 20,

where P;( 3); 3% — B7) is the directional derivative for the penalty function Py =
AIB]l1 — ha(B) at B} in the direction of g* — 3.

According to Lemma 4.1, there exists a subgradient z € dg(/3)), where dg(3))
is the set of subgradient of g(8) = ||3||; at 3, such that:

(B.1) VL(B)) + Az — Vha(Bp) = 0,

Multiplying by (56* — BQ)T on both side and plugging in Y = X 8* + ¢, we have

(8" = ) X e+ PL(B: 8" = B) =0,

S|

(= BTXTX(E - ) -

where without ambiguity, we let P;\(Bf;;,@* — BN = (B* = BHT(Az — VhA(B)))
since the true directional derivative for the penalty Py = A[|S[[1 — ha(B) at 3} in
the direction of 3* — 3, is greater than (8* — S2)T(Az — Vhr(B))). We thus will
have

(B2) (5 = BTXTX(E" - B) = — (8" — BT X e+ A 67 - ),

which implies we have the following hold for j ¢ S

— (B lsimn () XT X (5 — B)

1 4 . 5 5 5 5 : 5
(B3 =2 1(8);Isien((B),)X] e = A(B;1 + BB, (B));sien((32);)
< = eAl(B)sl;
where the “<” follows from Assumption 3.7.
For j € S
1 * A * A
LB = B X[ X (8" = B)
1 * o) * A A * )
BA) == (8= B X e+ MBT = Bz — WA((B);) (8" = ),
) . 5
<N~ Bl
where the “<” follows from \ > % and Assumption 3.2.
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Let v =% — Bfl‘, we thus will have

B3) L3~ BITXTXE ~B) < —eM0)selh + NW)slh,

where the inequality follows from Assumption 3.2.
Since the left hand side of the above is nonnegative, we will have v = * — Bﬁ €
C. Under the restricted strong convexity condition, we will have

1, . 4 . 5 5
(B.6) Ylvl5 < 5(5 —B)TXTX (B - Bp) < SA@)slh
Thus we will further have

vz < *AII( )slh < fM/IS 1#)]l2,

from which we will have the upper bound

(B.7) ol < 2 a/18T o 2V

O
B.2 Proof of Corollary 4.1
PRrROOF. From the proof of Theorem 4.1, let v = §* — )‘,we have
1 .
| 77X (8" = A3
1 * A * A
=— (8" = ) XTX(5" - 5y)
(B.8) " 5
< = eAl@)sells + Al (V)slh
5. .51
<NV
Y
O
B.3 Proof of Corollary 4.2
PROOF. Since ¢; for ¢ = 1,---,n are from sub-Gaussian distribution with
parameter 02,
aTe nt>
PlL->t] <2 ——
( n — ) exp ( 202)
By Bonferroni bound, we will have
XTe nt?
IP’(m 2 1) < 2exp (55 +logp)
By setting t = o Tlogp for some 7 > 2, we will be able to have
X7 2
IP’(m > ) < 2exp (- log p).
n
Thus
. S|lo
(B.9) 182 — 8%l <, ,/w
n
O
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B.4 Proof of Lemma 4.1

PRrOOF. We will first prove the necessity. Since Sy is a d-stationary solution
to the objective function F(f3), we will have

F/(ﬂ[)aﬁ - /80) > 07

for any 8 € RP, where F’'(By, 8 — By) denotes the directional derivative in the
direction of f — fBy. For any i = 1,--- , p, let 8 = By + e;, where e; € RP denotes
the unit vector with 1 in the ith position and 0 everywhere else. Let i~ = By —e;.
We will have:

F'(Bo, B — o) > 0,
Fl(ﬁ(bﬁi_ - BO) Z Oa
which implies

e For i such that SBy; # 0,
VL(Bo)i — Vh(Bo)i + sign(Boi) > 0,

—VL(Bo)i + Vh(Bo); — sign(Bos) > 0,

where sign(z) =1 if 2 > 0, sign(z) = -1 if z < 0.
e For ¢ such that Gy; =0,

VL(Bo)i — Vh(Bo)i+12>0,

~VL(Bo)i + Vh(Bo)i +1 > 0.
We thus conclude that
e For i such that SGy; # 0,

VL(Bo)i — Vh(Bo)i + sign(Boi) = 0,
e For i such that Gy; = 0,
IVL(Bo)i — Vh(Bo)i| < 1.

Thus for z such that z; = sign(fo;) when So; # 0 and z; = —(VL(5o)i — VR(Bo):)
when fy; = 0 is what we need.

On the other hand, if there exists some z € dg(5p), where dg(fp) is the set of
subgradient of g(3) at Sy, such that:

(B.10) VL(Bo) + 2z — Vh(By) = 0,
e For i such that SGy; # 0,
z; = sign(fo;) = 1 or — 1,
e For ¢ such that Gy; =0,

1< z=—(VL(Bo)i — Vh(Bo)i) < 1.
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e TFor i such that 8o # 0,
F'(Bo, B = Bo) = 0,
F'(B0, 8 — Bo) = 0.
e For i such that Gy; = 0,
F'(Bo, 8" = Bo) = VL(Bo)i — Vh(5o)i + 1

(B.11) =VL(Bo)i—Vh(Bo)i+2z+1—=z
=0+1—-22>0

F'(Bo, 8~ — Bo) = =VL(Bo)i + Vh(Bo)i + 1
(B.12) = —VL(Bo)i + VA(Bo)i — 2+ 1+ 2
=0+1+22>20
We thus conclude that the directional derivative of the objective function at Sy

is always nonnegative in any direction. This complete the proof. O

REMARK B.1.  From the proof Lemma 4.1, we can derive similar conditions
for “local mazximals” for B satisfying the following:

(B.13) F'(B,8-B) <0.
e Fori such that B; #0, o ~
F'(8,87 = p) =0,
F'(B,8" = B) =0.
o For i such that Bl =0,

VL(B); — Vh(B); +1 < 0,

—VL(B); + Vh(B); +1 <0.

The above implies that if the stationary solution f to the FOC satisfies: minle{Bi} =
0, it well only satisfy the condition for “local” minimals and thus be a d-stationary
solution.

B.5 Proof of Lemma 4.2
PROOF. Since L(8) = 5-||Y — X 3|13 is quadratic and convex, we have
1
L(B2) = L(B1) + VL(B1)" (B2 — 1) + (B2 — B1)TV2L(B)(B2 — Br),

where V2L(3;) is the Hessian matrix of L(3) at 3. Since v = 31 — 2 € C and
Assumption 3.8 holds on C, we will further have

L(B2) = L(B) + VL(B)T (B2 — B1) + 1182 — Bull3.

On the other hand, hy(f) is convex with 0 < p* < w < n, we will
have B

ha(B2) < ha(B1) + VA (81) (B — Bu) + 5162 = Bl
By combining the above two inequalities, we will be able to get (4.2). O
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B.6 Proof of Theorem 4.2

PRrROOF. The first part is easy to see since the feasible region is convex and is
a subset of C, in which the strong convexity condition holds (Assumption 3.8) for
the loss function (in our case, the least square loss function). The minimizer to a
strong problem is unique.
For the second conclusion, we first need to show that XSTXS is invertible and
ﬂg = (XE,;FX s)71X EY. This follows easily from the Assumption 3.8, which implies
Ymin(X % Xs), the minimum eigenvalue of X% Xg is larger than ny. We thus have
ﬁg = (XIXs)'X1Y.

B.14) BY — Bs = (X§Xg)T'XGY — p°
' = (X5 Xs) ' Xge

Since (X% Xg) 1 XZLe, where e; € Réwith all-zero elements except the j-th
coordinate. Recall that e has independent sub-Gaussian coordinates with the

same variance parameter o2, we thus will have

t2

(B.15) P(lej(XEXs) "1 XTe| > t) < 2exp— .
(Je ) lej (XE X)L X502

By using Bonferroni bound, the above implies

t2
le;(XTXg)"1XT|302

B.16) P max |e;(XZXg) 'XEe|>t) < 2sexp—
. J S S

]:17"'78
Taking t = C|le; (XL Xs) 1 XL e|20 - v/2log s with C > 0, we will have

188 — Billoo = I1(X5 Xs) ™ X el
(B.17) = max ej(XgXs)" Xge

< Ollej(XEXs)  XEell2o - /21og s
hold with probability at least 1 — 2exp —C?/s. Since for any j € {1,--- ,s},

lej(XEXs) ' XEe|3 = e;(XEXs) ' XGe(e;(X§Xg) ' XEeT)

= ¢j(X5Xs) e}

(B.18) v
< 1/9min (X5 Xs)
<1/nvy.
This complete the proof since ||3§. — B&c|loo = 0. O

B.7 Proof of Lemma 4.3

PROOF. According to Theorem 4.2, we will have for j € .S,
1891 > 1851 = 18° = B*[loo > ¢,

which further implies Pj(), 3) = 0.
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For j ¢ S, we will have h’)\(ﬁjo) = 0 and since the errors are sub-Gaussian,
there will exist § Q. € 0|8%. |1 satisfying inequality (4.4) with high probability
and [|€§. || < 75¢ where c is defined in the Assumption 3.7.

(VLa(B89)) g + MG = 0.

In order to see this, first we notice that Bg = (XIXe) X1y, ﬁgc = (0. We thus
will have (VLn(,BO))SC = —1Xg (Y — (X1 Xs)"'XLY). Plugging in the true
model Y = X 3*+¢, we will have (VLn(ﬁO))SC = -1 Xg(I-Xs(XTXs) 1 XT)e,
where (I — X S(XgX S)*ng)e is a vector of independent sub-Gaussian random
variables. By using the Bonferroni bound, we will have the conclusion. O

B.8 Proof of Lemma 4.4

PROOF. Since both 3 and 8° are d-stationary, per Lemma 4.3, we have:
(B =BT (V1a(89) +2¢%) 2 0,

and f3 is d-stationary, there exists aAf € 08ll1 ((where 9||3||; stands for the
subgradient of function ||S||1 at 8 = )) such that

(87 = A" (VAB) + ) =0
On the one hand,
0< (8% =BT (VAnB) +A¢)
< (87 = A" (VAn(8)) = M)sells + Al )sln
(B0 - BTXTX(B 80+ 50— B)— (87— f)TXTe
(8% - BT Tha(®) ~ M)sels + M sl
< 2 (8° ~ BT XTX(B — 50+ 60— B) — (5%~ BT XTe
+ 2 1B B = Al @)sells + 271 (s .

i¢S

(B.19)

By rearranging the terms, we will have

(B.20)
L 20 ATvTyiar a0\, L/ s0 T T v (20 X
~(B7 = B)TXTX(B" — O+ —(8C = BT XTX(BO = B) = Y |BilIn5 (B

¢S

1 .
- ;(50 = B)T X e = M (W)sellh + 2M[ ()51
On the other hand, according to the proof of Lemma 4.3, we will have
(VRA(B))) g = Asign(5S),

(Vh,\(ﬁo))) =0,
AGe = — (VLa(89)) g
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1
O

clloo < =
6:lo < 5
By using the above facts, we will further obtain

0< (58T (VABY) +X¢9)
1 A *

B.21) =-——(B-8)XTX(5 - 5°) -

<~ (5~ 8O XTX (8" - °) -

(BB XTe+ (B — BO)ENES

(B = O X"+ e (W) .

SI—3 |+

By rearranging the terms, we will have

B22) (357X e~ LMl @selh < (5%~ BTXTX (5"~ 6°)

1
n
Plugging inequality (B.22) to inequality (B.20), we will have
(B.23)

%(BO—B)TXTX@O—B) <> |Bi||hl)\(Bi)‘_)\H(V)SCHl‘*'%C)\”(V)SCH1+2)\H(V)SH1-
i¢S

Under the Assumption 3.7 with use of Bonferroni bound as in Corollary 4.2, we
will have

1 - . 8
(B.24)  0< (87 = BTXTX(B? = B) < = A (W)selln + 22X ()],
which implies A[|(v)se||1 < 2A[(v)s]l1 and v € C. O
B.9 Proof of Theorem 4.3

PROOF. According to Lemma 4.2, we will have at B and B9, respectively:
PB) = £A(B) + VBT (87 = B) + 151187 = BII,

(B 2 A(8°) + VAEOVT (3 - 80) + T 13 - 8913
Since ¢1 norm penalty is convex, we will have
Bl = MBI+ A~ 59)7¢°,
MBI = MlIBll + A8 = B)TE,

where é and £© are the same as in Lemma 4.4. Combine the above together, we
will have:

0> (VAA(B) + 26T (87 = B) + (VAA(B) + A6 (B = 59) + (v —07) 1187 = Bli3.
Since both 8 and € are d-stationary, we will have
(8= BT (VB2 +2¢°) =0,
and 3 is d-stationary, there exists a £ € V{||3]1} such that
(87 = BT (VAB) +A¢) = 0.
We thus will have 0 > (v — 57)||8° — 5|3, which implies that 5© = 3. O
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APPENDIX C: PROOFS IN SECTION 5
C.1 Proof of Theorem 5.1

PROOF. Since f3 is a d-stationary solution to Problem (5.1), we have
(C.1) VL(B) + Az — Vhy(B) = 0,

where z € dg(), where dg(f3) is the set of subgradient of g(3) = |31 at 3. We
can get the gradient for the loss function

n

VL) = - S W (XTH)X - ¥iX)).

i=1
We can further write the above expression as

n

VLB =+ 37 (0 (X ) Xi — ! (XTB)X0) + (0 (XTB)X; — Vi),

i=1

where the term (¢ (X7 8*) - Y; X;) dogs not depend on the d-stationary solution.
Multiply both side of (C.1) by (8* — 5)T, we have
(C.2)

(5*~B) { Z O (XTB)Xi—! (X[ B) Xi)+ (¢ (X] B7) Xi=Yi X)) +Az—Vha(B)} = 0.
By rearranging the terms, we have
—BT{ Z (XTB)X - (X]B)X0)}
- _5T{ Z (XTB)X; = YiXs) + Xz — Vha(B)}

—ﬁT{ Z "(XTB)Xi = YiXo)} + 2M(8° - B)s|h

— AlBsells + BSCVhA(ﬁ&-)
< @+ ANE* = Bslh = 5Bl

where the first “<” is due to the convexity of the cumulant function, and the last
one is due to the assumptions. We thus conclude that 8 € C, which is defined in
the Assumption 5.3. Given the restricted strong convexity, according to Lemma

4.2, let f(B) = L(B) — hx(B), we will have

B = B) + VAR (B - B) + B2

and
Ar(B) = BB + VABIT(B - 5% + L
Adding the above up, we have

(C.3) VAB) (B =8 = VB (6= B+ (v = n)lIB* = BlI5.
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Adding )\zT(B — %) to both side, we will have
(C.4) A K ) R A
0= (VAB) +X")(B=5") = VAL (B=)+ " (B=B")+ (=)= 5l3,

From inequalities (C.4) and (C.3), we have
(v =B = Bl < =VAB)T(B -5 = A" (5 - 5")
(C.5) < @+ DA = B)slh = SMBsell
< @+ )MISNIB - 8z

where the last “<” is due to the fact that ||(5 — 8%)sl. < /|S[||B — 5*[|]2. We
thus derive the bound that

.2 (4+c)A
(C.6) 18* = B2 < 72(7_77_)@

APPENDIX D: PROOFS IN SECTION 6
D.1 Proof of Lemma 6.1

PRrROOF. Given (i as the update in the kth iteration, we adopt the following
procedure to update the estimation:

p
(D.1) Bri1 = argmin L (8) + > (A = B(|Bwal))|Bil-
=1

Let Q(B18k) = Ln(B) + Al Brllr = ha(Br) + 3271 (A = b (1Bki)) (18i] = [Bil). Tt can
be easily checked that Q(S8k|8k) = F(Bk) and the following is equivalent to D.1:

(D.2) Br+1 = min Q(B|By).

Since hy(+) is convex by Assumption 3.4, we have

F(B) < Q(B|Bk)-

According to the definition of Sk, we have

F(Brr1) < Q(Brr1|Br) < Q(Br|Br) = F(Br)-
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