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Abstract

In this paper, we build upon notions from knowledge repre-
sentation and reasoning (KR) to expand a preliminary logic-
based framework that characterizes the model reconciliation
problem for explainable planning. We also provide a de-
tailed exposition on the relationship between similar KR tech-
niques, such as abductive explanations and belief change, and
their applicability to explainable planning.

Introduction

As there is a substantial need for transparency and trust be-
tween intelligent systems and humans, Explainable AI Plan-
ning (XAIP) has recently gained a lot of attention due to
its potential adoption in real-world applications. Within this
context, a popular theme that has recently emerged is called
model reconciliation (Chakraborti et al. 2017). Researchers
in this area have looked at how an agent can explain its
decisions to a human user who might have a different un-
derstanding of the same planning problem. These explana-
tions bring the model of the human user closer to the agent’s
model by transferring a minimum number of updates from
the agent’s model to the human’s model. However, a com-
mon thread across most of these works is that they, not sur-
prisingly, employ mostly automated planning approaches.

In this work, we tackle the model reconciliation prob-
lem (MRP) from the perspective of knowledge represen-
tation and reasoning (KR), where we lay the theoretical
foundations that extend a logic-based framework proposed
by Vasileiou et al. (2019) and argue that it can effectively
model the MRP. As our framework builds upon various KR
techniques, we further give a detailed exposition on the re-
lationship between such techniques and their applicability
to XAIP as well as provide two examples that highlight the
differences with our proposed framework.

Background

Logic: A logic L is a tuple 〈KBL, BSL, ACCL〉, where
KBL is the set of well-formed knowledge bases (or the-
ories) of L – each being a set of formulae. BSL is the

Copyright © 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

set of possible belief sets; each element of BSL is a set
of syntactic elements representing the beliefs L may adopt.
ACCL : KBL → 2BSL describes the “semantics” of L by
assigning to each element of KBL a set of acceptable sets
of beliefs. For each KB ∈ KBL and B ∈ ACCL(KB),
we say that B is a model of KB. A logic is monotonic if
KB ⊆ KB′ implies ACCL(KB′) ⊆ ACCL(KB).

Definition 1 (Skeptical Entailment) A formula ϕ in the
logic L is skeptically entailed by KB, denoted by KB|=s

Lϕ,
if ACCL(KB) 6= ∅ and ϕ ∈ B for every B ∈
ACCL(KB).

Definition 2 (Credulous Entailment) A formula ϕ in the
logic L is credulously entailed by KB, denoted by
KB|=c

Lϕ, if ACCL(KB) 6= ∅ and ϕ ∈ B for some
B ∈ ACCL(KB)

Definition 3 (Consistent Knowledge Base) A KB is con-
sistent iff ACCL(KB) 6= ∅ or, equivalently, iff KB does
not skeptically entail false.

Throughout this paper, we consider a finitary proposi-
tional language L and represent a knowledge base by a
propositional formula KB. For our later use, we will as-
sume that a negation operator ¬ over formulas exists. Ad-
ditionally, ϕ and ¬ϕ are contradictory with each other in
the sense that, for any KB and B ∈ ACCL(KB), if
ϕ ∈ B, then ¬ϕ 6∈ B; and if ¬ϕ ∈ B, then ϕ 6∈ B.
Therefore, if {ϕ,¬ϕ} ⊆ KB, then KB is inconsistent,
i.e., ACCL(KB) = ∅. ǫ ⊆ KB is called a sub-theory of
KB. A theory KB subsumes a theory KB′, denoted by
KB ⊳KB′, if ACCL(KB) ⊂ ACCL(KB′).

Classical Planning:A classical planning problem, typically
represented in PDDL (Ghallab et al. 1998), is a tuple Π =
〈D, I,G〉, which consists of the domain D = 〈F,A〉 –
whereF is a finite set of fluents representing the world states
(s ∈ F ) and A a set of actions – and the initial and goal
states I,G ⊆ F . An action a is a tuple 〈prea, effa〉, where
prea are the preconditions of a – conditions that must hold
for the action to be applied; and effa = 〈eff+a , eff−a 〉 are the

addition (eff+a ) and deletion (eff−a ) effects of a – conditions
that must hold after the action is applied. More formally, us-
ing δΠ : 2F × A → 2F to denote the transition function
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of problem Π, if s 6|= prea, then δΠ(s, a) |=⊥; otherwise,

δΠ(s, a) |= s∪eff+a \eff−a . The solution to a planning problem
Π is a plan π = 〈a1, . . . , an〉 such that δΠ(I, π) |= G, where
δΠ(s, π) = δΠ(δΠ(s, a1), π

′) with π′ = 〈a2, . . . , an〉. The
cost of a plan π is given by C(π,Π) = |π|. Finally, the
cost-minimal plan π∗ = argminπ∈{π′|δΠ(I,π′)|=G}C(π,Π)
is called the optimal plan.

Classical Planning as Boolean Satisfiability: A classi-
cal planning problem can be encoded as a SAT prob-
lem (Kautz and Selman 1992; Kautz et al. 1996). The basic
idea is the following: Given a planning problem P , find a
solution for P of length n by creating a propositional for-
mula that represents the initial state, goal state, and the ac-
tion dynamics for n time steps. This is referred to as the
bounded planning problem (P, n), and we define the for-
mula for (P, n) such that: Any model of the formula repre-
sents a solution to (P, n) and if (P, n) has a solution, then
the formula is satisfiable.

We encode (P, n) as a formula Φ involving one variable
for each action a ∈ A at each timestep t ∈ {0, . . . , n − 1}
and one variable for each fluent f ∈ F at each timestep
t ∈ {0, . . . , n}. We denote the variable representing action a
in timestep t using subscript at, and similarly for facts. The
formula Φ is constructed such that 〈a0, a1, . . . , an−1〉 is a
solution for (P, n) if and only if Φ can be satisfied in a way
that makes the fluents a0, a1, . . . , an−1 true. The formula Φ
is a conjunction of the following formulae:

• Initial state: Let F and I be the sets of fluents and initial
states, respectively, in the planning problem:∧

f∈I

f0 ∧
∧

f∈F\{I}

¬f0 (1)

• Goal state: Let G be the set of goal states:∧

f∈G

fn (2)

• Action scheme: Formulae enforcing the preconditions
and effects of each action a at time step t:

at ⇒
∧

f∈prea

ft (3)

at ⇒
∧

f∈eff
+
a

ft+1 (4)

at ⇒
∧

f∈eff
−

a

¬ft+1 (5)

• Explanatory frame axioms: Formulae enforcing that
facts do not change between subsequent time steps t and
t+1 unless they are effects of actions that are executed at
time step t:

¬ft ∧ ft+1 ⇒
∨

{at | f ∈ eff+a } (6)

ft ∧ ¬ft+1 ⇒
∨

{at | f ∈ eff−a } (7)

• Action exclusion axioms: Formulae enforcing that only
one action can occur at each time step t:∧

a∈A

∧

a′∈A|a6=a′

(¬at ∨ ¬a′t) (8)

where A is the set of actions in the planning problem.

Finally, we can extract a plan by finding an assignment
of truth values that satisfies Φ (i.e., for all time steps t =
0, . . . , n − 1, there will be exactly one action a such that
at = True). This could be easily done by using a sat-
isfiability algorithm, such as the well-known DPLL algo-
rithm (Davis et al. 1962).

Model Reconciliation Problem: An MRP is defined by the
tuple Ψ = 〈Φ, π〉, where Φ = 〈MR,MR

H〉 is a tuple of

the agent’s model MR = 〈DR, IR, GR〉 and the agent’s ap-
proximation of the human’s model MR

H = 〈DR
H , IRH , GR

H〉 ,

and π is the optimal plan in MR. A solution to an MRP is an
explanation ǫ such that when it is used to update the human’s

modelMR
H to M̂

R,ǫ
H , the plan π is optimal in both the agent’s

model MR and the updated human model M̂
R,ǫ
H . The goal

is to find a cost-minimal explanation, where the cost of an
explanation is defined as the length of the explanation by
Chakraborti et al. (2017)

Logic-based Explanations in Planning

We now describe our framework, which generalizes the pre-
liminary framework proposed by Vasileiou et al. (2019), that
solves the model reconciliation problem by computing cost-
minimal explanations with respect to two knowledge bases.
We formulate the notion of explanation in the following set-
ting, where, for brevity, we use the term |=x

L for x ∈ {s, c}
to refer to skeptical (s) or credulous (c) entailment:

Explanation Generation Problem: Given two knowl-
edge bases KBa and KBh and a formula ϕ in a logic
L. Assume that KBa |=x

L ϕ and KBh 6|=x
L ϕ. The

goal is to identify an explanation (i.e., a set of formu-
las) ǫ ⊆ KBa such that when it is used to update KBh

to K̂B
ǫ

h, the updated K̂B
ǫ

h |=x
L ϕ.

When updating a knowledge base KB with an explana-
tion ǫ, the updated knowledge base KB ∪ ǫ may be incon-
sistent as there may be contradictory formulas in KB and
ǫ. As such, to make KB consistent again, one needs to re-
move this set of contradictory formulae γ ⊆ KB from KB.
Further, it is vital that the KB must contain all formulae per-
taining to the action dynamics of the given planning problem
(see (Kautz et al. 1996)).

Definition 4 (Knowledge Base Update) Given a knowl-
edge base KB and an explanation ǫ, the updated knowledge

base is K̂B
ǫ
= KB∪ǫ\γ, where γ ⊆ KB\ǫ is a set of for-

mulae that must be removed from KB such that the updated

K̂B
ǫ

is consistent.1

We now define the notion of a support of a formula w.r.t. a
knowledge base before defining the notion of explanations.

Definition 5 (Support) Given a knowledge base KB and a
formula ϕ in logic L, assume that KB |=x

L ϕ. We say that
ǫ ⊆ KB is an x-support of ϕ w.r.t. KB if ǫ |=x

L ϕ. Assume

1Intuitively, one should prefer the set of formula γ that is re-
moved to be as small as possible, though we chose to not require
such a restriction here.



that ǫ is an x-support of ϕ w.r.t. KB. We say that ǫ ⊆ KB
is a ⊆-minimal x-support of ϕ if no proper sub-theory of
ǫ is an x-support of ϕ. Furthermore, ǫ is a ⊳-general x-
support of ϕ if there is no support ǫ′ of ϕ w.r.t. KB such that
ǫ subsumes ǫ′.

Definition 6 (Explanation) Given two knowledge bases
KBa and KBh and a formula ϕ in logic L, assume that
KBa |=x

L ϕ and KBh 6|=x
L ϕ. An explanation for ϕ from

KBa for KBh is a support ǫ w.r.t. KBa for ϕ such that the

updated K̂B
ǫ

h |=x
L ϕ, where K̂B

ǫ

h is updated according to
Definition 4.

Explanations in Planning

Even though explanations can be composed for arbitrary
queries, in this paper, we identify two important problems:
(1) Explaining the validity of a plan to the human user, and
(2) Explaining the optimality of a plan to the user. Natu-
rally, the former problem must be solved before the latter
problem since the user must accept that the plan is valid be-
fore they accept that the plan is optimal. However, it may be
the case that only the former problem must be solved, es-
pecially when plan optimality is not a major concern to the
user. From now until the end of this section, we use KBa

and KBh to denote the knowledge bases encoding the plan-
ning problem of the planning agent and the human user, re-
spectively.

Plan Validity: Assume π is a valid plan with respect to KBa

but not KBh. In other words, it is not possible to execute π
to achieve the goal with respect to KBh. For example, an
action in the plan cannot be executed because its precondi-
tion is not satisfied, an action in the plan does not exist, or
the goal is not reached after the last action in the plan is ex-
ecuted. From the perspective of logic, a plan is valid if there
exists at least one model in KBh in which the plan can be
executed and the goal is reached:

Definition 7 (Plan Validity) Given a planning problem Π,
a plan π of Π, where αt is the action of the plan at time
step t, and a knowledge base KBh encoding Π, π is a valid
plan in KBh if KBh|=

c
Lπ ∧ gn, where gn is the fact cor-

responding to the goal of the planning problem at time step
n.

Plan Optimality: Assume that π∗ is an optimal plan in a
model of KBa. To explain the optimality of π∗ to KBh, we
need to prove that no shorter (optimal) plan exists in KBh.
Thus, we need to prove that no shorter plan exists in all mod-
els of KBh. This can be easily done by using the notion of
skeptical entailment.

Definition 8 (Plan Optimality) Given a planning problem
Π, a plan π of Π with length n, and a knowledge base KBh

encoding Π, the plan π is optimal in KBh if and only if

KBh|=c
Lπ∧gn and KBh|=s

Lφ, where φ =
∧n−1

t=0 ¬gt and gi
is the fact corresponding to the goal of the planning problem
at time step i.

In essence, the query φ in the above definition is that no plan
of lengths 1 to n− 1 exists. Therefore, when combined with

the fact that a plan π of length n that achieves the goal state
exists, then that plan must be an optimal plan.

A Simple Approach for Restoring Consistency: When up-
dating KBh using Definition 6, it might be necessary to re-
tract some formulae from KBh to guarantee consistency. To
efficiently solve this problem, we exploit a simple observa-
tion: There exists only a single model in a knowledge base
encoding a planning problem that is consistent with an op-
timal plan π∗ for that problem. The reason is that all facts
are initialized by the start state and cannot change between
subsequent time steps unless there are effects of actions that
are executed. Further, only one action can be taken at each
time step and all actions are deterministic. Using this ob-
servation, we generalize that the formulae in KBh that are
false according to this model must be erroneous with respect
to KBa. A trivial approach would be to use that model to
identify the erroneous formulae and replace them with the
corresponding (correct) formulae from KBa. Thus, specify-
ing a cost-function that minimizes the complexity of an ex-
planation, i.e., w.r.t. subset-cardinality, this framework can
be used to model the MRP and yield minimal explanations.

Key Differences with the Previous Framework: The key
differences with the preliminary framework proposed by
Vasileiou et al. (2019) are the following: (1) The previous
framework was restricted to skeptical entailment while our
generalized version applies to credulous entailment as well.
(2) The previous framework assumes that KBh ⊆ KBa,
which negates the need to remove any formula from KBh

during the update process to maintain consistency. In con-
trast, our framework makes no such assumption.

Relationship to Other KR Work

As our proposed framework bears some similarities with the
theory of belief change and abductive explanations, in this
section, we first describe their underlying theory. We then
provide in the next section two examples that illustrate the
differences between these approaches.

Abductive Explanations

Explanations in knowledge base systems were first intro-
duced by Levesque (1989) in terms of abductive reasoning,
that is, given a knowledge base and a formula that we do
not believe at all, what would it take for us to believe that
formula? A more formal definition is provided below.

Definition 9 (Abductive Explanation) Given a knowledge
base KB and a query q to be explained, α is an explanation
of q w.r.t. to KB iff KB ∪ {α} is consistent and KB ∪
{α}|=s

Lq.

Usually, such explanations are phrased in terms of a hypoth-
esis set H (set of atomic sentences – also called abducibles),
and, generally, is an intuitive methodology for deriving root
causes.

Belief Change

Belief change is a kind of change that can occur in a knowl-
edge base. Depending on how beliefs are represented and
what kinds of inputs are accepted, different typologies of



belief changes are possible. In the most common case, when
beliefs are represented by logical formulae, one can distin-
guish three main kinds of belief changes, namely, expansion,
revision, and contraction. In the following, we formally de-
scribe the aforementioned notions.

Expansion: An expansion operator of a knowledge base can
be formulated in a logical and set-theoretic notation:

Definition 10 (Expansion Operator) Given a knowledge
base KB and a formula φ, +e is an expansion operator if it
expands KB by φ as KB +e φ := {ψ : KB ∪ φ ⊢ ψ}.

It is trivial to see that KB+e φ will be consistent when φ is
consistent with KB, and that KB+e φ will be closed under
logical consequences.

Revision: A belief revision occurs when we want to add
new information into a knowledge base in such a way that,
if the new information is inconsistent with the knowledge
base, then the resulting knowledge base is a new consis-
tent knowledge base. Alchourrón, Gärdenfors, and Makin-
son conducted foundational work on knowledge base revi-
sion, where they proposed a set of rationality postulates,
called AGM postulates, and argued that every revision op-
erator must satisfy them (Alchourrón and Makinson 1985;
Gärdenfors 1986; Gärdenfors et al. 1995). Although revi-
sion cannot be defined in a set-theoretic manner closed under
logical consequences (like expansion), it can be defined:

Definition 11 (Revision Operator) Given a knowledge
base KB and a formula φ, +r is a revision operator if it
satisfies the AGM postulates for revision and modifies KB
w.r.t. φ such that the resulting KB is consistent.

The underlying motivation behind the AGM postulates
is that when we change our beliefs, we want to retain
as much as possible the information from the old beliefs.
Thus, when incorporating new information in the knowl-
edge base, the heuristic criterion should be the criterion of
information economy (i.e., minimal changes to the knowl-
edge base is preferred). As such, a model-theoretic char-
acterization of minimal change has been introduced by
Katsuno and Mendelzon (1991b), where minimality is de-
fined as selecting the models of φ that are “closest” to the
models of KB.

However, the AGM rationality postulates will not be
adequate for every application. Katsuno and Mendelzon
(1991a) proposed a new type of belief revision called up-
date. The fundamental distinction between the two kinds of
belief revision in a knowledge base, namely revision and up-
date, is that the former consists of incorporating information
about a static world, while the latter consists of inserting in-
formation to the knowledge base when the world described
by it changes. As such, they claim that the AGM postulates
describe only revision and showed that update can be char-
acterized by a different set of postulates called KM postu-
lates.

Definition 12 (Update Operator) Given a knowledge base
KB and a formula φ, +u is an update operator if it satisfies
the KM postulates for update and modifies KB w.r.t. φ such
that the updated KB incorporates the change in the world
introduced by φ.

From a model-theoretic view, the difference between re-
vision and update, although marginal at first glance, can be
described as follows: Procedures for revising KB by φ are
those that satisfy the AGM postulates and select the mod-
els of φ that are “closest” to the models of KB. In contrast,
update methods are exactly those that satisfy the KM postu-
lates and select, for each model I of KB, the set of models
of φ that are closest to I . Then, the updated KB will be
characterized by the union of these models.2

To better illustrate the distinction between revision and
update, let us consider the following example.

Example 1 Consider proposition logic theories over the set
of propositional letters {a, b} with the usual definition of
models, satisfaction, etc. Assume a knowledge base KB =
{(a∧ ¬b) ∨ (¬a ∧ b)} and φ = {a}. If we choose to update
KB with φ then, according to Katsuno’s postulates, the re-
sulting KB will be KB +u φ = {a}. Now, if we choose to
revise KB then KB +r φ = {a ∧ ¬b}, according to the
second AGM postulate.

It is worth mentioning that, on a high level, the key differ-
ence between update and revision is a temporal one: Update
incorporates into the knowledge base the fact that the world
described by it has changed, while revision is a change to
our world description of a world that has not itself changed.
We refer the reader to Katsuno and Mendelzon (1991a) for
a comprehensive description as well as an intuitive meaning
between revision and update.

Contraction: Similarly to the AGM postulates for revision,
Alchourrón and Makinson (1985) proposed a set of axioms
that any contraction operator must satisfy. Therefore, a con-
traction operator is defined by:

Definition 13 (Contraction Operator) Given a knowledge
base KB and a formula φ, −c is a contraction operator if it
satisfies the AGM postulates for contraction, and contracts
KB w.r.t. φ by retracting formulae in KB without adding
of new ones.

Interestingly, it has been shown that the problems of revi-
sion and contraction are closely related (Gärdenfors 1988).
Despite the fact that the postulates that characterize revision
and contraction are “independent,”3 revision can be defined
in terms of contraction (and vice versa). This is referred to
as the Levi identity (Levi 1978).

Two Illustrative Examples

To illustrate the differences between our approach and the
KR approaches described in the previous section, we discuss
below how they operate on two planning examples.

Problem 1

Assume a planning problem with only one action A =
{precondition: P , effect: E} with initial and goal states P
and E, respectively. Clearly, the plan for this problem is

2This approach is called the possible models approach
(pma) (Winslett 1988).

3In the sense that the postulates for revision do not refer to con-
traction and vice versa.



π∗ = [A]. Also, assume that the human user is not aware
that action A has effect E. Now, the knowledge bases en-
coding the models of the agent and the human, in the fashion
of Kautz et al. (1996), are:

• KBa = [P0,¬E0, E1, A0 → P0, A0 → E1,¬E0∧E1 →
A0],

• KBh = [P0,¬E0, E1, A0 → P0].

Further, without loss of generality, suppose that the explana-
tion needed to explain π∗ to KBh is ǫ = [A0 → E1,¬E0 ∧
E1 → A0].

Abductive Explanations: Abductive explanation cannot be
applied in this setting because KBh does not contain any
causal rules that can be used to abduce the query.

Revision: Since the union of ǫ and KBh is consistent, the
revision operator will yield a trivial update according to the
second AGM axiom: KBh +r ǫ = KBh ∪ ǫ.

Update: To use the update operator, we first need to find the
models of KBh and ǫ:

Models(KBh): I1 = {P0, E1, A0}, I2 = {P0, E1}.

Models(ǫ): J1 = {A0, E1, P0}, J2 = {A0, E1},
J3 = {A0, E1, E0, P0}, J4 = {A0, E1, E0},
J5 = {E1, E0, P0}, J6 = {E1, E0},
J7 = {E0, P0}, J8 = {E0}, J9 = {P0}, J10 = {}.

Now, according to the KM postulates, we need to find the
models of ǫ that are closest to I1 and I2. Then, the updated
KB will be the disjunction of the conjunction of the vari-
ables in each model. Now, let the function Diff(m1,m2) de-
note the set of propositional letters with different truth values
in models m1 and m2.

Then, for I1, it is easy to see that the closest model is J1
because Diff(I1, J1) = ∅ < Diff(I1, Jk) for all k. So, J1
is selected. For I2, we need to calculate the difference for
every model of ǫ:

Diff(I2, J1) = {A0}, Diff(I2, J2) = {A0, P0},

Diff(I2, J3) = {A0, E0}, Diff(I2, J4) = {A0, E0, P0},
Diff(I2, J5) = {E0}, Diff(I2, J6) = {P0, E0},

Diff(I2, J7) = {E0, E1}, Diff(I2, J8) = {E0, E1, P0},
Diff(I2, J9) = {E1}, Diff(I2, J10) = {P0, E1},

where sets with the minimal elements are underlined. So, J1,
J5, and J9 are selected and the final result is the union of all
selected models, that is, Models(KBh+u ǫ) = {J1, J5, J9}.
Thus, the resulting KB must satisfy all three models, yield-
ing the following: KBh +u ǫ = [

(
A0 ∧ E1 ∧ P0 ∧ ¬E0

)
∨(

E1 ∧ E0 ∧ P0 ∧ ¬A0

)
∨
(
P0 ∧ ¬E1 ∧ ¬A0 ∧ ¬E0

)
].

Our Approach: As a first step, our method will first check
if KBh is consistent with the model of KBa. Since it is, it

will simply insert ǫ to KBh, yielding K̂B
ǫ

h = KBh ∪ ǫ just
like revision.

In conclusion, this problem demonstrates that it is possi-
ble for belief revision to yield the same update as our ap-
proach, which is when KBh ∪ ǫ is consistent (per AGM
postulates). It also highlights why belief update is not ap-
plicable for explainable planning, namely that the updated
knowledge base KBh +u ǫ violates the action dynamics of
planning problems (Kautz et al. 1996).

Problem 2

Now assume a planning problem with the two actions A =
{precondition: P , effect: G} and B = {precondition: E,
effect: G} with initial and goal states P and G, respectively,
and a plan π∗ = [A]. Also, assume that the human user is
not aware that action A has effect G. Then, the knowledge
bases encoding the models of the agent and the human are:

• KBa = [P0,¬E0,¬G0, G1, A0 → P0, A0 → G1, B0 →
E0, B0 → G1,¬G0 ∧G1 → A0 ∨B0,¬A0 ∨ ¬B0],

• KBh = [P0,¬E0,¬G0, G1, A0 → P0, B0 → E0, B0 →
G1,¬G0 ∧G1 → B0,¬A0 ∨ ¬B0].

As in the previous problem, we now assume that the expla-
nation needed is ǫ = [A0 → G1,¬G0 ∧G1 → A0 ∨B0].

Abductive Explanations: The method of abductive expla-
nations will fail in this setting due to the fact that KBh is
inconsistent. Further, even if it is consistent, we will still not
be able to find any abductive explanations due to the lack of
causal rules in KBh.

Revision: Following AGM postulates, revision cannot be
applied because KBh is individually inconsistent.

Update: Again, as KBh is inconsistent, and according to
KM update postulates, it cannot be repaired using update.

Our Approach: As KBh ∪ ǫ is inconsistent, our ap-
proach will identify the erroneous formula ¬G0 ∧ G1 →
B0 and replace it with the corresponding correct formula
¬G0 ∧ G1 → A0 ∨ B0 from KBa, thereby restoring con-

sistency. The updated knowledge base will be K̂B
ǫ

h =
[P0,¬E0,¬G0, G1, A0 → P0, A0 → G1, B0 → E0, B0 →
G1,¬G0 ∧G1 → A0 ∨B0,¬A0 ∨ ¬B0].

In summary, this problem demonstrates that when KBh

is inconsistent, abductive explanations, revision, and update
cannot be applied but our approach can be applied.

Discussion and Conclusions

A key distinction between the previous approaches and our
approach is that, historically, belief change refers to a sin-
gle agent revising its belief after receiving a new piece of
information that is in conflict with its current beliefs; so,
there is a temporal dimension in belief change and a require-
ment that it should maintain as much as possible the belief
of the agent, per AGM postulates. Our notion of explanation
is done with respect to two knowledge bases and there is no
such requirement (with respect to KBh). For example, if the
agent believes that block A is on block B, the human believes
that block B is on block A, and the explanation does not re-
move this fact from the human’s KB, then the agent and the
human will still have some conflicting knowledge about the
positions of blocks A and B after the update. Thus, the pre-
vious notions of belief change cannot accurately capture and
characterize the MRP problem.

Similar to belief change, explanation differs from other
similar notions, such as diagnosis (Reiter 1987). In general,
a diagnosis is defined with respect to a knowledge base KB,
a set of components H , and a set of observations O. Given
that KB∪O∪{¬ab(c) | c ∈ H} is inconsistent, a diagnosis
is a subset S of H such that KB ∪ O ∪ {ab(c) | c ∈ S} ∪



{¬ab(c) | c ∈ H \S} is consistent. Here, ab(c) denotes that
the component c is faulty.

Generalizing this view, the inconsistency condition could
be interpreted as the query q and KB ∪ O|=s

L¬q. Then a
diagnosis is a set S ⊆ H such that KB ∪ O ∪ S|=s

Lq. An
explanation for q from KBa to KBh is, on the other hand, a
pair (S1, S2) such that (KBh \S2)∪S1|=s

Lq. Thus, the key
difference is that an explanation might require the removal
of some knowledge of KBh while a diagnosis does not.

A recent research direction that is closely related to the
proposed notion of explanation is that by Shvo et al. (2020),
where they propose a general belief-based framework for
generating explanations that employs epistemic state the-
ory to capture the models of the explainer (agent in this pa-
per) and the explainee (human user in this paper), and in-
corporates a belief revision operator to assimilate explana-
tions into the explainee’s epistemic states. A main difference
with our proposed framework is that our framework restricts
knowledge to be stored in logical formulae, while theirs con-
siders epistemic states that can characterize different types
of problems and have no such restriction.

To conclude, we build upon notions from KR to expand
a preliminary logic-based framework that characterizes the
model reconciliation problem for explainable planning. We
further provide a detailed exposition on the relationship be-
tween our framework and other similar KR techniques, such
as abductive explanations and belief change, using two illus-
trative planning examples to describe their differences.

As our explanations are currently represented in logical
formulae, specifically in propositional logic, in our future
work, we aim to translate them into a human-understandable
format (e.g., by employing natural language processing
techniques). Further, we plan to generalize our framework
to account for problems beyond classical planning problems,
such us hybrid planning (PDDL+ (Fox and Long 2006)), as
long as these problems can be encoded using a logical for-
malism.
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