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Abstract 10 

As one of the most powerful approaches to mechanistically understanding complex chemical 11 

reaction systems and performing simulations or predictions, kinetic modeling has been widely 12 

used to investigate advanced oxidation processes (AOPs). However, most of the available models 13 

are built based on limited systems or reaction mechanisms so they cannot be readily extended to 14 

other systems or reaction conditions. To overcome such limitations, this study developed a 15 

comprehensive model on phenol oxidation with over 550 reactions, covering the most common 16 

reaction mechanisms in nine AOPs—four peroxymonosulfate (PMS), four peroxydisulfate (PDS), 17 

and one H2O2 systems—and considering the effects of co-existing anions (chloride, bromide, and 18 

carbonate) and product formation. Existing models in the literature were first gathered and revised 19 

by correcting inaccurately used reactions and adding other necessary reactions. Extensive model 20 

tuning and validation were then conducted by fitting the model against experimental data from 21 

both this study and the literature. When investigating the effects of anions, we found that PDS/CuO 22 

suffered the least impact, followed by the H2O2/UV and other PDS systems, and finally the PMS 23 
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systems. Halogenated organic byproducts were mainly observed in the PMS systems in the 24 

presence of halides. Most of the 556 reactions were found to be important based on the sensitivity 25 

analysis, with some involving anions even among the most important, which explained why these 26 

anions can substantially alter some of the reaction systems. With this comprehensive model, a deep 27 

understanding and reliable prediction can be made for the oxidation of phenol (and likely other 28 

phenolic compounds) in systems containing one or more of the above AOPs. 29 

 30 
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 35 

Highlights 36 

 A comprehensive kinetic model was developed for 7+ AOPs with 550+ reactions; 37 

 Intermediates were considered for the tuning and validation of the model; 38 

 PDS/CuO suffered least from anions followed by H2O2/UV and other PDS/PMS systems; 39 
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 Sensitivity analysis indicated that anions affected the importance of reactions; 40 

 This model can be easily applied to hybrid systems and different contaminants. 41 

 42 

1. Introduction 43 

Advanced oxidation processes (AOPs) are among the most important water treatment 44 

technologies for organic contaminant removal. They often rely on the activation of oxidants, such 45 

as peroxymonosulfate (PMS), peroxydisulfate (PDS), and H2O2, by either energy inputs or 46 

catalysts to induce the formation of reactive oxygen species (ROSs), including sulfate (SO4
•−) and 47 

hydroxyl (•OH) radicals (Lee et al., 2020; Wang and Wang, 2018). Recent studies also reported 48 

the involvement of singlet oxygen (1O2) or direct electron transfer (DET) processes in some of the 49 

AOP systems (Duan et al., 2018b; Huang and Zhang, 2019). Utilizing the unique long-distance 50 

electron transfer property of the prepared catalyst, recent studies developed a “Galvanic oxidation 51 

process” that achieved contaminant oxidation even when PMS and the contaminant were 52 

physically separated from each other (Huang and Zhang, 2019; 2020a). The reaction mechanisms 53 

are usually complex as the reactions between ROSs and organic contaminants generate many 54 

intermediates/products. These intermediates/products can further react with the ROSs and their 55 

persistence and risks may vary significantly compared to the parent compounds. Moreover, various 56 

impact factors exist in real water treatment scenarios, such as the coexisting anions, as mentioned 57 

below. They can sometimes significantly alter the reaction mechanisms and impact the 58 

contaminant removal efficiency, oxidant utilization efficiency, and product formation.  59 

Kinetic modeling is a powerful approach to gain mechanistic understandings of these 60 

systems and can help formulate strategies for improving the treatment efficiency. Extensive 61 

modeling studies have been reported for many AOPs, such as H2O2/UV, PDS/UV, chlorine/UV, 62 
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and chloramine/UV (Chuang et al., 2017; Crittenden et al., 1999; Grebel et al., 2010; Yang et al., 63 

2014; 2016). Some best examples include 180 reactions for a  H2O2/UV system (Grebel et al., 64 

2010), 188 reactions for  H2O2/UV and PDS/UV systems (Yang et al., 2014), 140 reactions for  65 

H2O2/UV and PDS/UV systems (Zhang et al., 2015), and 203 reactions for HOCl/UV,  H2O2/UV, 66 

and O3/UV systems (Bulman et al., 2019). A number of studies have also considered intermediate 67 

transformation in their kinetic models (Duesterberg and Waite, 2006; 2007; Guo et al., 2014b; 68 

Kang et al., 2002; Li et al., 2004; 2007; Luo et al., 2021; Mora et al., 2011; Qian et al., 2016; Zhao 69 

et al., 2021; Zhou et al., 2018). For example, Li et al. performed the kinetic modeling of 70 

trichloroethene degradation considering four intermediates and 67 reactions in one system 71 

(H2O2/UV) (Li et al., 2007). Duesterberg and Waite modeled the oxidation of p-hydroxybenzoic 72 

acid with 49 reactions considering one intermediate (3,4-dihydroxybenzoic acid) in the H2O2/Fe 73 

system (Duesterberg and Waite, 2007). However, a large portion of the reaction rate constants 74 

were set as fitting parameters in some studies (e.g., 12 out of 67 (Li et al., 2007), and 13 out of 101 75 

(Qian et al., 2016)), which may introduce overparameterization issues. This generally leads to 76 

perfect fitting under the studied conditions but potentially poor fitting under other conditions due 77 

to the low accuracy of the fitted rate constants. Furthermore, most of these models were built on a 78 

limited number of systems and experimental conditions, so they cannot be readily applied to other 79 

systems or conditions. As a result, new models need to be developed every time for new systems. 80 

This is time consuming and labor intensive. To overcome both the overparameterization issue and 81 

applicability limitation, more systems and experimental conditions should be considered to build 82 

a robust and comprehensive model. 83 

The performance of AOPs is also known to be affected by halides (including Cl− and Br−) 84 

or carbonate (collectively referred to as the “anions” hereafter), often through generating different 85 
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reactive species. For example, Grebel et al. demonstrated that carbonate significantly decreased 86 

the phenol degradation rate in a  H2O2/UV system because the reaction of •OH with carbonate 87 

forms less reactive carbonate radicals (CO3
•−). Such an effect is much stronger than that of Cl− but 88 

weaker than that of Br− (Grebel et al., 2010). In PMS-based systems, halides have reportedly 89 

accelerated the contaminant removal because of the reactions of PMS with halides to form non-90 

radical RHSs (e.g., HOX, X2, X = Cl or Br) (Fang et al., 2016; Luo et al., 2019; Wang et al., 2017). 91 

These non-radical RHSs can sometimes be very abundant compared to the original ROSs and 92 

result in significantly faster contaminant oxidation, although they may also lead to inhibited 93 

mineralization and formation of toxic halogenated byproducts (Fang et al., 2016; Luo et al., 2019; 94 

Wang et al., 2017). Given the ubiquitous presence of these anions in the aquatic environment, it is 95 

important to systematically evaluate their impacts on the performance of different AOPs under 96 

various conditions. However, current studies considering anions only focused on very limited 97 

numbers of oxidants, activation approaches, and reaction mechanisms in each model. The 98 

inclusion of additional oxidants/activation approaches may require a lot more reactions that would 99 

otherwise have not been modeled. 100 

To resolve above limitations, a comprehensive model needs to be developed for a large 101 

number of systems covering most of the known oxidants and activation mechanisms. It can also 102 

be easily applied to, for instance, compare the performance of different systems side by side and 103 

simulate the scaled-up water treatment systems under various conditions without having to conduct 104 

experimental tests. When hybrid systems are employed in some water treatment scenarios (e.g., 105 

PDS and H2O2 coupled with UV, catalyst, and heat (Monteagudo et al., 2015)), where multiple 106 

reactants and/or activation mechanisms are involved, this comprehensive model would be even 107 

more powerful to describe the systems and providing mechanistic understandings.  108 
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In this work, four PMS, four PDS, and one H2O2 systems were first experimentally 109 

evaluated for phenol oxidation in both the absence and presence of anions. Then a comprehensive 110 

kinetic model was developed for 7+ AOPs considering different oxidants, activation approaches, 111 

reaction mechanisms, and other impact factors. The HOX/UV systems were also included in the 112 

model because they existed under some conditions (e.g., the PMS/UV system with Cl− and Br− 113 

resulting in HOCl/UV and HOBr/UV systems). The intermediate transformation was also modeled. 114 

Phenol was selected as the model compound because it is widely used in industries and is toxic to 115 

aquatic life (Olmez-Hanci and Arslan-Alaton, 2013). Although it can be relatively easily oxidized 116 

by AOPs, phenol is the most basic phenolic compound and shares significant similarity with many 117 

other contaminants. Using phenol would be, therefore, helpful to develop a model that can be 118 

easily adopted for a wide range of contaminants. Extensive model tuning and validation were then 119 

carried out by fitting the model against the experimental data from both this study and the literature. 120 

Detailed balancing was performed to fix the reaction loop illegality issues, and the model 121 

sensitivity analysis was conducted to evaluate the importance of each reaction. With the developed 122 

model, the effect of anions on the reaction mechanisms and the importance of different ROSs 123 

responsible for phenol degradation and product formation, were evaluated.  124 

 125 

2. Materials and methods 126 

 Details in chemicals and materials used in this study can be found in the Supplementary 127 

Material (SM) Text S1. The AOP systems were selected to include most of the known reaction 128 

mechanisms associated with oxidants PMS, PDS, and H2O2; activation approaches; and 129 

responsible ROSs. A total of four PMS, four PDS, and one H2O2 systems were investigated (details 130 

in Text S2). Detailed experimental procedures and analytical methods can be found in Text S3, 131 
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including the UV intensity and pathlength determination, catalyst preparation, experimental setup, 132 

and the quantification of PMS, PDS, H2O2, phenol, and the degradation products. 133 

2.1. Kinetic modeling 134 

The model development consisted of four stages, i.e., initial development, improvement, 135 

tuning, and validation. We first conducted an extensive literature review and compiled all reported 136 

reactions that may occur in the studied systems. Most of the rate constants were obtained from the 137 

literature. 40 of them were estimated (e.g., based on the linear correlations between the natural log 138 

of the second-order rate constant k (ln k) and the reduction potentials of the oxidants (Grebel et al., 139 

2010; Pavitt et al., 2017; Zagal et al., 2019), details in Fig. S1 and Table S4 (with 95% confidence 140 

intervals)). 8 were obtained by setting them as the fitting parameters while fitting the model against 141 

the experimental data. For reactions that were inaccurately applied in the literature, revisions were 142 

also made (details in Section 3.3). The whole model was built using the computer program 143 

Kintecus 6.8 (Ianni). To include the effects of ionic strength and temperature on the reaction rate 144 

constants, the Davies Equation and the Van’t Hoff rules were applied, respectively (details in Text 145 

S4).  146 

For the UV-based systems, the photolysis rate of the oxidants for the formation of radicals 147 

may change considerably throughout the reaction due to the change of the chemical compositions. 148 

More details about how to dynamically calculate the photolysis rate in Kintecus for a given system 149 

can be found in Text S5.  150 

The stages 1-4 of model development can be found in Text S6. 151 

 152 

2.2. Detailed balancing using DETBAL 153 

Kinetic models in AOPs can consist of hundreds of reactions; many of these reactions form 154 

loops which sometimes violate the principles of detailed balancing (Stanbury, 2020; Stanbury and 155 
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Harshman, 2019). Two types of violations are commonly encountered (Fig. 1): (1) unopposed 156 

irreversible reactions making the loop illegal, and (2) the rate constants of the reactions in a legal 157 

loop do not meet the equilibrium requirement (Wegscheider’s condition). A computer program 158 

called “DETBAL” has been developed recently (Stanbury, 2020; Stanbury and Harshman, 2019) 159 

and was used in this study to solve these violations. More details about the principles and the 160 

program can be found in Text S7. 161 

  162 

 163 

 164 

Fig. 1. Two types of detailed balancing violations: (A) illegal loops, and (B) violation of the 165 

Wegscheider’s condition. 166 

 167 

2.3. Model overparameterization control 168 

Setting a reasonable number of fitting parameters can be helpful to obtain values that are 169 

difficult to be directly measured. However, this may lead to over-parameterization—perfect 170 

fittings under the studied conditions, but poor fittings under other conditions due to the low 171 

accuracy of the fitted rate constants. This is more likely when the number of fitting parameters is 172 
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larger than that of the fitted datasets. Keeping the number of fitting parameters smaller than that 173 

of the experimental conditions is an effective way to avoid this issue. 174 

 175 

2.4. Model sensitivity analysis 176 

As this model consists of a large number of reactions and it is unclear whether or not all of 177 

them are important for the model, sensitivity analysis must be performed. To do that, we used the 178 

built-in function in Kintecus to calculate the normalized sensitivity coefficients (NSCs) with the 179 

command “-SENSIT:1:3” (see the Kintecus manual for details). The NSCs are the normalized 180 

partial derivatives of each species with respect to each reaction rate constant (Eq. A). In other 181 

words, Kintecus changes the rate constant k of a specific reaction and determines how the 182 

concentrations of all the species in the reaction system respond to this change—the number of the 183 

calculated NSCs is therefore equal to that of the total species. When the responses are significant 184 

(large absolute NSCs) for some species, this reaction is important, and vice versa. Following this 185 

method, Kintecus changes all the k values one by one and see how the concentrations of all the 186 

species in the system are affected. As a result, this process provides a 2D vector (matrix) with the 187 

number of NSCs equal to the number of reactions multiplied by the number of species, as shown 188 

in the Excel file “Huang and Zhang_Kinetic modeling.xlsx” in the Supplementary Material. 189 

𝑁𝑁𝑁𝑁𝑁𝑁 = (
𝜕𝜕[𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆]
[𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆]

𝜕𝜕𝜕𝜕
𝑘𝑘

)𝑘𝑘 = (𝜕𝜕𝜕𝜕𝜕𝜕[𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆]
𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕

)𝑘𝑘     (A) 190 

 191 

3. Results and discussion 192 

3.1. Performance of the nine AOP systems 193 

The phenol degradation rates and oxidant utilization efficiencies were evaluated in the 194 

absence and presence of the anions (including Cl-, Br- and HCO3
-), as shown in Fig. 2. In the three 195 
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UV systems without the anions, PDS showed the highest phenol degradation rate followed by 196 

H2O2 and then PMS, while this order changed to PDS > PMS > H2O2 in the presence of the anions. 197 

The orders of the oxidant utilization efficiencies were H2O2 > PDS > PMS and PMS > PDS > H2O2 198 

under the UV condition with and without anions, respectively. These were mainly due to the 199 

different photoproperties of these oxidants and the reaction rate constants of phenol/intermediates 200 

with different ROSs. Additional discussion can be found in Text S8.  201 

    202 

Fig. 2. Left: Pseudo first order phenol degradation rate constants in (A) PMS, (C) PDS, (E) H2O2 203 

and the corresponding control systems; Right: oxidant utilization efficiencies of (B) PMS, (D) PDS, 204 

(F) H2O2 and the corresponding control systems. No bars on the left panel indicate no appreciable 205 

phenol transformation detected. The oxidant utilization efficiencies are “undefined” in some 206 

systems (D and F) because the oxidant consumption (denominator) is zero. Experimental 207 

conditions: [oxidant]0 = 1 mM, [phenol]0 = 50 µM, pH = 7 with 20 mM of borate buffer for all but 208 
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the base systems. The activation conditions included UV at 254 nm (for UV systems), heat at 70 °C 209 

(for PDS/heat system), base at pH 10 with 20 mM of borate buffer (for base systems), or catalyst 210 

at 0.1 g/L (for catalyst systems). “w/ anions” indicated [Cl−]0 = 141 mM, [Br−]0 = 0.05 mM, and 211 

[HCO3
−]0 = 11.5 mM. Error bars represent the data range of experimental replicates (n ≥ 2).  212 

 213 

3.2. Initial model development (stage 1) 214 

This stage of model development mainly involves the initiation reactions (Table S3) and 215 

the transformation of ROSs. Overall, the fitting was poor for most of the systems. For example, 216 

for the PMS/UV and PDS/UV systems, the phenol degradation rates seemed to be constant as the 217 

reactions went on, being underestimated at the beginning but overestimated at the end of the 218 

reactions (Fig. S2). This is potentially because some important reactions and intermediate 219 

transformations were not yet considered. In reality, intermediates may compete with the parent 220 

compound for the consumption of ROSs to decrease the phenol degradation rate as the reaction 221 

continues. Therefore, considering more reactions as well as the formation of 222 

intermediates/products may significantly improve the model. Nevertheless, at the current stage, 223 

we also observed that, according to the primary ROS transformation pathways in the presence of 224 

halides (Scheme S1), some of the species such as Cl2
•–, Br2

•–, Cl•, and HO2
• served as important 225 

bridges for the transformation of other species. Some of them such as Cl2
•– and Br2

•– were indeed 226 

later found to be important contributors to the contaminant oxidation (Section 3.6). 227 

 228 

3.3. Model improvement (stage 2) 229 

In the process of model development, we observed that some reactions have been 230 

inaccurately used in some of the previous modeling studies. For example, O2 was often treated as 231 
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the product in the •OH + HO2
•/O2

•− type of reactions (Reactions 100-103, Table S1) (Cheng et al., 232 

2018; Crittenden et al., 1999; Grebel et al., 2010; Yang et al., 2014). However, recent studies have 233 

performed convincing experiments, such as the enhancing and quenching tests on a 234 

chemiluminescence system, electron spin resonance, and chemical trapping by mass spectrometry, 235 

to demonstrate the formation of 1O2 rather than O2 (Li et al., 2015; Lin and Liu, 2008; Liu et al., 236 

2006; Qi et al., 2016; Zhou et al., 2013). Therefore, we adopted 1O2 as the product here. The •OH 237 

+ HO2
•/O2

•− type of reactions are also the primary steps in the formation of 1O2 in base-activated 238 

PMS (Duan et al., 2018b; Qi et al., 2016). Similarly, the reactions of radical RHSs with HO2
• or 239 

O2
•−, including Reactions 56, 57, 78, 79, 119, 137, and 138 in Table S1, should also form 1O2 240 

instead of O2 because these RHSs can be easily converted from and to •OH. In addition, the oxygen 241 

as a product in the reactions of H2O2 with HOX/X2 has been reported to be all at the excited state 242 

(1O2), as shown in Reactions 108, 111, 112, 123, 128, 129, 130, and 134 in Table S1 (Held et al., 243 

1978; Khan and Kasha, 1970; Piatt and O'brien, 1979), but many modeling studies adopted O2 244 

rather than 1O2 (Bulman et al., 2019; Cheng et al., 2018; Grebel et al., 2010; Yang et al., 2014; 245 

Zhang et al., 2015). More discussions can be found in Text S9. 246 

Studies have also frequently neglected the important roles of S2O8
•− and ClO•. As they have 247 

been proven to be strong oxidants and can effectively oxidize a wide range of organic contaminants 248 

(Alfassi et al., 1988; Bulman et al., 2019; Duan et al., 2018a; Kong et al., 2018; Wu et al., 2016), 249 

they were included in the model. More details can be found in Text S9. 250 

Upon the incorporation of the above reactions, the improved model was fitted against the 251 

experimental data, as shown in Figs. 3A-G. By making the four unavailable rate constants as the 252 

fitting parameters (Reactions 1, 3, 5, and 6 in Table S1), we were able to obtain good fittings for 253 

all the seven systems with and without the anions (14 systems in total). This suggested that the 254 
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model can describe the systems well. Another indication of the good model performance is that 255 

the model-fitted rate constant of PDS activation by heat was 7.8 × 10-6 s-1, close to the reported 256 

value of 5.4 × 10-6 s-1 under similar conditions (70 °C, pH 5) (Yang et al., 2019).  257 

  258 

 259 

Fig. 3. (A-G) Stage 2 model improvement by fitting against the experimental phenol degradation 260 

(black) and oxidant consumption (red) data of the systems PMS/Co3O4, PMS/FeMnO, PMS/UV, 261 

PDS/CuO, PDS/heat, PDS/UV, and  H2O2/UV with or without the anions. The solid and open 262 

points are the experimental data in the absence and presence of the anions, respectively. The solid 263 

and dashed lines are the model simulation results. Experimental conditions: [oxidant]0 = 1 mM, 264 

[phenol]0 = 50 µM, pH = 7 with 20 mM borate buffer, and 70 °C for PDS/heat systems. (H-I) 265 

Model tuning by fitting against the experimental data of the systems  H2O2/UV with and without 266 

the anions under the conditions: [H2O2]0 = 2 mM, [phenol]0 = 100 µM, pH = 7 with 20 mM borate 267 
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buffer. The simulation of a few intermediates that were not experimentally monitored are 268 

illustrated in Fig. S4. Error bars represent the data ranges of experimental replicates (n ≥ 2). 269 

 270 

3.4. Model tuning (stage 3) 271 

3.4.1. Inclusion of degradation intermediates 272 

Although the model developed in stage 2 showed satisfactory fitting results for both phenol 273 

and the oxidants, the formation and further transformation of intermediates/products were still not 274 

included.  275 

Overall, the oxidation of phenol by radical and non-radical species goes through two 276 

pathways, as illustrated in Schemes 1 A and B, respectively. More details can be found in Text 277 

S10 and Scheme S2. 278 
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   279 

Scheme 1. Pathways of phenol transformation by (A) radical ROSs and (B) non-radical RHSs. 280 

After incorporating the above pathways into the model, we conducted another series of 281 

experiments with a higher initial phenol concentration for the systems of PMS/Co3O4, PDS/UV, 282 

and  H2O2/UV with or without the anions. As it is challenging to model all possible intermediates 283 

in AOPs even for simple compounds (Kamath et al., 2018), we only monitored some of the most 284 

important ones, including catechol, hydroquinone, and p-benzoquinone. The model was then fit 285 

against the experimental data. As shown in Figs. 3H-I and S3, by making four additional unknown 286 

rate constants as the fitting parameters (Reactions 285, 375, 376, and 490 in Table S1), we 287 

observed good fittings for all the 6 systems. This suggested that this comprehensive model can 288 
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simulate the product transformation well. The details of the finalized model containing a total of 289 

556 reactions can be found in Table S1. 290 

 291 

3.4.2. Detailed balancing using DETBAL 292 

The first round of detailed balancing analysis identified a total of 315 loops and two of 293 

them were illegal. The fundamental elements of these loops were all reactions. The second round 294 

of analysis was performed by checking whether these small loops can form larger loops. As a 295 

result, a total of 24 illegal loops were further identified, each containing small loops as the elements. 296 

In addition, a total of 16 loops were found to disagree with the Wegscheider’s condition. These 297 

issues were fixed following the approaches described in Section 2.2 and Text S7. Because such a 298 

detailed balancing process has not been widely adopted in the literature, it would be helpful to 299 

keep but mark the reactions that were removed to illustrate the modifications, as shown in Table 300 

S1 (26 crossed and highlighted reactions). Overall, the removal of these reactions did not lead to 301 

significant changes in the species we monitored during the simulation, especially when anions 302 

were not present (data not shown).  303 

 304 

3.4.3. Model overparameterization control 305 

In this study, a total of 8 fitting parameters were used while more than 20 experimental 306 

conditions (different oxidants, activation approaches, presence or absence of anions, and reactant 307 

concentrations) were fitted. Therefore, overparameterization was largely avoided. 308 

 309 
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3.5. Model validation (stage 4) 310 

After the development of the model, a third batch of experiments was carried out for four 311 

systems, i.e., PMS/UV and PDS/heat with and without the anions, to validate the model. As shown 312 

in Figs. 4A-C and S5A, the model demonstrated very good simulation for phenol and the three 313 

intermediates in all the four systems. The difference in the intermediate formation was mainly due 314 

to the significant alteration of the major ROSs responsible for phenol oxidation (Tables S6 and 315 

S7), which resulted in different pathways of intermediate formation (Scheme 1). The effects of 316 

anions are discussed in Section 3.6. 317 

In addition to the experimental data collected in this study, the kinetic results for a few 318 

external systems were extracted from the literature for model validation. For example, a  H2O2/UV 319 

system was selected under the experimental conditions of [phenol]0 = 5.17 mM, [H2O2]0 = 0.245 320 

M, and temperature = 45 °C (Alnaizy and Akgerman, 2000). The UV irradiation parameters were 321 

slightly adjusted to reflect the different UV intensity, effective path length and possible UV length. 322 

As shown in Fig. 4D, the model fitted moderately well to the degradation of phenol and the 323 

evolution of catechol and hydroquinone. We believe these fits are reasonable given that some of 324 

the reaction conditions were unknown, such as the ionic strength and potential introduction of 325 

halides during the solution preparation. Based on the kinetic data from another study (Mora et al., 326 

2011), the phenol and TOC (total organic carbon) removal was modeled for a PDS/heat system 327 

under three conditions, as shown in Figs. 4E-F and S5B. The TOC was calculated by the sum of 328 

the carbon weights from the major organic compounds, including phenol, o-, p-, and m-329 

benzoquinones, and dihydroxybenzenes. Other species such as dihydroxybiphenyls and 330 

phenoxyphenols were also included but they did not make noticeable contributions (See the Excel 331 

file “Huang and Zhang_Kinetic modeling.xlsx” in the Supplementary Material for details). 332 
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Surprisingly, the model demonstrated good fits to the phenol and TOC trends although TOC was 333 

never used during the model development. This further validated the obtained model.  334 

 335 

 336 

Fig. 4. First row: Model validation by fitting against the experimental data of systems (A) PMS/UV 337 

without the anions and (B) PMS/UV with the anions, both under the conditions: [PMS]0 = 2 mM, 338 

[phenol]0 = 100 µM, pH = 7 with 20 mM borate buffer; and (C) PDS/heat without the anions under 339 

conditions: [PDS]0 = 2 mM, [phenol]0 = 100 µM, pH = 7 with 20 mM borate buffer, and 70 °C. 340 

Error bars represent the data ranges of experimental replicates (n ≥ 2). Second row: Model 341 

validation by fitting against the data from the literature of systems (D)  H2O2/UV under conditions: 342 

[phenol]0 = 5.17 mM, [H2O2]0 = 0.245 M, and 45 °C (Alnaizy and Akgerman, 2000); (E) PDS/heat 343 

under conditions: [PDS]0 = 10 mM, [phenol]0 = 110 µM, [TOC]0 = 7.4 mg/L, pH = 2, and 70 °C 344 

(Mora et al., 2011); and (F) PDS/heat under conditions: [PDS]0 = 10 mM, [phenol]0 = 470 µM, 345 

[TOC]0 = 31.8 mg/L, pH = 2, and 70 °C (Mora et al., 2011). 346 

 347 
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3.6. Effects of the anions and contributions of different ROSs 348 

With the developed model, the phenol degradation kinetics and the contribution of different 349 

ROSs can be easily simulated under different reaction conditions. We tried different combinations 350 

of Cl–, Br–, and HCO3
– to examine how the systems responded to the changes. As shown in Tables 351 

S6 and S7, in the absence of the anions, the phenol degradation in all the systems is almost always 352 

attributed to well-known ROSs or pathways (This result was obtained by simply tracking the 353 

phenol reactions with other species in the Kintecus program (details in Text S11)). For example, 354 

in Table S6, SO4
•– contributed to 99.8% of phenol degradation in the PMS/Co3O4 system, and DET 355 

was responsible for 100% in the PMS/FeMnO system. However, in the presence of the three anions, 356 

the largest contributors in the PMS/Co3O4 system shifted to CO3
•– (72.2%) and HOBr (11.5%), 357 

while SO4
•– only contributed 4.6%. A similar phenomenon existed in all other PMS systems. In 358 

addition to the reactions of the anions with the radicals, Cl– and Br– can also react with PMS at 359 

relatively high rates (k = 1.8 × 10-3 and 0.7 M-1 s-1, respectively) to form HOX and subsequently 360 

other non-radical RHSs (Huang and Zhang, 2020b). These species could be abundant and 361 

contributed to the fast phenol oxidation, as shown in Fig. 2. Therefore, the PMS systems can be 362 

more susceptible to the matrix effects than the PDS or H2O2 systems. For the PDS systems (Table 363 

S7), DET, SO4
•–, and SO4

•– contributed to around 100% of phenol degradation in PDS/CuO, 364 

PDS/Heat, and PDS/UV systems, respectively, in the absence of the anions. In the presence of the 365 

three anions, however, the key species were found to be S2O8
•– in both PDS/Heat and PDS/UV 366 

systems. None of the three anions affected the PDS/CuO system. As mentioned earlier, the 367 

PDS/CuO system under neutral conditions solely relies on DET for phenol oxidation. Therefore, 368 

although Cl–, Br–, and HCO3
– may inhibit this process by affecting the complexation between PDS 369 

and CuO, no new ROSs would generate to a noticeable level to alter the reaction mechanism. 370 
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For the H2O2/UV system, •OH contributed to more than 80% of the phenol degradation 371 

under all the conditions. This indicates that H2O2/UV has higher robustness than the PDS/UV and 372 

PDS/heat systems. This agrees well with a study reporting that Cl– did not exhibit noticeable effects 373 

on the 2,4,6-trichlorophenol oxidation and product formation in a  H2O2/UV system (Fang et al., 374 

2016). This might be due to the milder scavenging effects of the anions on •OH than on SO4
•–. As 375 

shown in Eqs. B and C, X– generally reacts with •OH to form HOX•–, which proceeds to form OH– 376 

and X•. In contrast, X– often reacts with SO4
•– to directly form SO4

2– and X•. According to the rate 377 

constants of Reactions 37-42, 62-64, 66, and 67 (Table S1), such a scavenging effect is much more 378 

pronounced on SO4
•– than on •OH. This has also been reported in another study (Zhang and Parker, 379 

2018). Therefore, following the PDS/CuO system,  H2O2/UV would be the second most robust 380 

system regarding the effect of halides.  381 

•OH + X– ⇌ HOX•– ⇌ OH– + X•     (B) 382 

SO4
•– + X– ⇌ SO4

2– + X•      (C) 383 

 384 

3.7. Prediction of intermediate formation 385 

Another advantage of having a comprehensive model is to easily predict the intermediate 386 

formation under different conditions without having to carry out any experiments. The simulated 387 

product formation for different systems and conditions are shown in Tables S8 and S9. HCO3
– 388 

slightly altered the product distribution but did not change the types of products for all the systems. 389 

Upon the addition of Cl– and/or Br–, however, significant amounts of halogenated products such 390 

as halophenols, dihalophenols, and haloresorcinols formed in all the PMS-based systems. As 391 

mentioned above, this shift was primarily due to the formed non-radical RHSs resulting in the 392 

halide-substitution reactions. In contrast, halides did not exhibit such an effect in any of the PDS 393 
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or H2O2 systems because of the negligible formation of non-radical RHSs. On the other hand, 394 

although halides can result in radical RHSs in some of the systems, as mentioned above, these 395 

RHSs generally oxidize organic compounds through electron transfer reactions rather than halide 396 

substitution (Grebel et al., 2010). This agrees well with another study reporting that only 0.03% of 397 

halophenols formed in a  H2O2/UV system with a halide level similar to that in this study (Grebel 398 

et al., 2010). Therefore, we conclude that the formation of halogenated byproducts would primarily 399 

be a concern for the PMS-based systems but not for the PDS or H2O2 systems, especially when the 400 

halide concentrations are low and the reaction time is short (e.g., less than 60 min). Although not 401 

modeled, the system of PMS/base may not form halogenated byproducts either because the 402 

reactions between PMS and halides can be significantly retarded under alkaline conditions (Huang 403 

and Zhang, 2020b). 404 

 405 

3.8. Model sensitivity analysis 406 

To identify the most important reactions in all the AOP systems (assuming merging the 407 

seven systems into one), we performed sensitivity analysis in the presence of anions by including 408 

all the initiation reactions in Table S3. As shown in the Excel file “Huang and Zhang_Kinetic 409 

modeling.xlsx” in the Supplementary Material and Fig. S6, the sensitivity analysis was conducted 410 

for the beginning (1 s), the middle (480 s), and the end (960 s) of the reactions based on the model 411 

simulations. However, since some of the reactions have not started at the beginning while others 412 

have already completed at the end, the sensitivity analyses for the systems at these times may not 413 

accurately reflect the real importance of these reactions. Therefore, hereafter we mainly interpret 414 

the results at the middle of the simulated reactions (480 s). Positive NSCs indicate positive 415 

contributions of the corresponding reactions to the corresponding species while negative results 416 
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suggest negative contributions. Larger absolute values generally mean higher importance of the 417 

reactions. As different reactions contribute differently to different species, and the species of 418 

interest usually change from case to case, we decided to sum all the positive, negative, and absolute 419 

NSC values for each reaction to show their overall importance to the whole system, as shown in 420 

the sheet “Sensitivity_480s, columns ‘DP, DQ, and DR’” in the Excel file.  421 

A total of 26 reactions (with green color) was found to have no or minimum contributions 422 

to all the species. Most of these reactions involve uncommon species such as BrO2
–, BrOCl•H2O, 423 

and BrClO2. On the other hand, it is interesting to know that overall, the reaction CO3
•– + H2O2 → 424 

HCO3
– + HO2

• (Reaction 144) was the most important (but negatively). CO3
•– + S2O8

2– → CO3
2– 425 

+ S2O8
•– (Reaction 149) had the largest positive contribution followed by Br– + HSO5

– → HOBr 426 

+ SO4
2– (Reaction 165). This might be because the formed S2O8

•– and HOBr are strong oxidants 427 

and can oxidize a wide range of organics or facilitate other reactions. More details about the 428 

importance of each reaction can be found in the Excel file. By using the filters in the spreadsheet, 429 

one can check which reaction is most important for a specific species. Overall, all the top reactions 430 

are those we are already familiar with, and many of them have been included in Scheme S1. It is 431 

also interesting to know that many reactions (especially those related to the anions) are more 432 

important than the initiation reactions in Table S3. This explains why the presence of anions in 433 

some cases can significantly alter the reaction pathways and the product formation. With this 434 

sensitivity analysis approach, one can also easily analyze the importance of reactions to understand 435 

why and how different reaction conditions affect the whole system. 436 

 437 
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3.9. Model applicability to other reaction systems or contaminants 438 

Although the development of this model only involved seven systems, it covers most of 439 

the known reaction mechanisms in AOPs with PMS, PDS, or H2O2 as the oxidant, including radical, 440 

non-radical, and DET processes. Therefore, this model can be easily applied to many other systems 441 

(e.g., hybrid systems) with only minor modifications, mostly by adding necessary initiation 442 

reactions. For example, in a study where PDS and H2O2 were activated simultaneously by UV, 443 

catalyst, and heat (Monteagudo et al., 2015), existing models would not be able to provide 444 

mechanistic insights for the system. However, the model developed in this study can easily do so. 445 

For other AOPs pertaining to different oxidants such as ozone (e.g., O3, O3/UV, O3/H2O2, and 446 

O3/PMS), these systems generally form •OH and/or SO4
•− as the primary ROSs and, thus, can be 447 

well simulated using the current model as well.  448 

This new model is also significant in that, although only phenol was used as the parent 449 

contaminant, it can be easily extended to many other contaminants. This is because nearly half of 450 

the reactions are about the ROS transformation and can be directly reused, while many of the 451 

remaining reactions can be adopted if the contaminants or reaction intermediates contain 452 

compounds such as monohalophenols, dihalophenols, dihydroxybenzenes, and benzoquinones. 453 

Moreover, recent studies developed a computer program based on known reaction rules to 454 

automatically generate the reaction pathways of a given organic contaminant with •OH (Guo et al., 455 

2014a; Guo et al., 2014b). The reaction rate constants of the intermediates/products with •OH can 456 

be predicted using reported quantitative structure-activity relationship (QSAR) models (Zhong et 457 

al., 2020a; Zhong et al., 2020b). Such QSAR models are under rapid development for different 458 

ROSs thanks to the application of machine learning (Zhong et al., 2020a; Zhong et al., 2020b). 459 

The current limitation is that the computer program is still limited to •OH. If it can be further 460 
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improved to generate reaction pathways for other ROSs, it would be promising to couple it with 461 

the model developed in this study to substantially expand the applicability of both tools.  462 

 463 

4. Conclusion 464 

This study first evaluated the performance (phenol degradation rates and oxidant utilization 465 

efficiencies) of four PMS, four PDS, and one H2O2 systems for phenol oxidation in the absence or 466 

presence of halides and carbonate. A comprehensive kinetic model was then built based on seven 467 

systems with over 550 reactions. Compared to previous modeling studies, this work considerably 468 

improved the model by combining all possible reactions and revising the reactions that have been 469 

inaccurately applied in other models. The transformation of a number of intermediates/products 470 

was considered to gain a more detailed understanding of the systems. The application of various 471 

modeling approaches, from detailed balancing using DETBAL, to overparameterization control, 472 

and to model validation with additional measurements and external systems, also significantly 473 

improved the reliability of the obtained model. Different from most other kinetic models, each of 474 

which was built for mostly single systems, the model developed in this study can be applied to 475 

complex hybrid systems involving different oxidants and/or activation mechanisms. Our modeling 476 

results revealed that, among the 7 AOPs, the PDS/CuO system was the most robust against the 477 

impact of halides and carbonate, followed by the  H2O2/UV system, and the rest of PDS and PMS 478 

systems.  479 

However, this model also has a few limitations. For example, the number of the 480 

experimentally measured intermediates is small, which indicates that the prediction of other 481 

intermediates may not be as reliable as them. In addition, only three co-existing ions are considered 482 

in this study. In reality, many other ions and organics (e.g., NOM) may also be present in the target 483 



25 
 

water. Their roles in the kinetic model and effects on the water treatment should be investigated 484 

as well. 485 
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