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Abstract 
The importance of data science and engineering (DSE) education cannot be overstated and 
undergraduate education offers a critical link in providing more DSE exposure to students and 
expanding the supply of DSE talent. Currently significant progress has been made in classwork, 
while progress in hands-on research experience is still lacking. To help fill this gap, we propose 
to create data-enabled engineering project (DEEP) modules in the form of interactive Jupyter 
Notebooks based on real data and applications. We hypothesize that this web-based interactive 
development and learning environment (IDLE) will enable easy and wide adoption of the DEEP 
modules by other educators and institutions. In this work, we will present our ideas, the rationale 
behind the proposed approach, the work in progress, and the future plans for the project. 

Keywords 
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Introduction 
Data science is emerging as a field that is revolutionizing the world. A 2018 National Academies 
report – Data Science for Undergraduates: Opportunities and Options [1] states that “Work 
across nearly all domains is becoming more data driven, affecting both the jobs that are available 
and the skills that are required. As more data and ways of analyzing them become available, 
more aspects of the economy, society, and daily life will become dependent on data.” In 2019, 
LinkedIn ranked “data scientist” the No. 1 most promising job in the U.S. based on job openings, 
salary, and career advancement opportunities and reported a 56% rise in job openings for data 
scientists over the previous year. The Bureau of Labor Statistics considers data science in the top 
20 fastest growing occupations and has projected 31% growth between 2019-2029. Due to 
COVID-19, new job postings in data science and analytics have declined overall, however, they 
appear to be declining at a slower rate than that of most other occupations. And within the 
finance and insurance industry, new job postings in the analytics and data science space have 
actually increased.[2] The ever-increasing computing power, the exponential growth of data, and 
the desires of various industries and institutions to better use the data for informed decisions and 
optimal business outcomes, have been widely considered the reasons for the increasing demand 
of talents in data science and data analytics. To meet this increasing demand of data scientists 
and engineers, the National Academies report has recognized that undergraduate education offers 



a critical link in providing more data science and engineering (DSE) exposure to students and 
expanding the supply of DSE talents. DSE education requires both appropriate classwork and 
hands-on experience with real data and real applications. While significant progress has been 
made in the former, one key aspect that has yet to be addressed is hands-on experience 
incorporating real-world applications. Specifically, it is insufficient for undergraduate students to 
be handed a “canned” data set and be told to analyze it using the methods that they are studying. 
Such an approach will not prepare them to solve more realistic and complex problems, especially 
those involving large, unstructured data. Instead, students need repeated practice with the entire 
DSE cycle beginning with ill-posed questions and “messy” data [1]. To this end, the following 
gaps have been identified. (1) There is a lack of real data and application based interactive 
learning materials for students to learn different aspects of DSE relevant to their life experiences 
and future job requirements. (2) There is lack of real data and application based research 
experiences or projects for students to practice the entire DSE workflow. To help fill these gaps, 
we have proposed to create interactive data-enabled engineering project (DEEP) modules based 
on real data and applications to be easily and widely adopted by other institutions. The rest of the 
paper is organized as follows. In Section 2, we briefly review some existing efforts and discuss 
their limitations. Section 3 presents the proposed approach. The work in progress is discussed in 
Section 4. The project future plans are presented in Section 5. 

The existing efforts and their limitations 
It has been recognized that textbooks and traditional lecture courses may offer limited help in 
developing students’ capability in applying the theory and methods to solve real, complex 
problems [1]. There have been some efforts that integrate real projects and real data into DSE 
education. Some of them are listed in Table 1. However, there are limitations of these approaches 
including increased time, organizational and pedagogical demands, and other burdens on 
instructors[3], [4], challenges in solicitation of live projects [4], difficulty in finding assignments 
that motivate all students[5], possible lack of immediate applications, etc. More importantly, 
there is no learning material generated from these efforts that can be widely adopted for 
enhancing DSE education at other institutions. 

Table 1. Some existing work on integrating real world data and applications into DSE education 
Category Representatives Advantages Limitations  
Live or 
real 
project 
based 
DSE 
course 

Syracuse[6]: projects from 
instructor’s clients;  
UT-Austin[7], Radford[4]: 
projects from on-campus 
centers; 
New Hampshire: projects 
from external partners[8] 

Improve students’ 
motivation and 
engagement;  
Promote teamwork;  
Improve students’ written 
and oral communications 
skills 

Increased time, 
organizational, and 
pedagogical demands, and 
other burdens on 
instructor[3], [4]; 
Solicitation of live projects 
is challenging, among 
others[4], [9], [10] 

No learning 
materials 
generated 
that can be 
widely 
adopted for 
enhancing 
DSE 
education at 
other 
institutions. 

Real data 
based 
DSE 
course 

Smith College: 
Twitter[11];  
Multiple institutions: 
DataFest[12] using 
multiple datasets of variety 
fields; 
Temple: multiple climate 
datasets[13] 

Similar to those of live or 
real project based but to a 
lesser extent depending 
on the data source and 
domain expert support 
availability. 

Difficult to find 
assignments that motivate 
all students[14]; May not 
have immediate 
applications 



The proposed approach 
To address the above-mentioned limitations, we propose to develop data-enabled engineering 
project (DEEP) modules guided by the latest research on experiential learning theory (ELT). 
Experiential learning (EL) is the process of learning through experience, and is more specifically 
defined as “learning through reflection on doing”[15], [16]. Kolb helped to develop the modern 
theory of experiential learning, which focuses on the learning process of individual[15]. As 
shown in Fig. 1 (a), Kolb’s EL is typically represented by a learning cycle: 1. Concrete 
Experience (e.g., a new experience or situation); 2. Observation & Reflection of the new 
experience (e.g., inconsistencies between experience and understanding); 3. Generalization & 
Abstraction (e.g., reflection gives rise to a new idea, or modification of an existing one); 4. 
Applying & Testing (e.g., apply idea(s) to the world). Fig. 1 (b) shows the entire DSE lifecycle, 
which shares the most important feature of EL cycle: it is a repeated cyclical process, and its 
different steps can be registered with different elements in EL cycle. 

  

(a) Experiential learning 
cycle[17] 

 

(b) DSE lifecycle 

Fig. 1 (a) Experiential learning cycle; (b) a sample DSE lifecycle highlights the most important feature 
of experiential learning cycle: the learning of DSE lifecycle is an iterative cyclical and spiral process. 

In addition, course-based undergraduate research experience (CURE) is a form of experiential 
learning that promotes all EL components in a positive cyclical and spiral learning process. As 
most DSE applications are open-ended research problems and learning an entire DSE lifecycle is 
really a research experience, the latest research on CURE provides excellent guidance for 
assembling DEEP modules into research projects. In particular, a 2019 study found that short 
CURE modules are an excellent alternative to more complex and costly whole-course CUREs 
and provide measurable metacognitive benefits to students[18]. Another benefit of short CURE 
modules is that they can be flexibly inserted into existing curricula[18], [19]. Therefore, we 
further propose to adapt the short CURE module mechanism to assemble DEEP modules into 
short DEEP-CUREs.  

  



Work in progress 
Sources of real data and applications 
To achieve the project goals, we have developed two internet-of-things (IoT) enabled laboratory 
engineering testbeds and generated real data under various application scenarios[20]–[22]. 
Another important source of real data and applications is the sample datasets from MathWorks, 
which are listed in Table 2. As can be seen, most of these datasets have science and engineering 
background and applications, which make them especially suitable for this project. In addition, 
there are publicly available datasets, including those from Kaggle 
(https://www.kaggle.com/datasets), Amazon (https://registry.opendata.aws/), Google 
(https://cloud.google.com/bigquery/public-data/), the U.S. government (https://www.data.gov/), 
and many others. Some of them may be suitable for DEEP-CUREs, but we have not looked into 
them carefully. 

Table 2. MathWorks sample datasets (https://www.mathworks.com/help/stats/sample-data-sets.html) 

File Description of Dataset 
acetylene.mat Chemical reaction data with correlated predictors 
arrhythmia.mat Cardiac arrhythmia data from the UCI machine learning repository 
carbig.mat Measurements of cars, 1970–1982 
carsmall.mat Subset of carbig.mat. Measurements of cars, 1970, 1976, 1982 
census1994.mat Adult data from the UCI machine learning repository 
cereal.mat Breakfast cereal ingredients 
cities.mat Quality of life ratings for U.S. metropolitan areas 
discrim.mat A version of cities.mat used for discriminant analysis 
examgrades.mat Exam grades on a scale of 0–100 
fisheriris.mat Fisher's 1936 iris data 
flu.mat Google Flu Trends estimated ILI (influenza-like illness) percentage for various regions of 

the US, and CDC weighted ILI percentage based on sentinel provider reports 
gas.mat Gasoline prices around the state of Massachusetts in 1993 
hald.mat Heat of cement vs. mix of ingredients 
hogg.mat Bacteria counts in different shipments of milk 
hospital.mat Simulated hospital data 
humanactivity.mat Human activity recognition data of five activities: sitting, standing, walking, running, and 

dancing 
imports-85.mat 1985 Auto Imports Database from the UCI repository 
ionosphere.mat Ionosphere dataset from the UCI machine learning repository 
kmeansdata.mat Four-dimensional clustered data 
lawdata.mat Grade point average and LSAT scores from 15 law schools 
mileage.mat Mileage data for three car models from two factories 
moore.mat Biochemical oxygen demand on five predictors 
morse.mat Recognition of Morse code distinctions by non-coders 
nlpdata.mat Natural language processing data extracted from the MathWorks® documentation 
ovariancancer.mat Grouped observations on 4000 predictors [1][2] 
parts.mat Dimensional run-out on 36 circular parts 
polydata.mat Sample data for polynomial fitting 
popcorn.mat Popcorn yield by popper type and brand 
reaction.mat Reaction kinetics for Hougen-Watson model 
spectra.mat NIR spectra and octane numbers of 60 gasoline samples 
stockreturns.mat Simulated stock returns 

 

https://www.kaggle.com/datasets
https://registry.opendata.aws/
https://cloud.google.com/bigquery/public-data/
https://www.data.gov/
https://www.mathworks.com/help/stats/sample-data-sets.html#mw_c626afd0-74a7-4189-9c0f-e5f364532efb
https://www.mathworks.com/help/stats/sample-data-sets.html#mw_e0885432-af19-482e-a9f4-931d719216da


Implementation approaches 
One major obstacle of integrating DSE education into all STEM disciplines is that not all 
academic programs will be able to accommodate the addition of a designated DSE course with 
all other programmatic requirements currently in place. Another obstacle is that any changes to 
the curriculum that require significant effort from faculty or staff would be difficult to sell and 
would not be adopted widely. In the proposed framework, the DEEP modules serve as the 
supplementary materials to existing STEM courses. In other words, the basic concepts and 
fundamental principles to be learned remain the same and are taught in the same way as in a 
traditional STEM class. The DEEP modules can be used to replace/supplement some of the 
textbook examples and homework problems. Therefore, the proposed DEEP module approach 
can effectively address the above-mentioned obstacles. 

Since its introduction, Jupyter Notebook has become an excellent interactive training platform 
for various fields, especially those involving computing, data science and machine learning [23]–
[27]. The main advantage of Jupyter Notebook is that it allows the combination of markup 
language, graphics, and equations with interactive, executable Python codes (and other 
programming languages such as R, SAS, and Julia). In addition, a Jupyter Notebook can be 
converted to a number of open standard output formats (HTML, presentation slides, LaTeX, 
PDF, ReStructuredText, Markdown, Python) through "Download As" in the web interface, 
which is convenient to generate homework submissions or project reports. These characteristics 
make Jupyter Notebook a powerful and easy-to-grasp tool for students to develop entire projects, 
and instructors and trainers to develop efficient and interactive training materials. Finally, the 
Jupyter Notebook has become a popular user interface for cloud computing. As a result, major 
cloud providers have adopted the Jupyter Notebook as a frontend interface for cloud users. 
Examples include Amazon's SageMaker Notebooks, Google's Colaboratory (the platform 
selected by this project), and Microsoft's Azure Notebook. Jupyter Notebooks hosted on the 
platforms mentioned above can be shared via a link, accessed and executed on any web browser 
of any operation systems without any downloads or local software/package installations. This is 
important as local software/package installations can present significant technical and 
psychological barriers for the adoption of the DEEP modules by the instructors and institutions, 
as well as the utilization level of the students. 

Sample modules developed 
We have completed three modules under the subject of Data Preparation and Processing: (1) 
Missing Value; (2) Noise; and (3) Outlier. Within each module, there are six sections, including 
overview, detection, handling, impact on machine learning, problems and references. We have 
also developed modules on Data Visualization, Clustering, and Classification. One sample 
Jupyter Notebook screenshot is shown in Fig. 2. 



 

Fig. 2 Screenshot of a sample DEEP module in Jupyter Notebook: missing values, their detection and 
handling, and their impact on some common machine learning tasks 

As different courses/instructors may use different programming languages, we have ported the 
developed DEEP modules to MATLAB using MATLAB Live Scripts, which are interactive 
documents that combine MATLAB code with formatted text, equations, and images in a single 
environment, very much similar to the Jupyter Notebook except that a MATLAB license is 
required. One sample MATLAB Live Script screenshot is shown in Fig. 3. 

 

Fig. 3 Screenshot of a sample DEEP module in MATLAB Live Script. 

Some DEEP modules have also been developed in SAS via the SASPy Python package. A 
screenshot of one sample DEEP module in SAS is shown in Fig. 4. The link “Open in Colab” 



shown in the upper part of Fig. 4 allows single click to open it in Google Colab for interactive 
execution and testing. 

 

Fig. 4 Screenshot of a sample DEEP module in SAS. 

At this point, all modules are kept private on GitHub as they are still in the development phase. 
Once they are tested and finalized with comments and feedback addressed, they will be made 
public and advertised via different venues (e.g., ASEE publication/workshop) to reach other 
educators for broad dissemination. 

Future plans 
We plan to complete DEEP and DEEP-CURE module development by the summer of 2021, then 
test them in six engineering courses from four different disciplines: Chemical Engineering, 
Electrical and Computer Engineering, Computer Sciences, and Mathematics and Statistics at 
Auburn University. We hypothesize that ELT guided DEEP modules, especially those designed 
for students to answer important reflective questions in DSE, together with DEEP-CUREs, will 
significantly enhance students’ reflection and metacognition. Metacognition refers to the ability 
to reflect upon, understand, and control students’ learning[28], [29]. Extensive research has 
indicated that metacognitively aware learners are more strategic and perform better than unaware 
learners[28]–[34]. In this project, a widely used 52-question Metacognition Awareness Inventory 
(MAI) will be used to quantify students’ metacognition awareness gains. The scores will be 
analyzed and compared categorically and holistically to test our above-mentioned hypothesis. By 
reviewing the MAI questions, we expect that DEEPs will mostly enhance the “regulation” aspect 
of metacognition. However, it is possible that the “knowledge” aspect, such as knowledge about 
strategies and how to use strategies could be enhanced as well. The findings will add evidence to 
CURE’s effectiveness in DSE education and in enhancing metacognition in general. The 
findings will also add knowledge to ELT in DSE education, and provide a model of ELT guided 
DEEP module design for addressing specific aspects of ELT. 
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