Journal of Machine Learning Research 21 (2020) 1-39 Submitted 2/19; Revised 3/20; Published 5/20

Asymptotic Consistency of a-Rényi-Approximate Posteriors

Prateek Jaiswal JAISWALPQPURDUE.EDU
School of Industrial Engineering, Purdue University, West Lafayette, IN 47907, USA

Vinayak Rao* VARAO@QPURDUE.EDU
Department of Statistics, Purdue University, West Lafayette, IN 47907, USA

Harsha Honnappa HONNAPPA@QPURDUE.EDU
School of Industrial Engineering, Purdue University, West Lafayette, IN 47907, USA

Editor: XuanLong Nguyen

Abstract

We study the asymptotic consistency properties of a-Rényi approximate posteriors, a class of vari-
ational Bayesian methods that approximate an intractable Bayesian posterior with a member of a
tractable family of distributions, the member chosen to minimize the a-Rényi divergence from the
true posterior. Unique to our work is that we consider settings with a > 1, resulting in approxi-
mations that upperbound the log-likelihood, and consequently have wider spread than traditional
variational approaches that minimize the Kullback-Liebler (KL) divergence from the posterior. Our
primary result identifies sufficient conditions under which consistency holds, centering around the
existence of a ‘good’ sequence of distributions in the approximating family that possesses, among
other properties, the right rate of convergence to a limit distribution. We further characterize the
good sequence by demonstrating that a sequence of distributions that converges too quickly cannot
be a good sequence. We also extend our analysis to the setting where o equals one, corresponding
to the minimizer of the reverse KL divergence, and to models with local latent variables. We also
illustrate the existence of good sequence with a number of examples. Our results complement a
growing body of work focused on the frequentist properties of variational Bayesian methods.

Keywords: a-Rényi divergence, Asymptotic consistency, Bayesian computation, Variational in-
ference

1. Introduction

Bayesian statistics forms a powerful and flexible framework that allows practitioners to bring prior
knowledge to statistical problems, and to coherently manage uncertainty resulting from finite and
noisy datasets. A Bayesian represents the unknown state of the world with a possibly vector-valued
parameter 6, over which they place a prior probability 7w(6), representing a priori beliefs they might
have. 6 can include global parameters shared across the entire dataset, as well as local variables
specific to each observation. A likelihood p(X,,|0) then specifies a probability distribution over
the observed dataset X,,. Given observations X,,, prior beliefs 7w(f) are updated to a posterior
distribution 7(6|X,,) calculated through Bayes’ rule.

While conceptually straightforward, computing 7(6|X,,) is intractable for many interesting and
practical models, and the field of Bayesian computation is focused on developing scalable and
accurate computational techniques to approximate the posterior distribution. Traditionally, much
of this has involved Monte Carlo and Markov chain Monte Carlo techniques to construct sampling
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approximations to the posterior distribution. In recent years, developments from machine learning
have sought to leverage tools from optimization to construct tractable posterior approximations.
An early and still popular instance of this methodology is variational Bayes (VB) (Blei et al., 2017).

At a high level, the idea behind VB is to approximate the intractable posterior 7(6|X,) with
an element ¢(6) of some simpler class of distributions Q. Examples of Q include the family of
Gaussian distributions, delta functions, or the family of factorized ‘mean-field’ distributions that
discard correlations between components of 8. The variational solution g is the element of Q that is
closest to m(0|X,,), where closeness is measured in terms of the Kullback-Leibler (KL) divergence.
Thus, ¢ is the solution to:

Q(a) = argmin(jeQKL(Q(e)||7T(9|Xn))' (1)

We term this as the KL-VB method. From the non-negativity of the KL divergence, we can
view this as maximizing a lower-bound to the logarithm of the model evidence, logp(X,) =
log ([ p(X,,,0)d6). This lower-bound, called the variational lower-bound or evidence lower bound
(ELBO) is defined as

ELBO((0)) =logp(X,,) - KL(q(0)[p(01X})). (2)

Optimizing the two equations above with respect to ¢ does not involve either calculating expec-
tations with respect to the intractable posterior 7(6|X,,), or evaluating the posterior normaliza-
tion constant. As a consequence, a number of standard optimization algorithms can be used to
select the best approximation ¢(#) to the posterior distribution, examples including expectation-
maximization (Neal and Hinton, 1998) and gradient-based (Kingma and Welling, 2014) methods.
This has allowed the application of Bayesian methods to increasingly large datasets and high-
dimensional settings. Despite their widespread popularity in the machine learning, and more re-
cently, the statistics communities, it is only recently that variational Bayesian methods have been
studied theoretically (Alquier and Ridgway, 2020; Chérief-Abdellatif and Alquier, 2018; Wang and
Blei, 2018; Yang et al., 2020; Zhang and Gao, 2020).

1.1. Rényi Divergence Minimization

Despite its popularity, variational Bayes has a number of well-documented limitations. An impor-
tant one is its tendency to produce approximations that underestimate the spread of the posterior
distribution (Turner and Sahani, 2011; Li and Turner, 2016): in essence, the variational Bayes
solution tends to match closely with the dominant mode of the posterior. This arises from the
choice of the divergence measure KL(q(0)|7(6|X,,)) = E,4[log(¢(8)/m(6|X},))], which does not pe-
nalize solutions where ¢(6) is small while 7(0|X,,) is large. While many statistical applications only
focus on the mode of the distribution, definite calculations of the variance and higher moments are
critical in predictive and decision-making problems.

A natural solution is to consider different divergence measures than those used in variational Bayes.
Expectation propagation (EP) (Minka, 2001a) was developed to minimize Ep[log(p/q)] instead,
though this requires an expectation with respect to the intractable posterior. Consequently, EP
can only minimize an approximation of this objective.

More recently, Rényi’s a-divergence (Van Erven and Harremos, 2014) has been used as a family
of parametrized divergence measures for variational inference (Li and Turner, 2016; Dieng et al.,
2017). The a-Rényi divergence is defined as
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The parameter « spans a number of divergence measures and, in particular, we note that as a - 1
we recover the EP objective KL(7(0|X,,)[q(6)), we will call its minimizer 1-Rényi approximate
posterior. Settings of a > 1 are particularly interesting since, in contrast to VB which lower-bounds
the log-likelihood of the data (2), one obtains tractable upper bounds. Precisely, using Jensen’s
inequality,

(o 80 ) e (205

Applying the logarithm function on either side,

alogp(X,) <logE, [(%) ] (3)
= alog p(X,,) +1ogE, [(m) ] = Fa(q). (4)
q(0)

Observe that the second term in the expression for F»2(q) is just (o —1)Dyo(p(0|X,)|lq(8)). Like
with the ELBO lower bound, evaluating this upper bound only involves expectations with respect
to q(#), and only requires evaluating p(6, X,,), the unnormalized posterior distribution. Optimizing
this upper bound over some class of distributions Q, we obtain the a-Rényi approximation. As
noted before, standard variational Bayes, which optimizes a lower-bound, tends to produce approx-
imating distributions that underestimate the posterior variance, resulting in predictions that are
overconfident and ignore high-risk regions in the support of the posterior. We illustrate this in Fig-
ure 1 below that reproduces a result from Li and Turner (2016). The true posterior distribution is
an anisotropic Gaussian distribution and the variational family consists of isotropic (or mean-field)
Gaussian distributions. Standard KL-VB, represented by the curve « = 0, clearly fits the mode
of the posterior, but completely underestimates the dominant eigen-direction. On the other hand,
for large values of o (shown as o — +o0), the a-Rényi approximate posterior matches the mode
and does a better job of capturing the spread of the posterior. The figure also presents results for
the @ =1 and the o - —o0 cases. As an aside, we observe that our parametrization of the Rényi
divergence is different from Li and Turner (2016), where the upper-bounds considered in Li and
Turner (2016) emerge as o - —oo.
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Figure 1: Isotropic variational a-Rényi approximations to an anisotropic Gaussian, for different
values of « (see also Li and Turner (2016)).

We note, furthermore, that in tasks such as model selection, the marginal likelihood of the data is of
fundamental interest (Grosse et al., 2015), and the a-Rényi upper bound provides an approximation
that complements the VB lower bound. Recent developments in stochastic optimization have
allowed the a-Rényi objective to be optimized fairly easily; see Li and Turner (2016) and Dieng
et al. (2017).

1.2. Large Sample Properties

Despite often state-of-the-art empirical results, variational methods still present a number of unan-
swered theoretical questions. This is particularly true for a-Rényi divergence minimization which
has empirically demonstrated very promising results for a number of applications (Li and Turner,
2016; Dieng et al., 2017). In recent work, Zhang and Gao (2020) have shown conditions under which
a-Rényi variational methods are consistent when « is less than one. Their results followed from
a proof for the regular Kullback-Leibler variational algorithm, and thus only apply to situations
when a lower-bound is optimized. As we mentioned before, the setting with « greater than 1 is
qualitatively different from both Kullback-Leibler and Rényi divergence with a < 1. This setting,
which is also of considerable practical interest, is the focus of our paper and we address the ques-
tion of asymptotic consistency of the approximate posterior distribution obtained by minimizing
the Rényi divergence.

Asymptotic consistency (van der Vaart, 1998) is a basic frequentist requirement of any statistical
method, guaranteeing that the ‘true’ parameter is recovered as the number of observations tends to
infinity. Table 1 summarizes the current known results on consistency of VI and EP, and highlights
the gap that this paper is intended to fill. We note that in this work, we are not analyzing the actual
EP algorithm (Wainwright and Jordan, 2008), and are instead looking at the global minimizer of
the ideal EP objective.

As we will see, filling these gaps will require new developments. This follows from two complicating
factors: 1) Rényi divergence with a > 1 upper-bounds the log-likelihood, and 2) this requires new
analytical approaches involving expectations with respect to the intractable w(6|X,,). We thus
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Methods Papers
KL-VB Wang and Blei (2018),Zhang and Gao (2020)
a-Rényi (a < 1) Zhang and Gao (2020)
a-Rényi (a>1) This paper
1-Rényi (o — 1, global EP ) This paper

Table 1: Known results on the asymptotic consistency of variational methods.

emphasize that the results in our paper are not a consequence of recent analysis in Wang and Blei
(2018) and Zhang and Gao (2020) for the KL-VB, and our proofs differ substantially from theirs.

We establish our main result in Theorem 9 under mild regularity conditions. First, in Assumption 1
we assume that the prior distribution places positive mass in the neighborhood of the true parameter
0o, and that it is uniformly bounded. The former condition is a reasonable assumption to make -
clearly, if the prior does not place any mass in the neighborhood of the true parameter (assuming
one exists) then neither will the posterior. The uniform boundedness condition on the other hand is
attendant to a loss of generality. In particular, we cannot assume certain heavy-tailed priors (such as
Pareto) which might be important for some engineering applications. Second, we also make the mild
assumption that the likelihood function is locally asymptotically normal (LAN) in Assumption 2.
This is a standard assumption that holds for a variety of statistical /stochastic models. However,
while the LAN assumption will be critical for establishing the asymptotic consistency results, it is
unclear if it is necessary as well. We observe that Wang and Blei (2018) make a similar assumption
in analyzing the consistency of KL-VB. We note that any model Py that is twice differentiable in
the parameter 6 satisfies the LAN condition (van der Vaart, 1998). Also critical to the consistency
result are the properties of the variational family. Assumption 3 is a mild condition that insists on
there existing Dirac delta distributions in an open neighborhood of the true parameter 6y. This is
usually easy to verify: if the variational family consists of Gaussian distributions, for instance, then
Dirac delta distributions are present at all points in the parameter space. Next, we assume that
the variational family contains ‘good sequences’ that are constructed so as to converge at the same
rate as the true posterior (in sequence with the sample size), with the first moment of an element
in the sequence the maximum likelihood estimator of the parameter (at a given sample size). We
also require the tails of the good sequence to bound the tails of the true posterior. We provide
examples that verify the existence of good sequences in commonly used variational families, such
as the mean-field family.

The proof of Theorem 9 is a consequence of a series of auxiliary results. First, in Lemma 6 we
characterize a-Rényi minimizers and show that the sequence must have a Dirac delta distribution
at the true parameter 6y in the large sample limit. Then, in Lemma 7 we argue that any convex
combination of a Dirac delta distribution at the true parameter 6y with any other distribution can
not achieve zero a-Rényi divergence in the limit. Next, we show in Proposition 8 that the a-Rényi
divergence between the true posterior and the closest variational approximator is bounded above
in the large sample limit. We demonstrate this by showing that a ‘good sequence’ of distributions
(see Assumption 4) has asymptotically bounded a-Rényi divergence, implying that the minimizers
do as well. Note that this does not yet prove that the minimizing sequence converges to a Dirac
delta distribution at 6.

The next stage of the analysis is concerned with demonstrating that the minimizing sequence does
indeed converge to a Dirac delta distribution concentrated at the true parameter. We demonstrate
this fact as a consequence of Proposition 8, Lemma 6, and Lemma 7. In essence, Theorem 9 shows
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that, a-Rényi minimizing distributions are arbitrarily close to a good sequence, in the sense of
Rényi divergence with the posterior in the large sample limit.

In our next result in Theorem 11, under additional regularity conditions, we further characterize
the rate of convergence of the a—Rényi minimizers. We demonstrate that the a—Rényi minimizing
sequence cannot concentrate to a point in the parameter space at a faster rate than the true posterior
concentrates at the true parameter 6y. Consequently, the tail mass in the a-Rényi minimizer could
dominate that of the true posterior. This is in contrast with KL-VB, where the evidence lower
bound (ELBO) maximizer typically under-estimates the variance of the true posterior.

Here is a brief roadmap of the paper. In Section 2, we formally introduce the a-Rényi methodology,
and rigorously state the necessary regularity assumptions. We present our main result in Section 3,
presenting only the proofs of the primary results. In Section 4 we also recover the consistency
of 1-Rényi, approximate posteriors, the global minimizer of EP objective as a consequence of the
results in Section 3. In Section 5, we generalize the notion of good sequence to the models with local
latent parameters and under some additional regularity conditions, prove asymptotic consistency
of the a-Rényi approximate posterior over global latent parameters. All proofs of auxiliary and
technical results are delayed to the Appendix.

2. Variational Approximation Using a—Rényi Divergence

We assume that the data-generating distribution is parametrized by 6 € © ¢ R¢, d > 1 and is
absolutely continuous with respect to the Lebesgue measure, so that the likelihood function p(:|6)
is well-defined. We place a prior 7(#) on the unknown 6, and denote w(0|X,,) < p(#,X,,) as the
posterior distribution, where X,, = {£1,...,&,} are the n independent and identically distributed
(ii.d.) observed samples generated from the ‘true’ measure Py, in the likelihood family. In this
paper we will study the a—Rényi-approximate posterior ¢,, that minimizes the a—Rényi divergence
between 7(6|X,,) and G(-) in some set Q for a given « > 1; that is,

6:.0) = armingq { D (01X, 1a(0)) = L 1o a0 (952 an). )

a-—1

Recall that

Definition 1 (Dominating distribution) The distribution Q@ dominates the distribution P (P <
Q), when P is absolutely continuous with respect to Q; that is, supp(P) < supp(Q).

Clearly, when o > 1, the a—Rényi divergence in (5) is infinite for any distribution ¢(6) € Q that
does not dominate the true posterior distribution (Van Erven and Harremos, 2014). Intuitively,
this is the reason why the a-Rényi approximation can better capture the spread of the posterior
distribution.

Our goal is to study the statistical properties of the a—Rényi-approximate posterior as defined
in (5). In particular, we show that under certain regularity conditions on the likelihood, the prior,
and the variational family the a—Rényi-approximate posterior is consistent or converges weakly to
a Dirac delta distribution at the true parameter 6y as the number of observations n — oo.
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2.1. Asymptotic Notations

We first define asymptotic notations that frequently appear in our proofs and assumptions. We
write a, ~ b, when the sequence {a, } can be approximated by a sequence {b,} for large n, so that
the ratio Z—: approaches 1 as n - oo, a, = O(by,) as n - oo, when there exists a positive number M
and ng > 1, such that a,, < Mb, Vn >ng, and a, $ b, when the sequence {a,} is bounded above by
a sequence {b,} for large n.

2.2. Assumptions and Definitions
First, we assume the following restrictions on permissible priors.

Assumption 1 (Prior Density)

(1) The prior density function w(0) is continuous with non-zero measure in the neighborhood of
the true parameter 0y, and

(2) there exists a constant My, >0 such that m(0) < My, V6 € © and E(p)[|0]] < c0.

Assumption 1(1) is typical in Bayesian consistency analyses - quite obviously, if the prior does not
place any mass around the true parameter then the (true) posterior will not either. Indeed, it is
well known (Schwartz, 1965; Ghosal, 1997) that for any prior that satisfies Assumption 1(1), under
very mild assumptions,

T(U|X,) = fUn(9|Xn)d9 51 Py —a.s. asn— oo, (6)

where Py, represents the true data-generating distribution, U is some neighborhood of the true
parameter 6. Assumption 1(2), on the other hand, is a mild technical condition which is satisfied
by a large class of prior distributions, for instance, many of the exponential-family distributions. For
simplicity, we write ¢, (0) = ¢(6) to represent weak convergence of the distributions corresponding
to the densities {g,} and q.

We define a generic probabilistic order term, op,(1) with respect to measure Py as follows

Definition 2 A sequence of random variables {&,} is of probabilistic order op,(1) when
lim Py(|&n] > d) =0, for any 6 >0 .
n—o0

Next, we assume the likelihood function satisfies the following asymptotic normality property (see
van der Vaart (1998) as well),

Assumption 2 (Local Asymptotic Normality) Fiz 6y € ©. The sequence of log-likelihood
Junctions {log P,(0) = Y1  log p(xi|0)} satisfies a local asymptotic normality (LAN) condition, if
there exists a sequence of matrices {ry}, a matriz I1(6p) and a sequence of random vectors {2y, g, }
weakly converging to N'(0,1(00)™") as n — oo, such that for every compact set K c R

-1 T L7 Pog
sup |log P, (6o + 1,,"h) —log P, (6p) — h" 1(60) A 6, + ih I(6p)h| — 0 as n — oo .
heK

The LAN condition is standard, and holds for a wide variety of models. The assumption affords
significant flexibility in the analysis by allowing the likelihood to be asymptotically approximated
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by a scaled Gaussian centered around 6y (van der Vaart, 1998). We observe that Wang and Blei
(2018) makes a similar assumption in their consistency analysis of the variational lower bound. All
statistical models Py, which are differentiable in quadratic mean with respect to parameter 6, satisfy
the LAN condition with r, = \/nI, where I is an identity matrix (van der Vaart, 1998, Chapter-
7). Also, all models Py which are twice continuously differentiable in 6 are also differentiable in

quadratic mean and thus satisfy LAN condition, for instance most exponential family models satisfy
the LAN condition.

Now, let dy represent the Dirac delta, or singular distribution, concentrated at the parameter 6.

Definition 3 (Degenerate distribution) A sequence of distributions {q,(0)} converges weakly
to g that is, qn(0) = dg: for some 0" € ©, if and only if Yn >0

lim f (6)d0 = 0.
A1, ooy 0

We use the term ‘non-degenerate’ for a sequence of distributions that does not converge in distri-
bution to a Dirac delta distribution. We also use the term ‘non-singular’ to refer to a distribution
that does not contain any singular components (i.e., it is absolutely continuous with respect to
the Lebesgue measure). If a distribution contains both singularities and absolutely continuous
components we term it a ‘singular distribution’. More formally,

Definition 4 (Singular distributions) Let d(0) be a distribution with support © and for any
ie{l,...,K} and K < oo denote dy,, as the Dirac delta distributions at ; for any 6; € ©, then we
define singular distribution q(0);

K .
q(8) = wd(6) + > w'dy,,
i=1
where w, {w'} X, €[0,1) and w+ Y5, w' = 1 with at least one of the weights {w'} K, strictly positive.

Finally, we come to the conditions on the variational family Q.

Assumption 3 (Variational Family) The variational family Q must contain all Dirac delta
distributions in some open neighborhood of 0y € O.

Since we know that the posterior converges weakly to a Dirac delta distribution function, this
assumption is a necessary condition to ensure that the variational approximator exists in the limit.
Next, we define the rate of convergence of a sequence of distributions to a Dirac delta distribution
as follows.

Definition 5 (Rate of convergence) A sequence of distributions {q,(0)} converges weakly to
dp,, V01 € O at the rate of vy, if

(1) the sequence of means {0y, := [ 0, (0)d} converges to 01 as n — oo, and
(2) the variance of {q.(0)} satisfies

3 1
E, o0 -6,"1=0 (7—2) :

A crucial assumption, on which rests the proof of our main result, is the existence of what we call
a ‘good sequence’ in Q.
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Assumption 4 (Good sequence) For any M >0, the variational family Q contains a sequence
of distributions {G,(0)} with the following properties:

(1) there exists ny > 1 such that [g03,(0)d6 = 0,,, where 0, is the mazimum likelihood estimate,
for each n > nq,

(2) there exists ny; > 1 such that the rate of convergence is yn = \/n , that is Eg, g)[|0 - 0,°] <
for each n >ny;,

3&'2'

(3) there exist a compact ball K c © containing the true parameter 0y and ng > 1, such that the
sequence of Radon-Nikodym derivatives of the posterior density with respect to the sequence

{Gn} exists and is bounded above by a finite positive constant M, outside of K for all n >mny:
01X,
% <M,, Y0 e O\K and Vn>na, Py, —a.s.
dn

(4) there exists nz > 1 such that the good sequence {G,(0)} is log-concave in 0 for all n > ng.
We term such a sequence of distributions as ‘good sequences’.

The first two parts of the assumption hold so long as the variational family Q contains an open
neighborhood of distributions around dp,. The third part essentially requires that for n > n, the
tails of {G,(6)} must decay no faster than the tails of the posterior distribution. Since, the good
sequence converges weakly to dg,, this assumption is a mild technical condition. The last assumption
implies that the good sequence is, for large sample sizes, a maximum entropy distribution under
some deviation constraints on the entropy maximization problem (Grechuk et al., 2009). Note that
this does not imply that the good sequence is necessarily Gaussian (which is the maximum entropy
distribution specifically under standard deviation constraints).

We note that this assumption is on the family Q, and not on the minimizer of the Rényi divergence.
We demonstrate the existence of good sequences for some example models.

Example 1 Consider a model whose likelihood is an m-dimensional multivariate Gaussian like-
lihood with unknown mean vector p and known covariance matrix 3. Using an m-dimensional
multivariate normal distribution with mean vector pg and covariance matrix 3 as conjugate prior,
the posterior distribution is

nooxpe \ L el noX,+
iy = | T e S )
(27T)mdet(2])

where exponents I'” and ‘~1’ denote transpose and inverse. Next, consider the mean-field varia-
tional family, that is the product of m 1-dimensional normal distributions. Consider a sequence in

; 2
the variational family with mean {7, ,7 € {1,2,...,m}} and variance {%J €{1,2, ...,m}}:

o (e V 2 )
aul) = T4 | 225e ™ RN B R TP TP
j=1 \ 270’ (2m)mdet(1,) )
where pg, = {M;n,,ugn, s pgty and I, is an mxm diagonal matriz with diagonal elements (02,0,

02 }. Notice that 7y, is the rate at which the sequence {q,(p)} converges weakly. It is straight-
forward to observe that the variational family contains sequences that satisfy properties (1) and (2)
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in Assumption 4, that is

e Xi + o
= d = —Z .
Tn \/ﬁ an :U'Qn n+1
For brevity, denote fin, = p— fbg, = p — W . To verify property (3) in Assumption 4 consider
the ratio,
(n+l)m  _milgTsig
T(WX,) Y Comdeas)© Sl
Qn(ll') yam —TuTI in ‘
(27r)mdet(lo)

Using the fact that 7n =n<n+l, "+1 =1 + < 2, therefore the ratio above can be bounded above by

m(uXn) 2mdet(I,) % Pn > 2det(Ly) _aigr(s- 1),
an(p) det (X) o "5 i an det (X) '

Observe that if the matriz (E_I—I(_fl) is positive definite then the ratio above is bounded by

%(tg)") and if Q 1is large enough it will contain distributions that satisfy this condition. To

fix the idea, consider the univariate case, where the positive definiteness implies that the variance
of the good sequence is greater than the variance of the posterior for all large enough ‘n’. That is,
the tails of the good sequence decay slower than the tails of the posterior.

Example 2 Consider a model whose likelihood is a univariate normal distribution with unknown
mean (b and known variance o. Using a univariate normal distribution with the mean pg and the
variance o as prior, the posterior distribution is

n+l -G, R )2

T(ulXn) =\ 5o5e > ) (7)

Next, suppose the variational family Q is the set of all Laplace distributions. Consider a sequence
{gn(p)} in Q with the location and the scale parameter k,, and b, respectively, that is

1 |P«*kn|
on
an(p) = DT
To satisfy properties (1) and (2) in Assumption 4, we can choose k, = %ﬁlxz and b, =
_1_ n )
m‘;: > Yo >1. For brevity denote f[i, = | — % To verify property (3) in Assump-
tion 4 consider the ratio,
(n+1) ~2 _ (n+1) =2
1 - n M,
m(pXn) 2re2€ 27" 2 e ranlol 2 e
= \/ﬂ‘ | S 1 - _16 ’
an () X o, i Qa1 |/l =
T 10 1
2\/7raa 1026 € raoTo?

z2
where the last inequality follows due to the fact that e~ (Tl < e1/2,

10
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For the same posterior, we can also choose Q to be the set of all Logistic distributions. Consider
a sequence {qn,(p)} in this variational family with the mean and the scale parameter m, and sy
respectively; that is
1/ pomn _poma =2
)= L ()
Sn
MO"’Z?:l X;

To satisfy properties (1) and (2) in Assumption 4, we can choose my, = ——=31= and s, =

1 nox,
\/ W, Va > 1. For brevity denote fi, = p1— %. To verify property (3) in Assumption 4
observe that,

_(n+1) ( _HotERg Xy )2

n+1 202 n+1

F—5€ in )2 i i
w0 Vit T 1A () () g,
qn(A) L (€M25nn +e M2571” ) Qa-1 Qo1

Sn

where the last inequality follows due to the fact that e (ex/2 + e"”/2) < 2¢1/16,

Example 3 Consider a univariate exponential likelihood model with the unknown rate parameter
A. For some prior distribution w(\), the posterior distribution is

o m(A)Ame? Zim X
C [ r(A)Ane AT Xig)\

T(AXy)

Choose Q to be the set of Gamma distributions. Consider a sequence {q,(u)} in the variational
family with the shape and the rate parameter k, and (B, respectively, that is

(V) = B \kn=1,-ABn

where T'(+) is the I'— function. To satisfy properties (1) and (2) in Assumption 4, we can choose
kn=n+1 and B, =Y X;. To verify property (3) in Assumption 4 consider the ratio,

T(A\X,) T(A)ANre A Tz Xi (ML (n+1)

an(N) %/\kn—le—Aﬁn fﬂ'()\))\”e_)‘ngzlxid)\ (>, Xi)n+1fﬂ_()\))\n€7)\2?21 Xig)\

( 1 Xi)n+1

Now, observe that Ne AELXi s the density of Gamma distribution with the mean

I'(n+1)
2
% and the variance % (Z’T‘LTX) . Since, we assumed in Assumption 1(2) that w(\) is bounded
= ' = ! n n+l
from above by M, therefore for large n, (Zﬁn—)ill))f (M) ANe A Zim Xig)\ ~ 7r( Ele) Hence, it
follows that for large enough n
m(AXn) < M,
() " (o)’
where %e/\% as n — oo,

11



JAISWAL, RAO, AND HONNAPPA

3. Consistency of a—Rényi Approximate Posterior

Recall that the a—Rényi-approximate posterior g is defined as

[0

43(0) = argming. {Da (O, J3(9)) = —— 1og [ 7(0) (%) de} | ®)
We now show that under the assumptions in the previous section, the a—Rényi approximators are
asymptotically consistent as the sample size increases in the sense that g, = dg, in -Fp, probability
as n — oo. To illustrate the ideas clearly, we present our analysis assuming a univariate parameter
space, and that the model Py is twice differentiable in parameter 6, and therefore satisfies the LAN
condition with r, = \/n (van der Vaart, 1998). The LAN condition together with the existence of
a sequence of test functions (van der Vaart, 1998, Theorem 10.1) also implies that the posterior
distribution converges weakly to dp, at the rate of \/n. The analysis can be easily adapted to
multivariate parameter spaces.

We will first establish some structural properties of the minimizing sequence of distributions. We
show that for any sequence of distributions converging weakly to a non-singular distribution the
a—Rényi divergence is unbounded in the limit.

Lemma 6 Under Assumptions 1, 2, 8, and 4, the a—Rényi divergence between the true posterior
and the sequence {q,(0)} c Q can only be finite in the limit if ¢,(0) converges weakly to a singular
distribution q(0) with a Dirac delta distribution at the true parameter 6.

The result above implies that the a—Rényi approximate posterior must have a Dirac delta distri-
bution component at ¢y in the limit; that is, it should converge in distribution to dy, or a convex
combination of dg, with singular or non-singular distributions as n — oo. Next, we consider a
sequence {g;,(0)} c Q that converges weakly to a convex combination of dp, and singular or non-
singular distributions ¢;(6), i € {1,2,...} such that for weights {w’ e (0,1): ¥, w’ = 1},

oo

q.(0) = wj590 + Z wiqi(e). (9)

i=1,i%j

In the following result, we show that the a—Rényi divergence between the true posterior and the
sequence {q,,(0)} is bounded below by a positive number.

Lemma 7 Under Assumption 1, the a—Rényi divergence between the true posterior and the se-
quence {q,,(0) € Q} is bounded away from zero; that is

liminf Do (7(01X,)]q,(0)) 21 >0 P, — a.s.

We also show in Lemma 22 in the appendix that if in (9) the components {¢;(6) i € {1,2,...}} are
singular, then with w’ is the weight of dy,, we have

liminf Dy, (7(0)X0)] ¢, (0)) > 2(1 —w?)*>>0 Py, - a.s.
n—oo

A consistent sequence asymptotically achieves zero a—Rényi divergence. To show its existence, we
first provide an asymptotic upper-bound on the minimal a—Rényi divergence in the next proposi-
tion. This, coupled with the previous two structural results, will allow us to prove the consistency
of the minimizing sequence.

12
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Proposition 8 For a given o > 1 and under Assumptions 1, 2, 8, and 4, for any good se-
quence G, (0) there exist ng > 1 and M > 0 such that for all n > ng, the minimal a—Rényi divergence
satisfies

. _ 1 eMI(6
i Da (R0, 10(0)) £ Do (0X,)16(0)) < 5 = J1ow( P ) o ), 0)
o a-1
where I(6p) is defined in Assumption 2 and € is the Euler’s constant.
Now Proposition 8, Lemma 6, and Lemma 7 allow us to prove our main result that the a—Rényi

approximate posterior converges weakly to d, .

Theorem 9 Under Assumptions 1, 2, 3, and 4, the a—Rényi approximate posterior q(6) converges
weakly to a Dirac delta distribution at the true parameter 6y; that is,

q,, = g, in-Pp, probability as n - oo.

Proof First, we argue that there always exists a sequence {¢,(6)} c Q such that for every >0
nh_glo P00 (Da(W(9|Xn)||C.7n(9)) < 77) =1

We demonstrate the existence of §,(0) by construction. Recall from Proposition 8(2) that there
exist 0 < M < oo and ng > 1, such that for all n > ng

eMI(@o)

aal

Da(r(6%,) |4 (8)) < %10 +op, (1),

where ¢, (0) is the good sequence as defined in Assumption 4 and € is the Euler’s constant. Now
using the definition of op, (1), for every n > 0, it follows from the inequality above that

eMI(HO)

O[a—l

lim Py, (D (7(01X) G (6)) - —1 og > n) < lim Py, (or,, (1) >m)=0. (1)

1

Now a specific good sequence can be chosen by fixing M = M := 2 1(90), implying that

7}1—{20 Pyy (Do (m(01X0)[G(0)) >n) = 0. (12)

The above result implies that there exist a sequence in family Q such that D, (7(0|X,,)[¢.(0)) = 0
in Py, -probability.

Next, we will show that the minimizing sequence must converge to a Dirac delta distribution
in probability. The previous result shows that the minimizing sequence must have zero a-Rényi
divergence in the limit. Lemma 6 shows that the minimizing sequence must have a delta at 6,
since otherwise the a-Rényi divergence is unbounded. Similarly, Lemma 7 shows that it cannot
be a mixture of such a delta with other components, since otherwise the a-Rényi divergence is
bounded away from zero.

Therefore, it follows that the a—Rényi approximate posterior ¢, () must converge weakly to a Dirac
delta distribution at the true parameter 6y, in —Fp, probability, thereby completing the proof. W

Note that the choice of M in the proof essentially determines the variance of the good sequence.
As noted before, the asymptotic log-concavity of the good sequence implies that it is eventually

13
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an entropy maximizing sequence of distributions (Grechuk et al., 2009). It does not necessarily

follow that the sequence is Gaussian, however. If such a choice can be made (i.e., the variational

family contains Gaussian distributions) then the choice of good sequence amounts to matching the
1

entropy of a Gaussian distribution with variance %.

We further characterize the rate of convergence of the a—Rényi approximate posterior under addi-
tional regularity conditions. In particular, we establish an upper bound on the rate of convergence
of the possible candidate a—Rényi approximators when the variational family is sub-Gaussian. Ad-
ditionally, we require that the posterior distribution satisfies the Bernstein-von Mises Theorem,
that is for any compact set K containing 6y

/Kﬂ(9|Xn)d9:fK./\/'(H;én,(nI(Ho))_l)d9+0p00(1). (13)

According to Theorem 10.1 in van der Vaart (1998), the Bernstein-von Mises Theorem holds un-
der Assumption 1, 2, and the following additional assumption on the existence of consistent test
functions:

Assumption 5 (Consistent Tests) For every € >0 there ezists a sequence of tests ¢n(X,,) such
that Z) llmnﬁoo EPGO (¢n(Xn)) = 0, and hmnﬁoo SupHe—GOHZE EP90 (1 - d)n(Xn)) =0.

A further modeling assumption is to choose a sub-Gaussian variational family Q that limits the
variance. We choose a sub-Gaussian sequence of distributions {¢, ()} c Q, that is for some positive
constant B and any t € R,
0 Ont+ 5512
Eqn(9) [6 ] <e 297 , (14)
where 6, is the mean of ¢,(0) and 7, is the rate (see Definition 5) at which ¢, (6) converges weakly
to a Dirac delta distribution as n — oo.

Lemma 10 Consider a sequence of sub-Gaussian distributions {q,(0)} c Q, with parameters B and
t, that converges weakly to some Dirac delta distribution faster than the posterior converges weakly to
dg, (that is, v > /1), and suppose the true posterior distribution satisfies the Bernstein-von Mises
Theorem (13). Then, there exists an ny > 1 such that the a—Rényi divergence Do (m(0|1X,,)[¢n(6))
1s infinite for all n > ng.

We use the above result to show that, when the variational family Q is sub-Gaussian, then the
a—Rényi appropriate posterior cannot converge at a rate 7, faster than \/n, that is the rate at
which the posterior converges weakly to dy,.

Theorem 11 Under Assumptions 1, 2, 3, 4, and 5, and Q is a family of sub-Gaussian distribution,
then the rate of convergence, v, of a—Rényi approximate posterior is bounded above by \/n, that

i Yn < /N

Proof Since we choose the variational family to be sub-Gaussian, the a—Rényi approximate
posterior must be one of the sequences satisfying (14) and as a consequence of Theorem 9, 6,,
must converge to fy as n — oo. On the other hand, using Lemma 10, it follows that the rate of
convergence 7, of a—Rényi approximate posterior must be bounded above by \/n, that is v, < \/n.
|
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AsyMPTOTIC CONSISTENCY OF a-RENYI-APPROXIMATE POSTERIORS

4. Consistency of a-Rényi Approximate Posterior as a — 1

Our results on the consistency of a-Rényi variational approximators in Section 3 can be a step
forward in understanding the consistency of posterior approximations obtained using expectation
propogation (EP) (Minka, 2001a,b). Observe that for any n > 1, as o — 1,

Da (r(01X5)[4(0)) - KL (7(01X,)[4(0)) , (15)

where the limit is the EP objective using KL divergence. We define the 1-Rényi-approximate
posterior s; as the distribution in the variational family O that minimizes the KL divergence
between 7(6|X,,) and §(6), where §(0) is an element of Q:

5(0) = argming. o {KL(W(0|X7L)||§(9)) = fe w(9|xn)1og(%)de}. (16)
We note that the EP algorithm (Minka, 2001a) is a message-passing algorithm that optimizes an
approximations to this objective (Wainwright and Jordan, 2008). Nevertheless, understanding this
idealized objective is an important step towards understanding the actual EP algorithm. Further-
more, ideas from Li and Turner (2016) can be used to construct alternate algorithms that directly
minimize (16). We thus focus on this objective, and show that under the assumptions in Section 2,
the 1-Rényi-approximate posterior is asymptotically consistent as the sample size increases, in the
sense that s; = dy,, in-Fp, probability as n — co. The proofs in this section are corollaries of the
results in the previous section.

Recall that the KL divergence lower-bounds the a—Rényi divergence when « > 1; that is

KL (p(0)[4(9)) < Da (p(0)4(9)) - (17)

This is a direct consequence of Jensen’s inequality. Analogous to Proposition 8, we first show that
the minimal KL divergence between the true Bayesian posterior and the variational family Q is
asymptotically bounded.

Proposition 12 For a given o > 1, and under Assumptions 1, 2, 8, 4, and for any good se-
quence qn(0) there exist ng > 1 and M >0 such that the minimal KL divergence satisfies

1 eMT

min KL (m(6]%,)[3(8)) < B = L 10g L)) op, (1). (18)
3€Q 2 a1 0

where I(6y) is defined in Assumption 2 and € is the Fuler’s constant.

Proof The result follows immediately from Proposition 8 and (17), since for any §(f) € Q and
a>1,

KL (7 (0]X0)[5(0)) < Do (w(01X0)[5(6)) -

Next, we demonstrate that any sequence of distributions {s,(0)} c Q that converges weakly to a
distribution s(f) € Q with positive probability outside the true parameter 6y cannot achieve zero
KL divergence in the limit. Observe that this result is weaker than Lemma 6, and does not show
that the KL divergence is necessarily infinite in the limit. This loses some structural insight.

15
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Lemma 13 There exists an 1 > 0 in the extended real line such that the KL divergence between
the true posterior and sequence {s,(0)} is bounded away from zero; that is,

liminf KL(7(6|X,,)[sn(0)) 27 >0 Py, —a.s.

Now using Proposition 12 and Lemma 13 we show that the 1-Rényi-approximate posterior converges
weakly to the dg,.

Theorem 14 Under Assumptions 1, 2, 3, and 4, the 1-Rényi-approximate posterior s, (0) satisfies

Sy = 0p, in-Py, probability as n — co.

Proof Recall (12) from the proof of Theorem 9 that there exists a good sequence ¢, (6), such that
Do (m(01X,,)[3n(0)) = 0 in-Py, probability as n — .

Since the KL divergence is always non-negative, using (17) it follows that
KL(7(6|X,)[Gn(0)) — 0 in-Py, probability as n — oo.

Consequently, the sequence of 1-Rényi-approximate posteriors must also achieve zero KL divergence
from the true posterior in the large sample limit with high probability. Finally, as demonstrated
in Lemma 13, any other sequence of distribution that converges weakly to a distribution, that
has positive probability at any point other that 6y cannot achieve zero KL divergence. Therefore,
it follows that the 1-Rényi-approximate posterior s;(6) must converge weakly to a Dirac delta
distribution at the true parameter 6y, in-Fp, probability as n — oo, thereby completing the proof.
|

5. Models with Local Latent Parameters

We generalize the model we have worked with so far to include a collection of n independent local
latent variables zi., = {z1,22,...,2,} € Z", one for each observation &. We assume these are
distributed as 7w (z;]@) for each i, with the observations distributed as p(&;|z;,0). Recall that 0 is
the global latent variable with prior distribution 7(6). Denote by zp and 6y the true local and
global latent parameters respectively. For brevity we denote the model Py, ., as Fy. The posterior
distribution over 6 and z7., is defined as

m(0) ITieq m(2il0)p(&ilzi, 0)
(0, 21| X,,) = — )
O 210 Xn) = O T w0 (€l 0) ik
We denote the denominator above as P(X,,), the model evidence, and the numerator as p(6, X,,, z1.,)-

Since computing P(X,,) is difficult, an approximate posterior can be obtained by minimizing the
following objective over an appropriately chosen variational family O:

1 W(0721:n|Xn)

D, (7(0, 21:0|X0) [¢(0, 21:0) ) = o log /;xzrz q(0, z1:m) (W) dfdzy.,, where a> 1.
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This objective can be derived as an upper-bound to the model evidence similar to (4). It is common
to assume that the variational family O factorizes into components Q™ (over local variables) and

Q (over 0). Define the Rényi approximate posterior over the global parameter 6 as

p(97 21, Xn)

1@)a(n) ) dhdern.  (19)

*(0) = i 5 min_ 1 0)q(z1n
q,(0) argminge)eg  ming log Jo q(0)q(z1: )(

In this section, we aim to show that ¢ (#) converges weakly to the Dirac delta distribution at
fp. To show this we require some additional assumptions. First, define the profile likelihood at
0 = 6y + n"?h,, for any bounded and stochastic h, = Op,(1) as p(X,|fy + n’l/th,zfm), where
2 = argmax,, — p(Xn|0o + n‘1/2hn,21:n) is the maximum profile likelihood estimate of 21, at
0 = 0g+n"'/h,,. Denote dg(21:n, 2%,) := H(Ppy 2., 5 Py, z» ) as the Helinger distance between models
P21, and Py, »  Furthermore, for any p > 0 and for all bounded and stochastic b, = Op,(1),

define D(0y +n " Y%hy,, p) = {z1n : di (21, 2. ) < p} as the Hellinger ball of radius p around 27, .

Next we impose regularity conditions on the conditioned posterior p(z1.,|Xy,6p). The assumption
below follows Wang and Blei (2018, Proposition 10), and is motivated by Bickel and Kleijn (2012,
Theorem 4.2).

Assumption 6 (Conditioned latent posterior) The conditioned latent posterior p(z1:n,|Xn, 6o)
satisfies

1. The conditioned latent posterior is consistent under n_l/Q—perturbation at some rate p, with
pn 4 0 and np? — oo, that is, for all bounded, stochastic hy, = Op,(1), p(z1:n|Xs, 60) converges
as

- -1/2 o
‘/;c(eo+n71/2h7upn)p<Zl:n|Xn’0 00 +n hn)dZLn OP0(1)~

2. The sequence {p,} as defined above should also satisfy the following conditions for all bounded
and stochastic hy, = Op,(1):

(4) sup =0(1), (i) du(20,21,,) = 0(pn).

Zl:ne{zlln:dH (z1:n 7Zf:n)<Pn}

p(Xn|21:m, 00 + n_I/th)
ooz p(Xn|len7 90)

The first condition ensures that conditioned latent posterior converges slower than the true pos-
terior and the second condition is an additional regularity condition on the expected likelihood
ratio. Bickel and Kleijn (2012, Lemma 4.3) identifies mild differentiablity conditions on the likeli-
hood ratio that imply condition 2(i) above. Also, Theorem 3.1 in Bickel and Kleijn (2012) provide
the regularity conditions under which the the conditioned latent posterior satisfies the first condition
above.

The next assumption, adapted from Bickel and Kleijn (2012), is an extension of LAN condition in
Assumption 2 to models with both global and local latent parameters.

Assumption 7 (Stochastic LAN (s-LAN)) Fiz 6y € © and recall that 2%, is the profile like-
lihood mazimizer. The sequence of log-likelihood functions {P(Z)»Z}fn = p(Xnlo, 21,,)} satisfies

stochastic local asymptotic normality (s-LAN) condition if there exists a matriz I (00,20) and a
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sequence of random vectors {An7(90720)} € LQ(ng Z1;n) such that for every bounded and stochastic
sequence {hy}, that is h, = Op,(1), we have

pr
- p
0o+n=1/2h,, 2
n
P
00721:7@

1
log = b (80, 20) Ay, (0, 5hf[(@o, 20)hn + 0p, (1),

z0)

where Py = Py, -, .

Stochastic LAN is slightly stronger than the usual LAN property. In most of the examples, the
ordinary LAN property often extends to stochastic LAN without significant difficulties (Bickel and
Kleijn, 2012). Also, Theorem 1 in Murphy and van der Vaart (2000) identifies conditions under
which the above LAN assumption is satisfied by models with both global and local latent variables.
It must be noted that if 6, is an asymptotically efficient estimator of 6y, then according to Lemma
25.25 in van der Vaart (1998) /i (6, - 00) = A, (g, 20) + 01, (1).

Next we state a modified version of Assumption 4(3) for the models that contain local latent
variables:

Assumption 8 (Good Sequence-Local) For any M > 0, the variational family Q contains a
sequence of distributions {G,(0)} with the following properties:

(1) there exists ny > 1 such that [g03,(0)d6 = 0,,, where 0, is the mazimum likelihood estimate,
for each n > nq,

(2) there exists ny; > 1 such that the rate of convergence is v = \/n, that is Eg, g)[|0 - 0n]?] <
for each n > ny;,

§m|§‘

(3) there exist a compact ball K c © containing the true parameter 0y and ne > 1, such that
the sequence of Radon-Nikodym derivatives of the Bayes posterior density with respect to the
sequence {qn} exists and is bounded above by a finite positive constant M, outside of K for
all n > ny ; that s,

7T(9|Xn? Z?:n)

— <M,, V0 e ©O\K and VYn>ny, Py, —a.s,
an(0)

0

where 2., is the first n components of the true local latent parameter z.

(4) there exists nz > 1 such that the good sequence {G,(0)} is log-concave in 0 for all n > ng.

Example 4 (Bayesian mixture model) Consider a mizture of uncorrelated L univariate Gaus-
sians, each with mean p;,i € {1,2,...,L} and unit variance. Fach observation X; is assumed to be
generated using the following model:

pp~m,Vie{l,2,...,L}

1 1
=) vie (1,2,
(L’L, ’L)’ ZE{?’ 7n}
X~ N2, )Vie{1,2,...,n}

z; ~ Categorical
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Notice that p is the global and z1., are the local latent parameters. Now observe that

7T(M|Xn,2?:n) _ HlL=17T(Ml) T, p(Z?aXiW) _ HlL=17T(Ml) T P(Xi|l‘»z?)
ST 7 () T p(20, Xalw)dpe [ TTy () TS p( X, 20)dps
_ HlL=1 () Ty N (Xl 20, 1)
T () T N (Xl 20, 1) dps
I [ ) T N (X 1)
R () T N (X g, Dy

(20)

(21)

where X]l~ is the j*" observation in the I'" cluster andny = Y7, z?l is the total number of observations

in the '™ cluster. In practice, w(w) = N (w|m,o?)} is assumed to be a conjugate Gaussian with
known mean m and variance o%. In this case, the distribution in (21) can be computed analytically,

that is
1 m A ( 1 -1
— + X y —+7’Ll) .
0—12+nl (02 ; J) o2

In practice Q is chosen to be a mean-field approzimate family, viz. a product of L univariate
Gaussians. Now consider the following sequence of distributions in Q

I/ () T p (2, Xilw) L
7(uXn, 200) = i =TIN | u
(v tn) leL=17T(Nl) ?:1]9(2’?7Xi|ﬂ)d,“ 113 :

L
an(p) = T[TV (ulmng, o)) .-
I=1

. -1 ) 0y
Choosing my, | = ﬁ (U% + Z;Zl X;) and Ui,l = (# + nl) , the ratio %&;;L”) 1 bounded by 1.

The s-LAN assumption for finite miztures model follows from the finiteness of the support of local
latent variables (Murphy and van der Vaart, 1996, 2000).

In the next result we show that a consistent sequence asymptotically achieves zero a—Rényi diver-
gence. To show its existence, we first provide an asymptotic upper-bound on the minimum of the
LHS in (25) in the next proposition. This will allow us to prove the consistency of the minimizing
sequence.

Proposition 15 For a given a > 1 and under Assumptions 1, 3 (for @), 6, 7, 8, and for any good
sequence there exist ng > 1 and M > 0 such that for all n > ng, the minimal a—Rényi divergence
satisfies

min = min_ Do(7(0, 210X ) |q(0)q(21:0)) < min Do (7(0, 21:nX0) [ G (0)q(21:0))
qeQ Q(zlzn)egn Q(len)egn

SBz%log(M)+0po(l) (22)

o a-1

where € is the Euler’s constant and I(0y,z0) is as defined in Assumption 7.
1
oaa—1

Since the term on the RHS above in (22) is non-negative for all n > ng, implying that M > (80,20
_1_

for all n > ng. Therefore, a specific good sequence can be chosen by fixing M = #0_20), implying
that limsup,,_, . ming(.,, yeon Da(7(0, 21:|X0n)[Gn(0)q(21:0)) = 0 ¥Yn > ng. Now analogous to the
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parametric case we are only left to show that the global Rényi approximator necessarily converges
to a Dirac delta distribution concentrated at the true global parameter 6y to achieve zero Rényi
divergence.

Now notice that for any n > 1,

. (ZlTHX |9)
q(zfﬁl)relgnlogf 106 )( (0)) [Z”Q( ”)(W) Ftnd

_log/ (9)(“9)]\{8(”'9)) do, (23)

where M (X,,|0) is the variational likelihood define as
1/
MO0 = [ i [ ater) (u) e (24)
9(21:0)Q" (z1:n)

Observe that subtracting the log P(X,,)® from either side of (23) yields:

ming Da(r(0: 21aXa) [a(8)a(210) > Da(x” (0% a(9)); (25)

where the ideal posterior 7*(6|X,,) is defined as

m(0) M (X,|0)
T 7(0)M(X,|0)do

™ (01X,,) := (26)

In the subsequent lemma we show that under certain regularity conditions M (X,,|6) satisfies the
LAN condition with the similar expansion as of the true likelihood model for a given local latent
parameter zg. The proof parallels that of Wang and Blei (2018, Proposition 10).

Lemma 16 Fiz 0 € ©. Under Assumptions 6 and 7, the sequence of variational log-likelihood
functions { M, (0) :=log M (X,|0) satisfies s-LAN condition, that is there exists a matriz I(6y,zo)
and a sequence of random vectors {A, g, ..)} as defined in Assumption 7, such that for every
bounded and stochastic sequence {hy,}, that is hy = Op,(1), we have

Mn(90 + ’I’L_l/th)
Mn(GO)

1
log = hZI(eg, zO)An,(Og,zo) - 5h£[(90, Zo)hn + Opo(l).

Next, we will show that the minimizing sequence must converge to a Dirac delta distribution at 6,
using the results in Proposition 15 and Lemma 16.

Theorem 17 For a given « > 1 and under Assumptions 1, § (for Q) , 6, and 8, the a-Rényi
approzimate posterior q,(0) over global latent parameters 6 as defined in (19) converges weakly to
a Dirac delta distribution at the true parameter 0y; that is,

4, (0) = g, in Py — probability as n — oo.
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Proof Using the result in Proposition 15 and following similar steps as used in Theorem 9, we
can show that the minimizing sequence must have zero a-Rényi divergence in the limit with high
probability. Recall the inequality in (25)

W v Do (m(0, 21:0|X0) [ ¢(0)q(21:n)) 2 Da (7" (01X2)[q(0)). (27)

Also note that ¢ (6) is the minimizer of the LHS in the equation above. Since the variational
likelihood satisfies the LAN condition due to Lemma 16, under the consistent testability assumption,
the ideal posterior 7*(6|X,,) also degenerates to a Dirac delta distribution at the true parameter
6o (Kleijn and van der Vaart, 2012).

Now recall Lemma 6 and 7. Following the arguments in Lemma 6, and using the inequality in (27)
we can argue that any sequence of distributions in Q that minimizes the LHS in (27) must converge
weakly to a Dirac delta distribution at the true parameter 6 in the large sample limit, since other-
wise the objective in the LHS of (27) is unbounded. In addition, using Lemma 7 and the inequality
in (27) we can also show that any sequence of distribution in Q that converges weakly to a convex
combination of a Dirac delta distribution at 6y with any other distribution can not achieve zero
a—Rényi divergence in the limit. This completes the proof. |
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Appendix A. Proofs

A.1. Proofs in Section 3

We begin with the following well known result.

Lemma 18 [Laplace Approximation] Consider an integral of the form

b
1= [ h(m)e Wy,

where g(y) is a smooth function which has a local minimum at y* € (a,b) and h(y) is a smooth
function. Then

I ~h(y*)e ™) % as n — oo.
ng" (y*)

Proof Readers are directed to Wong (1989, Chapter-2) for the proof. |

Now we prove a technical lemma that bounds the differential entropy of the good sequence.
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Lemma 19 For a good sequence Gn(0), there exist an nyr > 1 and M > 0, such that for all n > nyy

_ B 1 M
[ @l ozan(n < 5 log(m;),

where € is the Euler’s constant.

Proof Recall from Assumption 4 that the g,(60) converges weakly to dg, at the rate of \/n. It
follows from the Definition 5 for rate of convergence that,

. 1
Eg [0 -0n"1=0 (—) :

n

There exist an ny; > 1 and M > 0, such that for all n > ny,

M
—.

Eq.(0)[(0—0,)%] <

Using the fact that, the differential entropy of random variable with a given variance is bounded
by the differential entropy of the Gausian distribution of the same variance (Cover, 2006, Theorem
9.6.5)), it follows that the differential entropy of g, (x) is bounded by %log(27ré%), where € is the
Euler’s constant. u

Next, we prove the following result on the prior distributions. This result will be useful in proving
Lemma 21 and 6.

Lemma 20 Given a prior distribution w(6) with E;p[|0]] < oo, for any B > 0, there exists a
sequence of compact sets { K} c © such that

Jorse, ) = 0(07").

Proof Fix 0, € ©. Define a sequence of compact sets
K,={0e©:10-0,]<n’}V5>0.

Clearly, as n increases K, approaches ©. Now, using Markov’s inequality followed by the triangule
inequality,

-[9\Kn (dy {7e6:|7-91|>n6}7r(7) Tsn 7r(6)[|7 1]
<1 (Exgoy 1] +1011). (28)

Since, E(,y[[7]] < oo, it follows that V3 > 0, /@\Kn 7(y)dy = O(n?). [ ]

The next result approximates the normalizing sequence of the posterior distribution using the
lemma above and the LAN condition.
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AsyMPTOTIC CONSISTENCY OF a-RENYI-APPROXIMATE POSTERIORS

Lemma 21 There exists a sequence of compact balls {K, c O}, such that 0y € K,, and under
Assumptions 1 and 2, the normalizing sequence of the posterior distribution

Xilv)
LI ﬂpoc o) "D

%e(ém(eo)(@n—eo)?))(6"%(1) fKn T (NN (s én’(”l(e‘)))_l)dwo(l))' )

Proof Let {K, c O} be a sequence of compact balls such that 6y € K,,, where 6y is any point
in © where prior distribution () places positive density. Using Lemma 20, we can always find
a sequence of sets {K,} for a prior distribution, such that 6y € K, and for any positive constant

5> 4
Joyse, 7= 0. (30)

Observe that

Xilv) ~ p(Xily) p(Xil7v)
LIssm (”)d”‘(fx [y O foe T ) (81)

ng=1

Consider the first term in (31); following similar steps as in (49) and (50) and using Assumption 2,
we have

Je, Hl 5(%23) rh
Pf’o(l)exp( ~nI(60) (6 - 60) ))/ 7T(’)’)e><p(——”f(90)((’7 ) ))

P9o(1)exp( nI(6o) ((6n - 60)%) \/ 1(9 f (NN (¥ 0n, (nI(60)) ") dr, (32)

where the last equality follows from the definition of Gaussian density, N (+; 0, (nI(60))7").

Substituting (32) into (31), we obtain
p(Xily)
pr(X |90)7T(7)d7
exp (5n(00) (0~ 00%) )\ s ( o [ AN (i, (n1(80)) ey
nl(6y)
+exp(—-n1(eo) (6, - 6o) \/ IQ(WO /@ 0 )1‘[ 5((;(('52)) ) (33)

Next, using the Markov’s inequality and then Fubini’s Theorem, for arbitrary § > 0, we have

[ nd(6o) P(X p(Xily) nl(6p) % p(Xily)
( 2m fG\Ku i1 p(Xilfo) it 5) <V g2ar S [/@\m g p(X—z'Wo)w(v)dv]

nl(6p) p(Xi|y)
—_— d
52ar Jove, [ Xy | "D
nl 00
34
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. Xl
since Ep,_ [ i1 5((X¢|‘670))] =1

Hence, using (30) for 3 > 3/2, it is straightforward to observe that
[ nd(6o) f p( Xilv) I(6p) 1
dy>d|< .
( 2 Je\k, ;1 p(X; |90)7T(7) 120 = S2ar pp1
Since the upper bound above is summable, using First Borel-Cantelli Theorem it follows that

n (6o p( Zl’Y) B B
\/7‘/(\9\Kn i=1 P XZ|0 ) (W)d’)/ - 0(1) P90 a.s.. (35)

Since, exp (—%n[(ﬂo) ((én -6p)?)) <1, it follows from substituting (35) into (33) that

Xily)
LIy

:exp(%n[(@o) ((6n -90)2)) %(e"%(” fan('y)N('y;én, (nI(QO))_l)d7+o(1)).

Next we prove Lemma 6, showing that the a—Rényi divergence between the posterior and any
non-degenerate distribution diverges in the large sample limit.

Proof of Lemma 6 Let K,, c © be a sequence of compact sets such that 6y € K,,, where 6y is
any point in © where prior distribution 7(#) places positive density. Using Lemma 20, we can
always find a sequence of sets {K,,} for a prior distribution, such that 6y € K, and for any positive
constant 3 > %,

Joyse, 7= 07, (36)

Now, observe that
D (01X 10 (0))
_! 7(01Xx) 7(01X.,)
—alog(/ n<)( o ) a [ n<>( . ) de)

2élog(/ n(e)(”(?();;)) de), (37)

where the last inequality follows from the fact that the integrand is always positive.

Next, we approximate the ratio in the integrand on the right hand side of the above equation using
the LAN condition in Assumption 2. Let A,, g, := /n(0,—0p), such that 6,, - 0y, Py, —a.s. and A, g,
converges in distribution to A'(0,1(6p)~"). Re-parameterizing the expression with 6 = 6 +n~'/%h,

24
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we have
n n~12p)) @
a (00 +n 1/2h) e, p(Xi[(6o+
/ qn(g)(w(HIXn)) d9=n‘1/2f an (00 + 0 21) (—;;g‘zgeo) i
o () o an (00 + n12R) Jo T ey ™ (V)Y

1/2 f -1/2 P(Xil0o)
qn(6p+n"'7h)
K Gn (00 +n11%R) [o T, Hiedm(7)dy

=1 p(X;[o)
=n 12 ﬁ{ qn (6o + n1/2h)(7r(90 + nil/Qh)

(38)

(8o + n~2h) T, 2KilGotnt20)) )”‘
h

exp(hI(00) Ay g, — 1h21(0y) +0p, (1))\*
p( ( 0) N ) ((())() ) Py, ( ))) dh. (39)
qn (00 + n=12h) [o ?15()( \.970)77(’7)(17

Resubstituting h = \/n(6-0y) in the expression above and reverting to the previous parametrization,
exp (Vi (0 = 00)1(00) Ang, = 51(0 ~ 00)*1(60) + op,, (1))
= fK n(0) | 7(6) n p(Xh) 40
" qn(0) fe i=1 p(Xi\go)ﬂ'('V)d'Y

°Foy (1) ¢ —ln - - - O — ’
T P IO (0322) 20- 00 -0))\"
K qn(0) f@ P(X; \9’1)7"(7)

Now completing the square by dividing and multiplying the numerator by exp ( nl(6y) ((9 —6p)? ))
we obtain

i / qn(e) ﬂ_(g) 6oPeo( )exp( nI(QO) ((0 - 00) ())Z|e}§p (—%HI(OO) (((9 — én)Q)) O‘de
Kn Qn(e) /9 b p(X.Z‘g’L)W(’Y)d’Y
700D oxp (LnI () ((6,, - 6 2SN (80, (nI(60)) ™ ¢
_ f qn(ﬂ) 71'(9) p( ( O)(( 0) )()X| ;1[(90 ( ( ( 0)) ) do. (40)
an(0) Jo TTity 5(Xi|970)7T(’7)d7

where, in the last equality we used the definition of Gaussian density, N'(:; 6y, (nI(6))™").

Next, we approximate the integral in the denominator of (50). Using Lemma 21, it follows that
there exist a sequence of compact balls {K,, ¢ ©}, such that §y € K,, and

Xilv)
LI me o)™

nIQ(go)e(;m(eo)((én—eo)?))(ef’P@o(l) fK (NN (7 O, (0 (90))_1)d7+0(1))' )

Substituting (41) into (40) and simplifying, we obtain

a

m(61Xn)
Jooo (")

Oy, (1)7'( 0 (n -
_ —/K qn(e)lfa € (9)./\[(9, 9%7( 1(00)) 1) do. (42)
' (e"”@o“) fr 7N (336 (n1(80)) )y + o<1>)
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Observe that

P e [ [n10)\” o1 3 _
(N(0,0n,(nI(GO)) 1)) _( ot ) ( naI(QO))N(Gvem(naI(eo)) 1)‘

Substituting this into the right hand side of (42)

1 _ RON (00 (n1(00))™) )
—log | qu(0)'™ - df
2% J ((e%o“) Jity TN (30, (I (00)) )by + 0(1>))

~—tog (¢ [ RN (s (1 00)) V) +0(1)) + & logn - 22

1 _
ogn 2a
Lo IO 1 [ an(0) ()N (0: 01, (na (60)) b, (43)
2 2w « Kn

From the Laplace approximation (Lemma 18) and the continuity of the logarithm, we have

~log (eopeom /Knﬂ(’y)N(’y; én,(n[(eo))*l)dfy+o(1)) ~ ~log (0 Vn(d,)).

Next, using the Laplace approximation on the last term in (43)

iog [ an(0) 7 (0)"N(0; 00, (07 (80)) " - Lo (1é +logm(d,).
(6% n

@ qn\Un

Substituting the above two approximations into (43), we have

' B (OON (0360, (n1(60))) )
“lo L (0)1 do
215 Ji, 1) ((eoP@o(l)fKnW(v)N(v; én,(n1(9o))l)d7+0(1)))

_loga . a—llogl(ﬁo)

~—log (60P90 (1)7T(én))

2« 2c 2
-1 -1 . .
.2 logn — a log ¢, (6,,) +logm(6,,)
«
A 1 -1 1(0 -1 -1 A A
~—log (m(6)) - oga @ log (%) L2 logn — a log q(0,,) +logm(6,) +op, (1)
2c 2a 2 2a « 0
1 -1 I1(6 -1 -1 A
__oea ¢« log (%) L2 logn - a log q(6,) +op, (1), (44)
2 2 2 2c « 0

where the penultimate approximation follows from the fact that
Qn(en) ~ Q(en)

Note that 6,, — 6o, Py, —a.s. Therefore, if ¢(6p) = 0, then the right hand side in (44) will diverge as
n — oo because Oé—;l logn also diverges as n — oco. Also observe that, for any ¢(#) that places finite
mass on 6y, the a—Rényi divergence diverges as n — co. Hence, a—Rényi approximate posterior
must converge weakly to a distribution that has a Dirac delta distribution at the true parameter
fo. |
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Next, we show that the a—Rényi divergence between the true posterior and the sequence {q,,(0)} € Q
as defined in (9) is bounded below by a positive number.

Proof of Lemma 7 Van Erven and Harremos (2014, Theorem 19) shows that for any « > 0, the
a—Rényi divergence D, (p(0)|q(#)) is a lower semi-continuous function of the pair (p(9),¢(0)) in
the weak topology on the space of probability measures. Recall from (6) that the true posterior
distribution 7(0|X,,) converges weakly to dg, Py, — a.s. Using this fact it follows that

liminf Dy, (7(0|X,)|q,,(0)) > Dg (590 widgy + Y wiqi(e)) Py, - a.s.

i=1,i%j

Next, using Pinsker’s inequality (Cover, 2006) for a > 1, we have

2
Da%uww+zu@w)£ [@rw%—§jMMﬂw
i=1,i%j 2\Je i=1,i%j

2
=%(f@‘(1—wi)590_ 2 wi(ﬁ(a)‘(w) |

i=1,i#]

Now dividing the integral over ball of radius € centered at 6y, B(fy,€) and its complement, we
obtain

lim inf Do, (7 (01X [ 4,,(0))

2
1 . oo , . oo .
> = 1—w')sy — wig; (6 d9+f 1— w8y - wiq;(0)| do
3 | Joton | (1700 2 q<>‘ e |17 00 = 3 q(>‘ )
2
1 . oo )
> = 1-w!)dg, — w'q; (0)| do
3\ Lo e |12 Py q<>‘ )
1 ad ?
== - w' :(0)| do Py, —a.s. 45
1A e | w®) ) % (45)

Since, w' € (0,1), observe that for any € > 0, there exists n(e) > 0, such that

3\
2 \ JB(6p,6)C

[e o]

-3 w'e(6)

i=1,ij

2
d@) >n(e).

Therefore, it follows that

liminf Do (7(01X,)]q,,(0)) 2n(e) >0 Py, —a.s.

In the following result, we show that if ¢;(0),i € {1,2,...} in the definition of {g/,(#)} in (9) are
Dirac delta distributions then

liminf Dy, (7(0/X,)] ¢, (0)) 2 2(1 —w?)*> >0 Py, - a.s,
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where w’ is the weight of dp,- Consider a sequence {¢,(0)}, that converges weakly to a convex
combination of dy,,i € {1,2,...} such that for weights {w’ € (0,1): }72, w' =1},

an(0) = Zwichi, (46)
i=1
where for any j e {1,2,...} , 0; =6y and for all i € {1,2,...}\{j}, 6; # 6o.

Lemma 22 The a-Rényi divergence between the true posterior and sequence {q,(0)} is bounded
below by a positive number 2(1 —w’)?; that is,

lim inf Dy (7(0]X0) g2 (0)) 2 2(1 —w’)? >0 Py, - a.s,

where w’ is the weight of dg, in the definition of sequence {q,(0)}.

Proof Van Erven and Harremos (2014, Theorem 19) shows that for any a > 0, the a—Rényi
divergence D, (p(0)|q(6)) is a lower semi-continuous function of the pair (p(6),q(#)) in the weak
topology on the space of probability measures. Recall from (6) that the true posterior distribution
m(0|X,,) converges weakly to dg,, Pp, — a.s. Using this fact it follows that

liminf Do (7(0)X,) | gn(60)) > Dq (590

Z wiégi) Py, —a.s.
i=1

Next, using Pinsker’s inequality (Cover, 2006) for a > 1, we have

Da (590 Zwlagi)zl f 5o — > w'dy, d9)
i=1 2\Je i=1

1 & ?

== (1—w)ép, - w'dp, | db
1 o 2

- - 1— w?)[3,|dO f ~ 64.|d0
3\ Lo (1 R SN LA )
1 o\

=— (l—wj)+ Z w' :2(1—wj)2, (47)
2 i=1,i%j

where B(0;,€) is the ball of radius € centered at ;. Note that, there always exist an € > 0, such that
N2, B(6;,¢€) = ¢. Since, by the definition of sequence {g,(0)}, w’ € (0,1), therefore 2(1 - w’)? >0
and the lemma follows. |

Now we show that any sequence of distributions {s, ()} c Q that converges weakly to a distribution
s(0) € Q, that has positive density at any point other than the true parameter 6y, cannot achieve
zero KL divergence in the limit.

Proof of Proposition 8 Observe that for any good sequence {g,(6)}

min Do (7(01Xn) [4(0)) < Da(7(01Xn) [31(9))-
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AsyMPTOTIC CONSISTENCY OF a-RENYI-APPROXIMATE POSTERIORS

Therefore, for the second part, it suffices to show that
Da(w(01X.) G (60)) < B+ o, (1).

The subsequent arguments in the proof are for any n > max(ni,n2,n3,ny), where ny,ne, and
ng are defined in Assumption 4. First observe that, for any compact ball K containing the true
parameter 6,

D (r(01X,)1:(60))
1 m(0]X,,) m(01%x)
—Elog([ n(e)( "0 ) d9+f Gn (0 )( 5 ) d9). (48)

First, we approximate the first integral on the right hand side using the LAN condition in Assump-
tion 2. Let A, g, = \/n(0y — 6p), where 0,, - 0y, Py, — a.s. and A, 4, converges in distribution to
N(0,1(69)7"). Reparameterizing the expression with 6 = 6y + n~/2h, we have

1/2 n p(Xil(Botn~?h)) \
Jx n(a)(ﬁ(ean)) a0 =" [ G (00+n™n) e T i 7yt h
() K Gn (80 + 17 12h) [ TR 27 (y)dy

i=1 p(X;0o)

~1/2py 0 . 2Xal(@o+n=Ph))  \®
12 [ 7o -1/2p, (0o +n= ") TTiLy p(X;[00) h
- an( oxn )\ - -1/2 n  p(Xily)
@n (0o +n12h) [o TTiL, p(Xi|90)7r('Y)d')’

eXp(hI(cgo)An’go — %hQI(Oo) + Ope0 (1)) )adh (49)
Gn (00 +n7Y2h) fo I, Hidm(y)dy

=n12 qu‘n(Ho +n72R) (7‘((90 +n 2h)

Resubstituting h = \/n(6-0y) in the expression above and reverting to the previous parametrization,

) exp (v/1(0 — 00)1(09) A gy — $1(0 - 00)21(00) + op,, (1)) |
= [ Qn(e) 7T(9) p(Xilv) do
an(0) f@ (X |90)7T(’Y)d'y

OP"O(l)eX -sn - - - ), — "
S RACIEOE b I(QO)((H (ef()_f) 2000600 4y
K @n(0) Jo TTiny 5()(591)”(7)(17

Completing the square by dividing and multiplying the numerator by exp( nl(0p) ((0 ) ))

- [La®|x0)°

Poy (1) exp (311 (6) (6~ 60)*)) exp (=301 (6) ((6 - 6n)*)) )a do
0(®) Jo I Sy ™Dy

Po, (1) exp (%nI(eo) ((én -60)*)) \/%N(g; O, (1(00))™") )a do (50)

0n(0) Jo T By (N |

= [ a®) [ =)

where, in the last equality we used the definition of Gaussian density, N'(-;6,, (nI(6))™").
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Next, we approximate the integral in the denominator of (50). Using Lemma 21 (in the appendix)
it follows that, there exist a sequence of compact balls {K,, ¢ ©}, such that §y € K,, and

LI ﬂmx |eo)””)d”

2
nl(6o)

e<;nf<eo><<én—eo>2>>(e%o<1> [K W(V)N(’Y;ém(nI(Oo))_l)d’YJrO(l))- (51)

Substituting (51) into (50), we obtain

«

2P0 D (N 0, —L
Ji “‘”(W(m()e(;)) a0 = [ g.(6) (OWNE: O ) a.  (52)
i (¢ f, rIN .y o)

Now, recall the definition of compact ball K, n; and ny from Assumption 4 and fix n > n(, where
ng = max(ni,ng). Note that ng is chosen, such that for all n > ny, the bound in Assumption 4(3)
holds on the set ©\K. Next, consider the second term inside the logarithm function on the right
hand side of (48). Using Assumption 4(3), we obtain

f n(a)(w(iléj;)) d9 < M© f@\an(a)da Py, - as. (53)

Recall that the good sequence {g,(-)} exists Py, — a.s with mean 6,,, for all n > n; and therefore it
converges weakly to dg, (Assumption 4(2)). Combined with the fact that compact set K contains
the true parameter 6y, it follows that the second term in (48) is of o(1), Py, — a.s. Therefore, the
second term inside the logarithm function on the right hand side of (48) is o(1):

m(0]Xn)
f@\K Gn (0 )( 0 ) d6 = o(1) Py, - as. (54)

Substituting (52) and (54) into (48), we have

L Da (1 (01X,) 0 (9))

«

~Liog| [ oy "0 D7 (O)N (0: sy (1 (00)) ) 29+ of1)
o |E (eopeo(”fKnm)N(v;én, (”1(90))_1)d7+0(1))

_ llog eoPeo(l) [ qn(e)l—a 71-(9)]\[(07@717 (nI(HO))_I) d6 +0(1)
« . (e"%(” Jo 7(DN (b (n1(90))1)d7+0(1))

(**)
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Now observe that,

(67

T(O)N(8; 0y, (nI(69))™")
0 [ r ()N (b, (”1(90))_1)d’7+0(1))

do

(+) ~ ~tog| [ a.(0)" |

= Ztog ([ () 7(0) "N (0:01, (01 (00)) )0
—log (eop"o(l) fKn 7r(v)/\/(v;én,(nI(@o))1)al7+0(1))
~ Ztog ([ an(0)7(0) "N (0:01, (01 (00)) )0

o 7N (a100)) a0, (1), (59

Note that (N (6;0,, (nI(69))™))" :( %)a( [ ) N (030, (nad (60)) 7).

Substituting this into (55), for large enough n, we have

D (01X, 10:(0))

Lol logn — 10;;:1 + 0;;1 lo I(Qi?) —log / 3 (0) 07 (0) N (0; 6, (naI(6p)) ™1 )do
“og ([ TN (i, (0T (00)” )dv) . (56)

From the Laplace approximation (Lemma 18) and the continuity of the logarithm, we have

élog/chn(Q)l_aw(G)aN(G;én,(naI(HO))_l)d9~ L O e G (0,) + Tog 7(6y).

Next, using the Laplace approximation (Lemma 18) on the last term in (56) yields
“tog( [ mDN (b, (n1(80)) " )y) ~ =g (v(00).

Substituting the above two approximations into (56), for large enough n, we obtain

%”Daw(mxmuqn(e))

10ga+a—1 I(6p)

logqn(H )+10g7r(9 ) - 5 log 27r o

loga a- 1 I(Go)
5o T 5 log 5 o logn+0p90(1). (57)

1 .
logn —log m(0n)+op, (1)

log Qn(0 ) -

Now, recall Assumption 4(4) which, combined with the monotonicity of logarithm function, implies
that log g, (-) is concave for all n > ng. Using Jensen’s inequality,

log(jn(én):log(jn([ an(e)de)zfqn(e)logqn(e)dﬂ.
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Since a > 1,

- A a-1
log Qn(en) < _T / Cjn(e) 1Og (jn(e)da

Using Lemma 19, there exists ny; > 1 and 0 < M < oo, such that for all n > ny;

et dn(0)log @, (0)do <2 -1 log (27‘1’6%) = a2 ! log(2meM ) — -1 logn (58)
a n

where € is the Euler’s constant. Substituting (58) into the right hand side of (57), we have for all
n > ng, where ng = max(ng,ns, na),

1- 1 -1 1(0
logqn(ﬁ ) - gx, a log (%) logn.
2c 2c 27 2c
_ -1 I -1 1(6
log(27réM) _a logn — g, @ log ( 0) logn
2c 2c 2 2c
1 -1 I
log(27reM) _oea @ log (%)
2a 2c 2
- 1 1 eMI(6
-4 —log ¢ 1( 0). (59)
a 2 a1

Observe that the left hand side in (57) is always non-negative, implying the right hand side must
be too for large n. Therefore, the following inequality must hold for all n > ng:
eMI 500) 1
a-1
Consequently, substituting (59) into (57), we have
1 eMI(0
Do (OX ) (®)) < 21ox P s, (1) v m, (60)

o a— a-1
and the result follows.

We next state an important inequality, that is a direct consequence of Holder’s inequality. We use
the following result in the proof of Lemma 10.

Lemma 23 For any set K ¢ © and o > 1 and any sequence of distributions {q,(0)} c Q, the
following inequality holds true

(0]X,) (Jim(6]X,,)d0)"
/ n(e)( n(0) ) 0= (Jxcan(0)a0)* ™" (61)

Proof Fix a set K ¢ ©. Since a > 1, using Hoélder’s inequality for f(0) = % and ¢(0) =

)i
0 (0)" 5,

/Kw(9|xn)d9:fo(9)g(9)de
s(ﬁ(—@ie(gg)fda)&(/an(e)de)l_é
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It is straightforward to observe from the above equation that,

I T(OXn)* 1 i m(01Xn)d0)"
K qn(0)* 7 ([ ga(6)d6)*

Also note that, for any set K, the following inequality holds true,

(61X, 7(01X,)* (S m(0X0)d6)"
f n(e)( 0 ) desz (T2 (fl;qn(e)de)“‘“ (62)

and the result follows immediately. |

Proof of Lgmma 10 First, we fix n > 1 and let M, be a sequence such that M, - oo as r — oo.

Recall that ¢,, is the maximum likelihood estimate and denote 6,, = E, ()[¢]. Define a set
K,={0e0:|0-0,)> M} J{#cO:10-0,|>M,}.

Now, using Lemma 23 with K = K., we have

7(0|Xn) ([, 7(01X)d0)"
f 40 )( qn(0) ) 0= (/Kan(e)de)"“1

. (63)

Note that the left hand side in the above equation does not depend on r and when r — oo both the
numerator and denominator on the right hand side converges to zero individually. For the ratio to
diverge, however, we require the denominator to converge much faster than the numerator. To be
more precise, observe that for a given n, since a — 1 < a the tails of g, (6) must decay significantly
faster than the tails of the true posterior for the right hand side in (63) to diverge as r — oo.

We next show that there exists an ng > 1 such that for all n > ng, the right hand side in (63)
diverges as 7 — oo. Since the posterior distribution satisfies the Bernstein-von Mises Theorem
(van der Vaart, 1998), we have

[Krﬂ(mxn)de: f}{TN(O;én,(nI(QO))_l)d9+oPBO(l).

Observe that the numerator on the right hand side of (63) satisfies,

(f (0]X,) ) ([ N (06, (n1(80))™)d8 + o, (1))
> ( f{ ooy N O I (00) b + 0P90(1))
:(f{e_én%}/v(e;én,(nf(eo))—l)d9+fe_é _MT}N(H;én,(nI(GO))‘l)d0+0p90(1))a

> ([{aén>MT}N(0;én, (nI(09)) ")do + oPGO(l))a. (64)
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Now, using the lower bound on the Gaussian tail distributions from Feller (1968)

(f (01X, ) ([ N (8:6,, (nT(600))™)d0 + op, (1))

n[(@o)

6
2 M'r +OP00(1))

1 1
) (\/%( nI(G0) M, (\/nI(QO)MT)?’)

(Jl_ 1(19 VM, R " 0P (1)) o
nl (6o

where the last approximation follows from the fact that, for large r,

1 1 1
( nI(GO)MT_(\/nI(HO)MT)Q")N Wl (0) M,

Next, consider the denominator on the right hand side of (63). Using the union bound

(fm q"(g)de)a_l . (f{eén>MT} an(0)d0 + [[|9—9}|>M& q"(g)de)a_l ' (66)

Since, 0, and 6, are finite for all n > 1, there exists an e > 0 such that for large n, |0, — 0,| < e.
Applying the triangle inequality,

|9_én|g|0—§n|+\0~n—én\§|9—§n|+e.

Therefore, {|0 - 0, > M,.} € {|0 - 0,,| > M, — €} and it follows from (66) that

a-1 a-1
(0)do) < f ) (0)d6 / ) (0 d0) .
(/I;r 1 ( ) ) ( {10-6n|>M;} g ( ) ’ {|0_97L|>M7"_€}q ( )

Next, using the sub-Gaussian tail distribution bound from (Boucheron et al., 2013, Theorem 2.1),

M7 va (M=)

a-1 42 2 a-1
W@+ [ w(O)d0) < (26 oo R
(f{|05n|>Mr}q O+ J o gorty— @ ( ¢ wotoe ) (67)

For large r, M, ~ M, — ¢, and it follows that

a-1 w,leg a—1
) (0 d0+[ ) (6 de) < (46—23 ) . 68
([{|0—9n|>Mr}q ) (6-Gn > My} | ) (68)

Substituting (65) and (68) into (63), we obtain

_nl(6g)

_r 1 S
f (9)( (0|Xn)) > | VAT, +op, (1)
fn qn(Q) ~ (4 _’y%lb[?)al
e 2B
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for large r. Observe that

nl(6g) 5 r2
1 1 -— =M,

V2 \Jnl(00) M, ) 1 1 1 6M3(°‘T’1%—%)
(4 _'y%Mz)a;l 407_1\/27T M, \/nI(Qo)
e

(69)

2B

2
Since v2 > n, choosing ngy = min {n : (O‘T_lg—g - %) > 0} implies that for all n > ng, as r - oo, the

left hand side in (69) diverges and the result follows.

A.2. Proofs in Section 4
Proof of Lemma 13 Posner (1975, Theorem 1) shows that, the KL divergence KL(p(6)|s(8))
is a lower semi-continuous function of the pair (p(#),s(#)) in the weak topology on the space of

probability measures. Recall from (6) that the true posterior distribution 7 (60|X,,) converges weakly
to dg,, Py, — a.s. Using this fact it follows that

liminf KL(7(8|X,,)[sn(6)) > KL (0g,[5(0)) Py, — a.s.

Next, using Pinsker’s inequality Cover (2006) for o > 1, we have

KL (59, 5(8)) > % (/@ 150, —5(9)|d9)2.

Now, fixing € > 0 such that s(f) has positive density in the complement of the ball of radius e
centered at 6y, B(fy, ), we have

. 1 2
lim inf KL(x(01X,,)|5(0)) 2 —([B 155 -5(9)|d9+f8(6075)0 154, —s(e)|d9)

2 (6o,€
1 2
> = dg, — s(0)|dO
T2 (/B(eo,e)O’ o = 5(6) )
1 2
== - Py, — a.s.
: ( A o] 3(9)|d9) o — . (70)
Since s(6) has positive density in the set B(fy,€)”, there exists n(e) > 0, such that

% (/B(eo,e)c [=s(0)] d9)2 2n(e),

completing the proof. |
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A.3. Proofs in Section 5

Proof of Lemma 16 We prove the assertion of the Lemma for the class of local latent parameters
z; that have discrete and finite support. First observe that for a > 1, using Jensen’s inequality

p(zlznv Xn|0)
Q(zl:n)

«

M(X,)0)* = min fz ) q(z1;n)( )a dzrp > [ [Z np(zlm,Xn|9)dz1;n] .M)

q(zlzn)egn

Now since family Q™ contains point masses, we choose a member of family Q™ which is a joint

distribution of point masses at 27, := {2}, 2%,..., 25} to obtain
: p(zlznan|0) )a o
M(X,|8)%= min f 21m) | ———2 ) dzn < |p(2FXL,00) |, 72
ooy = i [ o) (PN g <ot X0 (72

where 2] is as defined in Assumption 6.

Since, f(x) = x® is increasing for « > 1 and x > 0, it follows from (71), (72), and monotonicity of
the logarithm function that

log fzn (21, Xn|0)dz1: < log M(X,|0) <logp(zY,,, Xn|0). (73)

Now using Assumption 6 (1) and (2(ii)), that is dg (20, 2%,,) = 0(pn), it follows that at some rate
pn With py, | 0 and np? — oo; that is for all bounded, stochastic h,, = Op, (1),

21X, 0 = 00 + Y2 hy)dz1m
-[{Zl:nidH(Zl:n,Zo)an}p( ! | 0 ) !

< X0, 0 = 0+ n Y21, )dzy.
AzlznidH(Zl:n,me)*dH(ZO,me)ZPn}p(ZLn‘ 73 otn n) Z1mn

< 21| Xy, 0 =0 +n_1/2hn dz1., = 0p, (1),
f{zwdH(ZLn,zfm)an(le)}p( 1 | 0 )dz1 Po( )

where the first inequality follows from using the fact that dg (z1:m, 20) < dp(21m, 23,,) +dr (20, 21.,),
the second inequality uses the fact that dg (2o, 2%,,) = 0(pn), that is for some € € (0,1), dg(z0,27,,) <
epy, for sufficiently large n, and the last inequality is due to Assumption 6 (1).

Therefore, it can be observed from the above result that the conditioned latent posterior p(z1.,| X, 60)
concentrates at zg. Consequently, when the local latent parameters are discrete it follows that

p(zl:n|Xna‘90)

> Xalfo)dzrn =1 , X0 1).
zn p(zl:n|Xn,¢90)p(zL |00)dz1.0, = log (20, Xn|6o) + 0R, (1)

log fznp(zl”“ Xnl0o)dz1:m = log
Now it follows that

log M (Xn|f) = log p(z0, Xn|fo) + op, (1) = log fzn P(21m, Xn|bo)dz1n + 0p, (1). (74)

Subtracting log M (X,,|0y) from (73) and using (74) yields

_[Zn p(len, Xn|0)dzln

MO 0 Xolf)
on P(len, Xn|90)d«31:n

—_— < O —_—
M(Xn|60) gp(ZOaXn|90)

log +op,(1) <log +op,(1). (75)

Now, substituting 6 = g + n~Y2h, for all bounded and stochastic h, = Op,(1), and using the
result in Bickel and Kleijn (2012, Theorem 4.2) under the conditions in Assumption 6 the RHS
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and LHS above have the same LAN expansion and the result follows. Notice that, by definition,
the s-LAN condition in Assumption 2 is also true at z1., = 2}, . Assumption 6 (2(ii)) implies
dp (z0,27,,) = 0(pn) with p, | 0 and np3 — oo, so that

n
P‘90+n_1/2hn731 i P90+n_1/2hn,2:0
= log —_———— + 0(1)

log —~ —
00,27, 60,20
Theref 1 p(20,X 0|00+ /2h,,) _1 p(Xnlz0,00+n712h,,) +1o p(z0|00+n"2hy,) _1 P;;+n—1/2hn,z0 + (1)
Crelore, 108 = p(z0, Xalf0) P(Xulz0,00) 08 T p(zolf0) L7 ¢
also have the same expansion as given in the s-LAN condition in Assumption 2. |

Proof of Proposition 15 Observe that for any good sequence {7, (0)} and ¢(z1.,) as point masses
(discrete distribution) at the truth 20, := {2 29 ... 2%}, we have

min min Dy (7w (0, z1.,]| X, 0)q( 21
q€Q q(21:n)€Q™ ( ( 1 | )Hq( )Q(l ))

p(9721;n,Xn) “
q(e)eg i(1n)eQn ﬁl 8 Jozn 100)(1m) (p(Xn)q(e)q(zm)) A0dzin
p(0, 21,,, X5)
1og [ (0 )(p(xl) n(g)) @
1 . Tr(e’Z :n|Xn)

Also note that, using the definition of 7(6, 2%, X,,), we have
m(0)7(22,,10)P(Xnl0, 20, T (0)7 (21 0)P (X0, 21.,)
f@xzn W(e)ﬂ(zltnyg)p(xn’a Zl:n)d‘gdzl:n f@ 77(6)77'(25 |‘9)p(Xn‘07 Zl;n)de’

where the second inequality follows from the fact that 21, is a discrete random variable. Therefore
substituting (77) into (76) yields

71—(‘9’ Z?nlxn) =

(77)

. . 1
min  min D, (7(0, 21..|X0) |¢(0)q(21:1)) <
qEQ q(zlzn)EQn o —

_ m(0)p(Xn, 21,,|0) :
7 o8 /@ 4 (0) (qn(ﬁ) Is Tr(e)p(xi, z;{nw)da) a0

log/ n(@)(W(HIPjELé)Zln)) o

= Da(W(QIszlm)HfIn(@))- (78)

Therefore, for the second part, it suffices to show that

Do (m(8]Xn, 20,) |60 (8)) < B +0p, (1).

The subsequent arguments in the proof are for any n > max(ni,ng,n3,ny), where ng,ng, and
ng are defined in Assumption 4. First observe that, for any compact ball K containing the true
parameter 6y,

O D (6% 42 102 (0))
1 - (01X, 20,,) “ _ (01X, 2%,,) “
_alog(qun(e)(Te)l) d9+[®\an(0)(T9)1) d0). (79)
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First, we approximate the first integral on the right hand side using the LAN condition in Assump-
tion 2. Let A, (g ) = (0, -0y), where 6,, - 0y, Py—a.s. and Ay, (8y,20) converges in distribution
to N(0,1(6p,20)7") (van der Vaart, 1998, Lemma 25.23 and 25.25). Now the proof follows similar
steps as used in the proof of Proposition 8. |
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