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Understanding Estimation and Generalization Error
of Generative Adversarial Networks
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Abstract—This paper investigates the estimation and gener-
alization errors of the generative adversarial network (GAN)
training. On the statistical side, we develop an upper bound
as well as a minimax lower bound on the estimation error
for training GANs. The upper bound incorporates the roles of
both the discriminator and the generator of GANs, and matches
the minimax lower bound in terms of the sample size and the
norm of the parameter matrices of neural networks under ReLU
activation. On the algorithmic side, we develop a generalization
error bound for the stochastic gradient method (SGM) in training
GANs. Such a bound justifies the generalization ability of the
GAN training via SGM after multiple passes over the data and
reflects the interplay between the discriminator and the generator.
Our results imply that the training of the generator requires
more samples than the training of the discriminator. This is
consistent with the empirical observation that the training of the
discriminator typically converges faster than that of the generator.
The experiments validate our theoretical results.

Index Terms—GAN training, estimation error, generalization
error, neural networks, stochastic gradient method

I. INTRODUCTION

GENERATIVE adversarial networks (GANs) [1] have
been developed as a successful machine learning tool

for learning complex high dimensional distributions, and have
been applied to many applications in computer vision, medical
science, etc. The GAN training is conducted through a min-max
optimization problem, where the minimum and the maximum
are taken over a class of generators and a class of discriminators,
respectively, in order to guarantee a distribution py to be close
enough to a target distribution. In particular, in the case that
the discriminator class is sufficiently large, the GAN training
amounts to finding a generator so that the generated distribution
is close to the target distribution px with respect to the Jensen-
Shannon distance [1]. In this paper, we adopt the so-called
neural net distance [2], as given by

dFnn(px, py) = sup
w∈W

[
E

x∼px
f(w;x)− E

y∼py
f(w;y)

]
, (1)

where f(w;x) denotes the output of a discriminator neu-
ral network with network parameters w and input data x.
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Correspondingly, the GAN training is to solve the following
optimization problem

min
v∈V

dFnn(px, pg(v;Z)), (1.5)

where pg(v;Z) is the generated distribution by a generator neural
network g(v;Z) with network parameters v and input random
sample Z that is drawn from a given distribution pz (e.g.,
Gaussian distribution).

In practical scenarios, the target distribution px is unknown
a priori and the evaluation of the expectation in the neural net
distance in eq. (1) is computationally expensive. Thus, one
usually collects a set of training samples Sx = {x1, ...,xn} and
Sz = {Z1, ..., Zm} from the distributions px and pz , respec-
tively, using which to evaluate the empirical distributions p̂x and
p̂g(v;Z) instead. Then, the practical GAN training corresponds
to solving the following empirical risk minimization

(GAN training): min
v∈V

dFnn(p̂x, p̂g(v;Z)), (2)

which takes the min-max form if we substitute the distance
by eq. (1).

As the above GAN training is conducted on empirical
distributions, it is therefore important to understand the
estimation error induced by the obtained solution. In specific,
denote v̂∗ as the solution of the optimization in eq. (2). Then
the corresponding estimation error is defined as

dFnn(px, pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z)). (3)

The estimation error of the GAN training has been studied in
[3] for v̂∗ being the minimizer of a different objective function
dFnn(p̂x, pg(v;Z)) (as compared to that in eq. (2)). [4] studied
the same type of estimation error but took the discriminator
class in the Sobolev space. As a result, the estimation error
bounds in [3], [4] incorporates only the discriminator part, but
does not capture the role of the generator and the interplay
between them. This motivates us to address the following
questions with respect to the estimation error of the GAN
training in this paper.
Q1: Taking v̂∗ as the minimizer of eq. (2), can we further

characterize the impact of the generator and the interplay
between the discriminator and the generator on the
estimation error?

Q2: Is the developed estimation error bound tight enough with
respect to the minimax lower bound?

Another important aspect of the GAN training is the general-
ization error corresponding to specific optimization algorithms
used in practice. Since the GAN training optimization is
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typically solved by the stochastic gradient method (SGM)
in practice, it is desirable to investigate the generalization error
induced by the output of SGM. However, such a topic has
not been explored in the existing literature for GANs, which
we study in this paper. In specific, denoting (wS ,vS) as the
discriminator and the generator trained by SGM with the dataset
S = Sx ∪Sz , we are interested in the following generalization
error of the output of SGM

df(wS)(px, pg(vS ;Z))− df(wS)(p̂x, p̂g(vS ;Z)), (4)

where df(wS)(px, py) := Ex∼pxf(wS ;x) − Ey∼pyf(wS ;y)
denotes the plug-in neural net distance with the trained
discriminator wS . Similar to the estimation error of the GAN
training, an important aspect of the above generalization error
is the interplay between the discriminator and the generator in
the training process of SGM. Thus, in this paper, we address
the following question with regard to the generalization error
of SGM for GAN training.
Q3: Can we characterize the generalization error of SGM for

the GAN training, which captures the interplay between
the discriminator and the generator?

A. Our Contributions

We first develop an upper bound on the estimation error for
the GAN training. In contrast to the existing results [3], [4],
our upper bound captures the impact of the generator and the
interplay between the generator and the discriminator on the
estimation error. In particular, our proof requires nontrivial ef-
forts into characterizing the bound via Rademacher complexity
of a compositional function class of the discriminator and the
generator in order to capture their interactions.

We then provide a minimax lower bound for the estimation
error. In particular for ReLU networks, we show that the
obtained lower bound matches the established upper bound in
terms of both the sample size and the norm of the parameter
matrices of neural networks. This shows that the generator
trained by GANs via the neural net distance is nearly minimax-
optimal. The technical proof exploits the Fano’s inequality,
with the major technical development lying in the construction
of appropriate multiple hypothesis distributions and a proper
neural network, and the development of a lower bound over
neural network functions.

We further develop the first known generalization error bound
for SGM in the GAN training under the stability framework [5]1.
The established bound shows that the GAN training via SGM
can generalize well after multiple passes over the training data,
and the corresponding proof reflects the interplay between the
discriminator and generator in the training process of SGM. We
note that the generalization error of SGM has been studied for
the risk minimization problem under the stability framework [5].
As a comparison, the GAN training corresponds to a min-max
problem due to the neural net distance, and the corresponding
SGM update consists of a minimization step as well as a

1The stability here is with respect to replacement of samples, and is different
from the stability in [6], which is with respect the dynamic system of GAN
optimization (see Section III-B for details).

maximization step. Thus, the analysis of the corresponding
generalization error requires substantial new development.

Furthermore, we note that our analysis is also applicable
to the case where the number of samples of the generator is
unlimited, i.e., the objective function of the GAN training in
eq. (2) is minv∈V dFnn(p̂x, pg(v;Z)), where the estimation and
generalization errors of the generator become zero. Our results
still involve some developments for such a case. For example,
we develop the first known minimax lower bound, which match
upper bounds in both the sample size and the norm of neural
net weights, and we also provide the first characterization on
the stability of SGM in the GAN training. These two results
are both new in the existing literature.

We provide experiments in training the widely-used deep
convolutional GANs (DCGANs, [7]) over CIFAR-10 dataset,
and study its the generalization performance in the new setting
considered in our paper. Our results show that the generalization
performance of DCGANs is improved with the increasing of
the latent sample size m, and m needs to be larger than n to
achieve a good quality and diversity of the generated images,
which supports our theoretical results well.

B. Related Work

Estimation error of GANs: The generalization properties
of GANs have been studied recently. In specific, [3] studied the
estimation error of the GAN training where they considered
the obtained generator v̂∗ to be the minimizer of the objective
function dFnn(p̂x, pg(v;Z)) (as opposed to that in eq. (2)). The
resulting estimation error bound captures only the impact of the
discriminator neural network class, whereas our work further
captures the impact of the generator neural network class.
[8] provided a generator-dependent estimation error bound
for MMD-GAN. In comparison, our work studies the GAN
training based on the neural net distance (which corresponds to
GAN training by neural networks) rather than MMD. Recently,
[9] studied the effect of disconnected support on the estimation
performance of GANs, and [10] explored the effectiveness of
regularization on the generalization performance of the original
GANs. The objectives in their studies do not take the same
form as our objective in eq. (2).

Recently, a line of research studies have analyzed the
performance of GANs from the density estimation perspective.
[11] first studied the impact of the discriminator in the
approximation error of GANs, and showed that GANs with
certain restricted class of discriminators have a moment-
matching effect like f-GANs. Second, it established a weak
convergence to the target distribution for a class of GAN
objective functions. [4] studied the rate of density estimation
of GANs as a nonparametric estimation problem. By modeling
the discriminator function class as s-Sobolev and the generator
function class as t-Sobolev, [4] developed the first-known
minimax lower bound n−

s+t
2t+d for training Sobolev GANs,

where n is the size of observed samples from the target
distribution and d is the dimension. The developed theory
has also been applied to parametric function classes including
neural networks. In specific, [4] approximates neural networks
by Sobolev function class and established minimax rate
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optimality in terms of the sample size n. [12]–[14] extended
the results in [4] from several perspectives. Specifically, [13]
extended the results in its early version [4] to a wider range
of target distributions and a larger class of functional spaces,
which include nonparametric spaces (e.g., Sobolev space and a
reproducing kernel Hilbert space) and parametric spaces (e.g.,
leaky ReLU neural networks). In particular, [13] provided a
tighter upper bound on density estimation in Sobolev GANs
than that in [4], which matches the minimax lower bound
established in [4]. In addition, the developed theories on the
parametric function classes such including neural networks
improved the results in [4] using a tool of pair regularization.
[12] provided upper bounds and minimax lower bounds on
the density estimation of a class of implicit generative models
including GANs as a typical example. The developed results
have been applied to different functional spaces including
Sobolev space, a reproducing kernel Hilbert space and neural
networks. In particular, for a s-Sobolev discriminator function
class and a t-Sobolev generator function class, it provided a
tight upper bound n−

s+t
2t+d that matches the lower bound in [4].

By approximating neural networks using a Sobolev class, [12]
provided a tighter upper bound than that in [4]. In addition, it
provided some evidence in the statistical advantages of implicit
generative models over conventional sampling approaches.
[14] studied the statistical error of GANs by modeling the
discriminator and generator as Besov function classes, and
demonstrated the advantage of GANs over the conventional
linear estimator.

The main developments in [12]–[14] and [4] approximate
neural networks as classical nonparametric function classes,
and leverage techniques based on these function classes. As a
comparison, our developed results directly exploit the structures
of neural networks and are given in a form of parameters
of neural networks. In particular, our developed upper and
lower bounds match with each others in terms of not only the
sample size n (as done by [4], [12]–[14]) but also the norms
of parameter matrices of neural networks.

Generalization error on deep neural networks: In the
context of regression and classification, analysis of the gener-
alization error of deep neural networks has been the theme of
a number of recent papers (e.g., [15]–[18]).

[15] did not theoretically provide upper bounds on the
generalization error, but proposed a simple method for com-
puting Lipschitz norms of a class of neural networks such as
fully connected networks, convolutional networks and residual
networks. Such Lipschitz norms are then used for regularizing
the model training via a constrained optimization procedure,
and are shown to play an important role in controlling the
generalization error. Our theory supports this empirical finding
by showing that the upper and lower bounds almost matches
in terms of such Lipschitz norms. [16] proposed a new loss
function by adding a regularization of Lipschitz norms of neural
networks for reducing the generalization error. It showed that
such a Lipschitz regularization leads to a depth-independent
generalization bound. As a comparison, our paper focuses
on a non-regularization case, and shows that such Lipschitz
norms of neural networks are important in controlling the

generalization error. We would like to leave the regularized
case for the future study, where one interesting part is to see
whether such a regularization technique also helps to reduce the
generalization error of GANs. [17] developed upper bounds
on the generalization error under the Jacobian-norm based
constraints on neural networks. The developments in [17] use a
notion of Lipschitzness augmentation inspired by margin theory,
which enables to exploit more data-dependent quantities that
are empirically small. As a comparison, our paper analyzes
the generalization error under a matrix-norm constraints in our
eq. (8), which are different from those made in [17]. However,
we would like to study the generalization error of GANs under
such Jacobian-norm based constraints in the future work.

There have been some other works analyzing the generaliza-
tion of classic regression problems via Rademacher complexity
of neural networks. For example, [19]–[22] developed various
bounds on the Rademacher complexity of neural networks for
a class of distributions with bounded support, and [23] studied
the average Rademacher complexity of neural networks over
Gaussian variables. Our upper bounds on the estimation error
are also developed based on the Rademacher complexity of
neural networks, but the key difference from these works is
that our analysis needs to handle the Rademacher complexity
of a compositional function class.

Estimation of neural net distance: Another type of related
but different problems focus on the estimation of the neural net
distance , which does not include generator minimization in
the GAN training. In particular, [2] established an upper bound
on the difference between the empirical and true neural net
distances, and [24] further established the minimax estimation
optimality of the empirical neural net distance. In comparison,
our work here studies the the neural net distance between
target and generated distributions, whereas [2], [24] studied the
difference between the empirical and true neural net distances.

Stability and generalization error: The stability approach
was initially proposed by [25] to study the generalization
error under the risk minimization framework, and [26] further
extended the stability framework to characterize the generaliza-
tion error of randomized learning algorithms. [27] developed
various properties of stability on learning problems. In [5],
the authors first applied the stability framework to study the
expected generalization error for SGD, followed by a number
of studies [28]–[31] that characterized the generalization error
of SGD under various scenarios. In [32], the authors studied
the generalization error of several first-order algorithms for
loss functions satisfying the gradient dominance [33] and
the quadratic growth conditions. [34] studied the stability of
online learning algorithms. More recently, [35], [36] improves
the probablistic generalization bounds for uniformly-stable
algorithms, and [37] relaxes the constraint on choice of the
learning rate and the assumption on boundedness of the gradient
of SGD to achieve a probablistic generalization guarantee.
More recently, [38] studied the generalization error of SGD
under a stagewise decreasing stepsize and [39] studied the
generalization error of stochastic gradient Langevin dynamics
in non-convex optimization, both via the algorithm stability
approach. All the above work studied the generalization error
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for the minimization problem, whereas this paper develops
the stability-based method for analyzing the min-max problem
specialized for the GAN training.

C. Practicality on Limited Number of Generator Samples

In this section, we provide some applications in domain
transportation to motivate the practicality of the assumption
on the limited number of generator’s input samples. First,
consider conditional GANs as an example. Following [40],
the goal of conditional GANs is to find a generator G(v; ·)
parameterized by v from data y in a domain Y and a random
noise vector Z, to data in another domain X . Let px and py
denote the distributions of x and y. Then, the objective function
of conditional GANs is given by

min
v∈V

dFnn(px, pG(v;y,Z)), (5)

where dFnn(·, ·) is the neural net distance and pG(v;y,Z) is
the generated distribution by generator G(v;y, Z) with data
y ∼ py, z ∼ pz . In practical scenarios, the distributions px
and py of real images are unknown a priori. Thus, one usually
collects a set of training samples Sx = {x1, ...,xn} and Sy =
{y1, ...,ym} from the distributions px and py , using which to
compute the empirical distributions p̂x and p̂G(v;y,Z). Then,
the practical objective function of conditional GANs in [40],
[41] corresponds to solve the empirical risk minimization
minv∈V dFnn(p̂x, p̂G(v;y,Z)). Thus, in the above framework,
the generalization error of the generator exists due to the limited
number of the training samples Sy = {y1, ...,ym}, and hence
our assumption and analysis apply to such a setting.

Another example is cycle-GANs [42], of which the goal is
to learn mapping functions (which can be regarded as generator
functions) between two different domains X and Y , given two
sets of training samples {xi} and {yi}. In such a setting, the
number of input samples of generators is naturally limited, and
hence falls into the framework we study in our paper.

In our experiments, we also validate this setting for DCGANs,
where we show that with a proper choice of the latent sample
size m, the generalization performance of DCGANs exhibits a
behavior similar to the conventional setting where fresh latent
samples are drawn at each iteration.

II. ESTIMATION ERROR AND MINIMAX OPTIMALITY

A. Problem Formulation

The goal of the GAN training is to obtain a generator so
that the generated distribution is close to the target distribution.
Suppose we obtain the desired generator v̂∗ via the GAN
training, i.e.,

v̂∗ = arg min
v∈V

dFnn
(
p̂x, p̂g(v;Z)

)
. (6)

Next, consider the quantity dFnn(px, pg(v̂∗;Z)) that measures
the distance between the target distribution px and the generated
distribution pg(v̂∗;Z). Note that it is further decomposed as

dFnn(px, pg(v̂∗;Z)) = inf
v∈V

dFnn(px, pg(v;Z))︸ ︷︷ ︸
approximation error

+ dFnn(px, pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))︸ ︷︷ ︸
estimation error

.

The first two terms capture the performance gap between the
empirically trained generator and the best-possible generator,
and is referred to as the estimation error. The third term corre-
sponds to the minimal distance between the target distribution
px and the entire class of generator distributions, and is referred
to as the approximation error. In the case where the generator
function class is infinitely powerful, this term achieves zero
approximation error. Our goal here is to study the estimation
error that captures the statistical nature of the GAN training
process.

We consider the following standard discriminator and gen-
erator classes of neural networks. The discriminator function
class Fw := {f(w; ·) : w ∈W} is taken as a set of neural
networks of the form:

f ∈ Fw : x ∈ X := {x : ‖x‖ ≤ Bx} 7−→
wᵀ
dσd−1 (Wd−1σd−2 (· · ·σ1(W1x))) ∈ R, (7)

where wd is the parameter vector of the output layer,
Wi, i = 1, 2, ..., d − 1 are the parameter matrices of the
intermediate layers, and each σi(·) denotes the entry-wise
activation function of layer i for i = 1, 2, . . . , d−1, i.e., for an
input r ∈ Rt, σi(r) := [σi(r1), σi(r2), ..., σi(rt)]

T . We assume
that each σi(·) is Lw(i)-Lipschitz, i.e., ‖σi(r1) − σi(r2)‖ ≤
Lw(i)‖r1 − r2‖ for any r1, r2 ∈ R. The generator class
Gv := {g(v; ·) : v ∈ V } is taken as a set of neural networks
of the form:

g ∈ Gv : Z ∈ Z := {Z : ‖Z‖ ≤ Bz} 7−→
Vsφs−1 (Vs−1φs−2 (· · ·φ1(V1Z))) , (8)

where Vi, i = 1, ..., s are parameter matrices and each
activation function φi(·) is entry-wise and assumed to be Lv(i)-
Lipschitz. Moreover, for the discriminator and generator neural
networks, we consider the following compact parameter sets,
as adopted in [21], [22], [43].

W :=
d−1∏
i=1

{
Wi ∈ Rpi×pi+1 : ‖Wi‖F ≤Mw(i)

}
× {wd ∈ Rpd : ‖wd‖ ≤Mw(d)} ,

V :=
s∏
i=1

{
Vi ∈ Rqi×qi+1 : ‖Vi‖F ≤Mv(i)

}
. (9)

B. Upper Bound on Estimation Error

In this subsection, we develop an upper bound on the
estimation error. We first introduce the following notion of
Rademacher complexity.
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Definition 1 (Rademacher complexity). Let FW := {f(w;x) :
w ∈W} be a function class. Then, the Rademacher complexity
R(FW ) corresponding to the n samples x1, ...,xn is defined
as

R(FW ) = Ex,ε sup
w∈W

∣∣∣∣ 1n
n∑
i=1

εif(w;xi)

∣∣∣∣,
where ε1, ε2..., εn are independent random variables uniformly
chosen from {−1, 1}. Similarly, for a compositional function
class HW×V := {f(w; g(v;Z)) : w × v ∈W × V }, we
define the Rademacher complexity R(HW×V ) corresponding
to the m samples Z1, ..., Zm as

R(HW×V ) = EZ,ε sup
w∈W,v∈V

∣∣∣∣ 1

m

m∑
i=1

εif(w; g(v;Zi))

∣∣∣∣.
Based on the above notion of Rademacher complexity, we

establish the following result on the estimation error of GAN.

Theorem 1. Let PX be the class of Borel probability measures
over the compact domain X . Let Fw and Gv be the discrim-
inator and generator classes given by eq. (7) and eq. (8),
respectively. Consider a target distribution px ∈ PX and the
trained generator v̂∗ given by eq. (6). Then, with probability
at least 1− 2δ over the randomness of the training samples,

dFnn(px, pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))

≤4R(FW ) + 4R(HW×V )

+ 2Uw

√
2 log

1

δ

(Bx√
n

+
BzUv√
m

)
, (10)

where parameters Uw =
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i) and Uv =∏s

j=1Mv(j)
∏s−1
i=1 Lv(i).

Proof. See Section A-A.

Theorem 1 relates the estimation error to the Rademacher
complexity of the discriminator R(FW ) and the Rademacher
complexity of the compositional function class R(HW×V ).
This is due to the fact that the generator is composed into the
discriminator in the formulation of the objective function in the
GAN training. In other related works [3], [4], they study the
estimation error of the GAN training with the objective function
dFnn

(
p̂x, pg(v;Z)

)
that is based on the empirical distribution

p̂x and the true distribution pg(v;Z). As a comparison, our GAN
objective function in eq. (2) uses the empirical distribution
for both parts. This is more desired as one can only access
a finite number of samples from the distributions in practical
GAN training. Moreover, their results incorporate only the
discriminator function class, and do not capture the impact
of the generator function class. Technically, the proof of
Theorem 1 requires much more efforts to capture the interplay
between the discriminator and generator in characterizing the
estimation error.

Based on Theorem 1 and upper bounds on the Rademacher
complexity for neural networks, we further obtain the following
result.

Corollary 1. Consider the same setting as that in Theorem 1,
and we assume that the activation functions σi(·), i = 1, .., d−1

and φj(·), j = 1, ..., s − 1 are positive-homogeneous, i.e.,
σi(αr) = ασi(r) and φj(αr) = αφj(r) for any α ≥ 0 and r ∈
R. Then, with probability at least 1− 2δ over the randomness
of samples {xi}ni=1 and {Zi}mi=1, we have

dFnn(px,pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))

≤4BxUw
√

3d√
n

+
4UwUvBz

√
3(s+ d− 1)√
m

+ 2Uw

√
2 log

1

δ

(
Bx√
n

+
BzUv√
m

)
, (11)

where parameters Uw =
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i) and Uv =∏s

j=1Mv(j)
∏s−1
i=1 Lv(i).

Proof. See Section A-B.

The estimation error bound in Corollary 1 has a larger
constant coefficient for the sample size m than that for
the sample size n. This is because the generator network
is composed into the discriminator network in the GAN
objective function, which further yields a higher Rademacher
complexity. This also justifies in part that the training of the
generator is more difficult than that of the discriminator, and
suggests to use more samples from pz than that from the target
distribution px to balance the estimation error. We note that
the homogeneity assumption holds for widely-used ReLU-type
activation function, and hence Corollary 1 applies to the typical
ReLU networks.

Next, we consider the scenario in which the generator
function class Gv is large enough so that the corresponding
distribution class contains the target distribution. Also, we
assume that the sample size m at the generator scales faster
than the sample size n of the target distribution, as they are
drawn from a known distribution. Then, based on Theorem 1,
we further obtain the following result.

Corollary 2. Consider the same setting as that in Theorem 1,
and assume that activation functions σi(·), i = 1, .., d − 1
and φj(·), j = 1, ..., s − 1 are positive-homogeneous, i.e.,
σi(αr) = ασi(r) and φj(αr) = αφj(r) for any α ≥ 0 and
r ∈ R. Suppose that the generator function class is large
enough such that px ∈ PGv , and that the number m of samples
drawn from the distribution pz scales faster than n. Then, with
probability at least 1− 2δ, we have

dFnn(px, pg(v̂∗;Z)) ≤

O

((
4
√

3d+ 2
√

2 log 1
δ

)
Bx
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i)

√
n

)
.

Proof. By px ∈ PGv , we have infv∈V dFnn(px, pg(v;Z)) = 0,
which, in conjunction with Corollary 1 and the assumption
that m scales faster than n, yields the proof.

Since the samples {Zi}mi=1 are i.i.d. generated from a
known distribution (e.g., uniform distributions), we can access
arbitrarily large number of these samples, e.g., m =∞. For
this reason, we are more interested in whether the rate n−1/2

obtained by the estimator pg(v̂∗;Z) under GAN framework
is optimal? To address this issue, we investigate minimax
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estimation of the target distribution px based on finite samples,
as shown in the following subsection.

C. Minimax Lower Bound

We establish a minimax lower bound for the estimation
error in the following theorem. The main challenge of the
proof of Theorem 2 lies in the construction of appropriate
multiple hypothesis distributions and a proper neural network
with further development of a lower bound for the neural
network functions.

Theorem 2 (Minimax lower bound). Let Fw be the discrimi-
nator function class given by eq. (7) and p̂n be any estimator
of the target distribution px constructed based on the samples
{xi}ni=1. Then, we have

inf
p̂n

sup
px∈PX

P
{
dFnn(p̂n, px) ≥ C(PX)√

n

}
> 0.42, (12)

where the constant C(PX) is given by

C(PX) = 0.015
(
Mw(d)σd−1 (· · · (Mw(1)Bx))

−Mw(d)σd−1 (· · · (−Mw(1)Bx))
)
. (13)

Proof. See Section B .

To elaborate, Theorem 2 shows that no matter what algorithm
we use to construct the estimator p̂n of the target distribution
based on the training samples, there exists at least one particular
target distribution that makes the corresponding estimation error
larger than C(PX)√

n
with a non-vanishing probability. In other

words, this minimax lower bound characterizes the fundamental
limit of learning the target distribution via the GAN training
based on the neural net distance.

The constant C(PX) in the above lower bound takes a
complicated form, and its exact value in general depends on
the activation function and the neural network structure. To
further illustrate, we consider the case in which all the activation
functions are ReLU functions and obtain the following result.

Corollary 3. Consider the same setting as that in Theorem 2
and assume that all activation functions in eq. (7) are ReLU,
i.e., σi(x) = max(0, x) for i = 1, 2, ..., d− 1. Then, we have

inf
p̂n

sup
px∈PX

P
{
dFnn(p̂n, px) ≥

0.015Bx
∏d
i=1Mw(i)√
n

}
> 0.42.

Proof. The proof follows directly from Theorem 2 by letting
σi(x) = max(0, x), i = 1, ..., d− 1 in eq. (13).

Comparing the lower bound in Corollary 3 with the upper
bound developed in Corollary 2, it can be seen that the two
bounds nearly match each other, and share the same terms
n−1/2 and Bx

∏d
i=1Mw(i) (note that Lw(i) = 1 under ReLU

activation). This implies that these quantities play an important
role in determining the estimation performance of the GAN
training (under ReLU activation). We note that the upper bound
in Corollary 2 has an additional depth-dependent term

√
d,

which stays at the constant level for reasonably deep neural
networks (e.g., d = 100). Thus, the generator trained by GANs
under ReLU networks is nearly-minimax optimal, and this
justifies in part the use of GANs to learn the target distribution.

III. GENERALIZATION ERROR OF SGM

In Section II, we study the estimation error assuming that
we obtain the optimal solution of the GAN training, i.e.,
v̂∗ = arg minv∈V dFnn

(
p̂x, p̂g(v;Z)

)
, where the analysis does

not depend on the specific algorithm that is used to obtain
the optimal solution. In practice, we typically do not obtain
the exact optimal solution. Furthermore, the GAN training is
typically performed by the stochastic gradient method (SGM),
which significantly affects the generalization performance.
Hence, in this section, we focus on SGM in the GAN training,
and analyze the non-asymptotical generalization error of SGM.

A. Problem Formulation and SGM

Recall that Sx = {x1, . . . ,xn} and Sz = {Z1, . . . , Zm}
are the data samples generated from the distributions px and
pz , respectively. Here, we rewrite the objective function in
the GAN training introduced in eq. (1.5) and eq. (2) more
explicitly as follows.

L(w,v) := df(w)(px, pg(v,Z))

= Ex∼pxf(w;x)− EZ∼pzf(w; g(v;Z)),

LS(w,v) := df(w)(p̂x, p̂g(v,Z))

=
1

n

n∑
i=1

f(w;xi)−
1

m

m∑
j=1

f(w; g(v;Zj)).

Here, LS denotes the empirical risk of the GAN objective,
which measures the distance between the empirical target
distribution p̂x (e.g., already seen real images) and the empirical
generated distribution p̂g(v,Z) (e.g., already generated images),
whereas L denotes the population risk of the GAN objective,
which measures the distance between the true target distribution
px (e.g., unseen real images) and the generated distribution
pg(v,Z) (e.g., images to be generated). Let (wS ,vS) denote the
trained discriminator and generator by SGM with the dataset
S. Then, we expect that the obtained generator can further
generate images that are close to the unseen real images. Such
a goal naturally motivates us to study the generalization error
in eq. (4), whose expected value can be rewritten as

(Generalization error): ESEsgm
[
L(wS ,vS)− LS(wS ,vS)

]
,

where the expectation is taken over the random draw of the
dataset S = Sx ∪ Sz and the random sampling of SGM.

Next, we specify the SGM for the GAN training. Note
that the GAN objective in eq. (2) corresponds to solving the
min-max optimization problem

min
v∈V

max
w∈W

LS(w,v), (14)

and the updates of the corresponding SGM can be written as,
for t = 0, . . . , T − 1,

(SGM):

{
wt+1 = wt + ηt∇wLS(wt,vt;xξt , Zζt),

vt+1 = vt − ηt∇vLS(wt,vt;Zζt),

where ξt ∈ {1, . . . , n} and ζt ∈ {1, . . . ,m} are sample indices
that are sampled uniformly at random, and the stochastic
gradients of the discriminator and the generator take the forms
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∇wLS(wt,vt;xξt , Zζt) = ∇wf(wt;xξt)−∇wf(wt; g(vt;Zζt)),

∇vLS(wt,vt;Zζt) = −∇vg(vt;Zζt)∇gf(wt; g(vt;Zζt)).

That is, SGM conducts a stochastic gradient ascent step on
the discriminator parameter w and followed by a stochastic
gradient descent step on the generator parameter v. The min-
max structure of the optimization problem and the alternating
scheme of SGM makes the updates of the discriminator and the
updates of the generator interact and compete with each other.
Also, it can be seen that the stochastic gradient of the generator
has a very different structure from that of the discriminator.

B. Stability Approach

We adopt the stability-based approach for analyzing the gen-
eralization error for the GAN training. The stability framework
has been established for providing generalization error bounds
for risk minimization problems (see references in Section I-B).
The GAN training is a min-max problem, which does not
fall directly under the existing framework for stability-based
analysis. Hence, in this subsection, we first introduce two
notions of uniform stability for SGM in the GAN training and
then develop a bound on the generalization error for the GAN
training based on such stability quantities.

Throughout the paper, we denote S̄ = S̄x ∪ S̄y, where S̄x
and S̄y are data sets that differ from Sx and Sy in one data
sample, respectively. We also use (wS ,vS) and (wS̄ ,vS̄) to
denote the outputs of SGM in the GAN training with the data
sets S and S̄, respectively.

Definition 2 (Stability and Generalization for GANs). SGM is
said to be εf uniform-discriminator stable if for any S, S̄ that

sup
S,S̄,x

Esgm|f(wS ;x)− f(wS̄ ;x)| ≤ εf .

Moreover, it is said to be εg uniform-generator stable if for
any S, S̄ that

sup
S,S̄,Z

Esgm|f(wS ; g(vS ;Z))− f(wS̄ ; g(vS̄ ;Z))| ≤ εg.

Definition 2 introduces the stability notions for SGM in
training the discriminator and the generator of GANs. In
particular, the discriminator-stability of SGM is similar to the
uniform stability of the SGD introduced in [5]. On the other
hand, the generator-stability of SGM measures the stability of
the composition of both the discriminator and the generator
with respect to the data perturbation. We note that the stability
notion in Definition 2 for GANs is different from that proposed
in [6], which corresponds to the stability of the dynamic system
associated with the corresponding optimization.

Based on the above stability notions, we obtain the following
characterization of the generalization error for SGM in training
GANs.

Proposition 1. Let SGM be εf uniform-discriminator stable
and εg uniform-generator stable. Then, the generalization error
induced by the output of SGM in the GAN training satisfies

ESEsgm
[
L(wS ,vS)− LS(wS ,vS)

]
≤ εf + εg.

Proof. See Section C.

Proposition 1 bounds the generalization error of SGM in
the GAN training in terms of its discriminator-stability and
generator-stability. The proof requires special treatments for
both the discriminator and the generator, and the obtained upper
bound involves their corresponding stability notions. This is
different from the stability result developed in [5], where the
generalization error is bounded by the stability of the single
objective function.

The generalization error induced by SGM in training GANs
is affected by the algorithm stability of both the discriminator
and the generator, which interact with each other due to
the competence between the two networks in the training
process. Thus, bounding the uniform-generator stability and
the uniform-discriminator stability in Proposition 1 is the key
to understanding the generalization error of SGM for training
GANs, and we further explore them in the next subsection.

C. Stability Bounds for SGM in the GAN Training

To understand the generalization error of SGM for training
GANs, we adopt the following assumptions on the discriminator
and generator of GANs.

Assumption 1. The discriminator and generator of GANs
satisfy:
1) For all w,x, f(·;x) and f(w; ·) are σwf -Lipschitz and σxf -

Lipschitz, respectively;
2) For all w,x, ∇wf(·;x) and ∇xf(w; ·) are Lwf -Lipschitz

and Lxf -Lipschitz, respectively;
3) For all Z, g(·;Z) is σg-Lipschitz and ∇vg(·;Z) is Lg-

Lipschitz.

Assumption 1 essentially assumes that the discriminator
is Lipschitz in terms of either w or x and the generator
is Lipschitz in terms of v, which are standard assumptions
adopted in stability analysis of SGM [5]. In particular, for
fully-connected deep neural network models discussed in the
previous section, the Lipschitz constants σxf and σg reduce to
the quantities Uw and Uv defined in Theorem 1. We note that
the bivariate Lipschitz property in the item 1 of Assumption 1
is introduced to the discriminator due to its composition with
the generator in the GAN training. Based on Assumption 1,
we obtain the following result.

Lemma 1. Let Assumption 1 hold. Apply SGM to solve the
ERM in eq. (14) with the data sets S and S̄, respectively, and
denote the corresponding outputs as (wS ,vS) and (wS̄ ,vS̄),
respectively. Then, the stabilities εf , εg of GAN satisfy
εf + εg ≤ 2σxf sup

S,S̄

Esgm‖wS −wS̄‖+ σwf σg sup
S,S̄

Esgm‖vS − vS̄‖.

Proof. See Section D.
By Lemma 1, the generalization error of SGM for the GAN

training is bounded by the stability of both the discriminator
parameter and the generator parameter with respect to the data
perturbations. In particular, as the discriminator and generator
are involved and competing with each other in the SGM updates,
their corresponding stabilities also affect each other.

Next, we characterize how the stability of the discriminator
interact with that of the generator in the training process of
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GAN with the SGM. For simplicity of presentation, we denote
δwt := ‖wt,S −wt,S̄‖ and δvt = ‖vt,S − vt,S̄‖, and obtain the
following result.

Proposition 2 (Stability of SGM for GANs). Let Assumption 1
hold. Apply SGM to solve the ERM in eq. (14) with the datasets
S and S̄, respectively, and denote the corresponding outputs
as (wS ,vS) and (wS̄ ,vS̄), respectively. Denote the stepsize
as ηt > 0. Then, the stabilities of both the discriminator and
the generator satisfy

Esgm

[
δwt+1

δvt+1

]
≤
[
1 + 2ηtL

w
f ηtL

x
fσg

ηtL
w
f σg 1 + ηt(σ

x
fLg + σ2

gL
x
f )

]
Esgm

[
δwt
δvt

]
+ 2ηt

[
m+n
mn σ

w
f

σgσ
x
f

m

]
. (15)

Proof. See Section E.

Eq. (15) characterizes how the discriminator stability δwt
interacts with the generator stability δvt along the iteration
path of SGM. It can be seen that the matrix in eq. (15) has
nonzero off-diagonal entries, implying that the stability of the
discriminator is correlated with that of the generator in the
training process. Also, these two stabilities are affected by very
different problem parameters due to the asymmetric roles that
the discriminator and the generator play in the GAN objective.

We note that the recursive stability bound in Proposition 2
is the key to obtain the final stability bound. In particular, the
analysis of the proposition requires to carefully examine the
stochastic samples sampled by the SGM in the updates of the
discriminator and generator. Specifically, in the proof, we first
analyze the stability of the discriminator δwt+1 by examining
four different cases of stochastic samples: ξt = or 6= 1 and
ζt = or 6= 1. We bound δwt+1 in each separate case and the
weighted average of these bounds leads to the desired bound.
Similarly, in the analysis of the stability of the generator δvt+1,
we examine two different cases of stochastic samples: ζt = or
6= 1 to obtain the desired bound.

Based on Proposition 2, we obtain the following result on
the generalization error of SGM for the GAN training.

Theorem 3. Let Assumption 1 hold. Apply SGM to solve
the ERM in eq. (14) with the dataset S and denote the
corresponding output at T -th iteration as (wT,S ,vT,S). Choose
the stepsize ηt = c

t log t with c ≤ (2Lwf + σxfLg + σ2
gL

x
f )−1.

Then, the generalization error of SGM satisfies

ESEsgm
[
L(wT,S ,vT,S)− LS(wT,S ,vT,S)

]
≤ 2
√

(2σxf )2 + (σwf σg)
2

(
σwf + σgσ

x
f

m
+
σwf
n

)
log T.

Proof. See Section F.

Theorem 3 provides a generalization error bound for SGM
in training GANs. The generalization bound conveys several
insights. First, the bound vanishes as the number of samples
m,n→∞, implying that SGM can generalize well in training
GANs given enough data samples. Second, the bound has a
logarithm dependence on T . Hence, SGM can still generalize
well after conducting multiple passes over the data during
the training process. Last, the coefficient associated with m

(the sample size of Sz) is larger than that associated with
n (the sample size of Sx). This implies that the training
of the generator requires more samples than that required
by that of the discriminator. This is consistent with the
empirical observations that the training of the discriminator
typically converges faster than that of the generator, and agrees
with Theorem 1 on the estimation error. Moreover, for the
fully-connected deep neural network models discussed in the
previous section, the Lipschitz constants σxf and σg can be
specified by the quantities Uw and Uv defined in Theorem 1.
Hence, one can incoporate these quantities into the above bound
to obtain a generalization error of SGM under neural network
models.

IV. EXPERIMENTS

In this section, we conduct experiments on the GAN training
to validate our theoretical results from two perspectives: 1)
justifying the new setting considered in our theory, where the
number of noise samples by the generator is assumed to be
limited, and 2) validating our generalization bounds under such
this new setting.

A. Parameter Setting and Performance Metrics

Our implementation is adapted from the existing reposi-
tory [44] (github.com/xuqiantong/GAN-Metrics) on DCGANs.
The experiment is performed on one commonly used dataset
CIFAR-10, which consists of 50000 training samples and
10000 test samples. We adopt the same hyper-parameter (i.e.,
learning rate, optimizer, batch size, noise dimension) settings as
in [44], and use 2000 test samples for performance evaluation
of the trained generative model based on three metrics: Frechet
Inception Distance (FID) [45], Model Score (MS) [46], and
generalization error, which we describe as follows.

Frechet Inception Distance (FID): Let Pr and Pg be the true
distribution and the generated distribution, respectively. Given
the inception network’s feature function f , FID models f(Pr)
and f(Pg) as two multivariate Gaussians with means µr and
µg and covariances Σr and Σg . Then, the FID between Pr and
Pg is given by

FID(Pr, Pg) = ‖µr − µg‖+ Trace(Σr + Σg − 2(ΣrΣg)
1/2).

The lower FID value implies a better quality and diversity of
the generated image.

Model Score (MS): MS is an improved version of the Inception
Score (IS) given by

MS(Pg) = exp(Ex∼Pg (DKL(Pφ(y|x)||Pφ(y))

−DKL(Pφ(y)||Pφ(y∗)))),

where Pφ(y|x) is the label distribution of x predicted by
a classification model φ, and PM (y) and PM (y∗) are the
marginal distributions over Pg and Pr, respectively. The higher
MS value implies a better quality and diversity of the generated
images.

Generalization Error (GE): Both MS and FID measure the
quality of generated samples rather than the generalization error

github.com/xuqiantong/GAN-Metrics
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studied in our theory. To capture the generalization performance,
let wS and vS be the well-trained discriminator and generator
network parameters. Then,

df(wS)(px, py) = Ex∼pxf(wS ;x)− Ey∼pyf(wS ;y)

represents the distance between the two distributions px and
py, measured by the trained discriminator wS . Here, we use
wS to approximate the neural net distance defined in eq. (1)
for the ease of empirical evaluation. Then, if p̂x and p̂g denote
the empirical distributions over the training samples, then
df(wS)(p̂x, p̂g(vS ;Z)) represents the training performance of
the trained generator vS ; and if p̃x, p̃g denote the empirical
distributions over the test samples, then df(wS)(p̃x, p̃g(vS ;Z))
represents the test performance of the trained generator vS .
Therefore, it is natural to define the distance between the
training and test performances as the generalization error, which
is given by

GE := df(wS)(p̃x, p̃g(vS ;Z))− df(wS)(p̂x, p̂g(vS ;Z)).

B. GAN Training with Limited Latent Samples

The conventional GAN training considers a setting where
the number of latent samples is supposed to be unlimited, and
draws fresh latent samples at each iteration. As a comparison,
our theory considers the setting where the latent (noise) samples
of the generator are constrained to a finite set. To implement
such a setting, we draw a limited number of latent samples
{z1, ...., zm} to construct a set Zpre before training. Then, at
each iteration during the training, we randomly choose latent
samples from the set Zpre rather than sampling fresh data.
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Fig. 1. FID and MS scores of DCGAN under different sizes of latent sample
set. The left figure plots FID v.s. the number of epochs and the right figure
plots MS v.s. the number of epochs. A lower FID or a higher MS implies a
better quality of generated sample. Scores are averaged over 10 trials with
different random seeds.

Our results are shown in Figure 1, where the “unlimited"
line refers to the conventional setting with fresh latent samples
drawn at each iteration. It can be seen that the FID and MS
curves of the m = 100000 and unlimited cases are very close
to each other. This validates the limited latent sample setting
used in our theoretical analysis.

In Figure 2 and Figure 3, we plot the generated images at
epochs 0 and 20, respectively. It can be seen that for both the
unlimited and m = 100000 cases, the quality and diversity of
the generated images are improved as the algorithm runs. We
want to mention that the low-quality generated samples do not
necessarily mean poor generalization and may be due to poor
optimization performance.

Fig. 2. Generated images at epoch 0 (left) and epoch 20 (right) with
m = 100000.

Fig. 3. Generated images at epoch 0 (left) and epoch 20 (right) with unlimited
latent samples.

C. Generalization Performance of GANs

As shown in Table I, GE of DCGAN decreases as the size
m of latent sample set increases. This verifies our theory that
the generalization error decreases with respect to the number
m of latent samples.

TABLE I
GENERALIZATION PERFORMANCE OF GANS V.S. SAMPLE SIZE m

m 100 500 1000 50000 100000 unlimited
GE 0.058 0.053 0.051 0.041 0.031 0.031

V. CONCLUSION

In this paper, we provided an upper bound as well as a
minimax lower bound on the estimation error. Our upper
bound captures the interplay between the discriminator and the
generator on the estimation error, and furthermore matches the
lower bound in terms of the convergence rate with respect to the
sample size and the norm of the parameter matrices of neural
networks. We also developed the generalization error bound
for the stochastic gradient method (SGM) in training GANs.
Such a bound not only characterizes how the discriminator
interacts with the generator in the training process, but also
shows that SGM can generalize well in training GANs with
multiple passes over the data. Our experiments on DCGANs
validate our theoretical results.

APPENDIX A
PROOF OF THEOREM 1 AND COROLLARY 1

A. Proof of Theorem 1

Theorem 1. Let PX be the class of Borel probability measures
over the compact domain X . Let Fw and Gv be the discrim-
inator and generator classes given by eq. (7) and eq. (8),
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respectively. Consider a target distribution px ∈ PX and the
trained generator v̂∗ given by eq. (6). Then, with probability
at least 1− 2δ over the randomness of the training samples,

dFnn(px, pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))

≤4R(FW ) + 4R(HW×V )

+ 2Uw

√
2 log

1

δ

(Bx√
n

+
BzUv√
m

)
, (10)

where parameters Uw =
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i) and Uv =∏s

j=1Mv(j)
∏s−1
i=1 Lv(i).

Proof. Let ṽ = arg minv∈V = dFnn
(
p̂x, pg(v;Z)

)
. We have

dFnn(px, pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))

= dFnn(px, pg(v̂∗;Z))− dFnn(p̂x, pg(v̂∗;Z))︸ ︷︷ ︸
(I)

+ inf
v∈V

dFnn(p̂x, pg(v;Z))− inf
v∈V

dFnn(px, pg(v;Z))︸ ︷︷ ︸
(II)

+ dFnn(p̂x, pg(v̂∗;Z))− inf
v∈V

dFnn(p̂x, pg(v;Z))︸ ︷︷ ︸
(III)

. (16)

We next upper-bound eq. (16) through the following three
steps.
Step 1: bound (I). By the definition of dFnn

(
px, pg(v;Z)

)
given by eq. (1), we have

dFnn(px, pg(v̂∗;Z))− dFnn(p̂x, pg(v̂∗;Z))

= sup
w∈W

[Ex∼pxf(w;x)− EZ∼pzf(w; g(v̂∗;Z))]

− sup
w∈W

[Ex∼p̂xf(w;x)− EZ∼pzf(w; g(v̂∗;Z))]

(i)
≤ sup

w∈W
|Ex∼pxf(w;x)− Ex∼p̂xf(w;x)| , (17)

where (i) follows from the inequality that supx − sup y ≤
sup(x− y) ≤ sup |x− y|.
Step 2: bound (II). Let v∗ = arg minv∈V dFnn(px, pg(v;Z)).
Similarly to (i), we obtain

inf
v∈V

dFnn(p̂x, pg(v;Z))− inf
v∈V

dFnn(px, pg(v;Z))

≤ dFnn(p̂x, pg(v∗;Z))− dFnn(px, pg(v∗;Z))
(i)
≤ sup

w∈W
|Ex∼pxf(w;x)− Ex∼p̂xf(w;x)| ,

where (i) follows from the same steps as in eq. (17).
Step 3: bound (III). This step captures the role of
the generator in the estimation error. Letting ṽ =
arg minv∈V dFnn

(
p̂x, pg(v;Z)

)
, we can obtain

dFnn(p̂x, pg(v̂∗;Z))− inf
v∈V

dFnn(p̂x, pg(v;Z))

≤dFnn(p̂x, pg(v̂∗;Z))− dFnn(p̂x, p̂g(v̂∗;Z))

+ dFnn(p̂x, p̂g(ṽ;Z))− dFnn(p̂x, pg(ṽ;Z))

≤ sup
w∈W

|EZ∼pzf(w; g(v̂∗;Z))− EZ∼p̂zf(w; g(v̂∗;Z)|

+ sup
w∈W

|EZ∼pzf(w; g(ṽ;Z))− EZ∼p̂zf(w; g(ṽ;Z)|

≤2 sup
v∈V

sup
w∈W

|EZ∼pzf(w; g(v;Z))− EZ∼p̂zf(w; g(v;Z)|

=2 sup
w∈W,v∈V

|EZ∼pzf(w; g(v;Z))− EZ∼p̂zf(w; g(v;Z)| .

Combining the above three steps yields

dFnn(px, pg(v̂∗;Z))

≤ inf
v
dFnn(px, pg(v;Z)) + 2 sup

w
|Ex∼pxf(w;x)− Ex∼p̂xf(w;x)|

+ 2 sup
w∈W,v∈V

|EZ∼pzf(w; g(v;Z))− EZ∼p̂zf(w; g(v;Z)| .

= inf
v
dFnn(px, pg(v;Z)) + 2 sup

w

∣∣∣∣∣Ex∼pxf(w;x)− 1

n

n∑
i=1

f(w;xi)

∣∣∣∣∣︸ ︷︷ ︸
F (x1,...,xn)

+ 2 sup
w,v

∣∣∣∣∣EZ∼pzf(w; g(v;Z))− 1

m

m∑
i=1

f(w; g(v;Zi)

∣∣∣∣∣︸ ︷︷ ︸
G(Z1,....,Zm)

. (18)

Our next step is to upper-bound G(Z1, ...., Zm) in eq. (18).
Based on the inequality that sup |x|−sup |y| ≤ sup(|x|−|y|) ≤
sup |x− y|, we have, for any Z1, ...., Zi, ..., Zm, Z

′
i

|G(Z1, ....,Zi, ...., Zm)−G(Z1, ...., Z
′
i, ...., Zm)|

≤ sup
w∈W,v∈V

|f(w; g(v;Zi))− f(w; g(v;Z ′i))| /m,

which, using the Cauchy-Schwarz inequality, is upper-bounded
by 2Qz/m with Qz given by

Qz = Bz

d−1∏
i=1

Lw(i)
s−1∏
i=1

Lv(i)
d∏
i=1

Mw(i)
s∏
i=1

Mv(i).

Combining the above result with the standard McDiarmid’s
inequality, we have, with probability at least 1− δ,

G(Z1, ...., Zi, ...., Zm)

≤ EZG(Z1, ...., Zi, ...., Zm) + 2Qz

√
log(1/δ)

2m
. (19)

The expectation term in eq. (19) is upper-bounded through the
following standard steps

EZG(Z1, ...., Zi, ...., Zm)

= EZ sup
w∈W

∣∣∣∣∣EZ̃ 1

m

m∑
i=1

f(w; g(v; Z̃i))−
1

m

m∑
i=1

f(w; g(v;Zi))

∣∣∣∣∣
(i)
≤ EZ,Z̃ sup

w∈W

∣∣∣∣∣ 1

m

m∑
i=1

f(w; g(v; Z̃i))−
1

m

m∑
i=1

f(w; g(v;Zi))

∣∣∣∣∣
= EZ,Z̃,ε sup

w∈W

∣∣∣∣∣ 1

m

m∑
i=1

εi
(
f(w; g(v; Z̃i))− f(w; g(v;Zi))

)∣∣∣∣∣
≤ 2EZ,ε sup

w

∣∣∣ 1

m

m∑
i=1

εif(w; g(v;Zi))
∣∣∣ = 2R(HW×V ) (20)

where (i) follows from the Jensen’s inequality. Using an
approach similar to eq. (20), we have, with probability at
least 1− δ

F (x1, ....,xi, ....,xn) ≤ 2R(FW ) + 2Qx

√
log(1/δ)

2n
, (21)

where Qx = Bx
∏d−1
i=1 Lw(i)

∏d
i=1Mw(i).
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Combining eqs. (18), (20) and (21), and a union bound
implies that

dFnn(px,pg(v̂∗;Z))− inf
v∈V

dFnn(px, pg(v;Z))

≤4R(FW ) + 4R(HW×V ) +
2Qx

√
2 log(1/δ)√
n

+
2Qz

√
2 log(1/δ)√
m

. (22)

B. Proof of Corollary 1
We first upper bound the Rademacher complexity in Theo-

rem 1. First note that

R(FW ) = Ex,ε sup
w∈W

∣∣∣∣∣ 1n
n∑
i=1

εif(w;xi)

∣∣∣∣∣
= Ex

(
Eε

(
sup
w∈W

∣∣∣∣∣ 1n
n∑
i=1

εif(w;xi)

∣∣∣∣∣
) ∣∣∣∣∣x1, ...,xn

)
.

(23)

Conditioned on x1, ...,xn, we define

R̃n(FW ) = Eε sup
w∈W

∣∣∣∣∣ 1n
n∑
i=1

εif(w;xi)

∣∣∣∣∣ .
Letting Fi(x) = σi−1(Wi−1σi−2(· · ·σ1(W1x)), we have

nλR̃n(FW )

= λEε sup
F,w,W

∣∣∣ n∑
i=1

εiw
T
d σd−1(Wd−1Fd−1(xi))

∣∣∣
= log

(
expλ

(
Eε sup

F,w,W

∣∣∣ n∑
i=1

εiw
T
d σd−1(Wd−1Fd−1(xi))

∣∣∣))
(i)
≤ log

(
Eε sup

F,w,W
expλ

(∣∣∣ n∑
i=1

εiw
T
d σd−1(Wd−1Fd−1(xi))

∣∣∣))
≤ log

(
Eε sup

F,W
expλ

(
Mw(d)

∥∥∥ n∑
i=1

εiσd−1(Wd−1Fd−1(xi))
∥∥∥)),

(24)

where (i) follows from the Jensen’s inequality. In our case, we
have ‖xi‖ ≤ Bx for i = 1, ..., n. Thus, combining eq. (24)
with the steps of the proof of Theorem 1 in [21], we have

R̂n(FW ) ≤
Bx
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i)(

√
2d log 2 + 1)√

n
,

which, in conjunction with eq. (23) and the fact that
√

2d log 2+
1 ≤
√

3d, implies that

R(FW ) = Ex(R̂n(FW )) ≤
Bx
∏d
i=1Mw(i)

∏d−1
i=1 Lw(i)

√
3d√

n
.

We next upper-bound R(HW×V ), which is given by

R(HW×V ) = EZ,ε sup
w∈W,v∈V

∣∣∣∣∣ 1

m

m∑
i=1

εif(w; g(v;Zi)

∣∣∣∣∣ .︸ ︷︷ ︸
EZ(R̂m(HW×V ))

Note that each function f(w; g(v; ·)) can be regarded
as a concatenation of the discriminator and generator
neural networks, which takes the form as f(w; g(v; ·)) =
wT
d σd−1(Wd−1 · · ·σ1(W1Vsφs−1(· · ·φ1(V1(·))))). Then,

taking an approach similar to eq. (24) and using the fact that
‖W1Vs‖F ≤Mw(1)Mv(s), we finishes the proof.

APPENDIX B
PROOF OF THEOREM 2

Theorem 2 (Minimax lower bound). Let Fw be the discrimi-
nator function class given by eq. (7) and p̂n be any estimator
of the target distribution px constructed based on the samples
{xi}ni=1. Then, we have

inf
p̂n

sup
px∈PX

P
{
dFnn(p̂n, px) ≥ C(PX)√

n

}
> 0.42, (12)

where the constant C(PX) is given by

C(PX) = 0.015
(
Mw(d)σd−1 (· · · (Mw(1)Bx))

−Mw(d)σd−1 (· · · (−Mw(1)Bx))
)
. (13)

Proof. The following Fano’s inequality (Theorem 2.5 in [47])
is useful in the proof.

Lemma 2 (Fano’s inequality). For M ≥ 2, assume that there
exist M hypotheses θ0, ..., θM ∈ Θ satisfying (i) d(θi, θj) ≥
2s > 0 for all 0 ≤ i < j ≤M ; (ii) 1

M

∑M
i=1 KL(Pθi‖Pθ0) ≤

α logM, 0 < α ≤ 1/8, where d(·, ·) is a semi-distance and
Pθ is a probability measure with respect to the randomness of
data D. Then, we have

inf
θ̂

sup
θ∈Θ

PD∼Pθ
{
d(θ̂, θ) ≥ s

}
≥

√
M

1 +
√
M

(
1− 2α− 2α

logM

)
,

where the infimum is taken over all estimators θ̂ of θ constructed
based on the data D.

In our setting, we let Θ be a hypothesis set that contains
all distributions in PX and choose d(·, ·) in Lemma 2 as
the neural distance dFnn(·, ·). To use Lemma 2, we need
to choose M distributions {pi ∈ PX , i = 0, ...,M} such that
(i) dFnn(pi, pj) ≥ 2s > 0 for all 0 ≤ i < j ≤ M

and (ii) 1
M

∑M
i=1 KL(Pθi‖Pθ0) ≤ α logM . In our proof, we

choose M = 2 and consider the following three hypothesis
distributions

p0(x) =


1

2
, x = x1

1

2
, x = −x1

p1(x) =


1

2
− εx, x = x1

1

2
+ εx, x = −x1

p2(x) =


1

2
− 2εx, x = x1

1

2
+ 2εx, x = −x1,

(25)

where ‖x1‖ = Bx and εx = log(2)n−
1
2 /10 < 1/4.

First, we lower-bound dFnn(pi, pj). For 0 ≤ i < j ≤ 2, we
have

dFnn(pi, pj) = sup
w∈W

∣∣Ex∼pif(w;x)− Ex∼pjf(w;x)
∣∣

= (j − i)εx sup
w∈W

|f(w;x1)− f(w;−x1)|

≥ εx sup
w∈W

|f(w;x1)− f(w;−x1)| . (26)
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Next, we select w̃ ∈W in eq. (7) as following.

• w̃d(1) = Mw(d), w̃d(i) = 0 for i = 2, 3, ..., nd,

• For i = 2, ..., d− 1, W̃i(1, 1) = Mw(i),W̃i(s, t) = 0,

for (s, t) 6= (1, 1),

• ‖W̃1(1)‖ = w1 = Mw(1)x1/‖x1‖,W̃1(s) = 0,

for 2 ≤ s ≤ n1, (27)

where w̃d(i) refers to the ith coordinate of w̃d, W̃i(s, t)

denotes the (s, t)th entry of W̃, W̃1(s) is the sth column
vector of W̃T

1 .
Combining eqs. (26) and (27) yields

dFnn(pi, pj) ≥εx(Mw(d)σd−1 (· · · (Mw(1)Bx))

−Mw(d)σd−1 (· · · (−Mw(1)Bx))). (28)

Next, we upper-bound 1
2

∑2
i=1 KL(Pθi‖Pθ0). Using the prop-

erties of KL-divergence, we obtain

KL(Pθi‖Pθ0) = nKL(pi‖p0)

=n

(
1

2
− iεx

)
log(1− 2iεx) + n

(
1

2
+ iεx

)
log(1 + 2iεx)

=
n

2
log(1− 4i2ε2x) + niεx log

(
1 +

4iεx
1− 2iεx

)
(i)
≤4ni2ε2x,

where (i) follows from the fact that log(1 + x) ≤ x. Then, we
obtain

1

2

2∑
i=1

KL(Pθi‖Pθ0) ≤ 10nε2x ≤
log2(2)

10
.

Combining the above inequality with eq. (28) and Lemma 2,
we have

inf
p̂n

sup
px∈PX

P
{
dFnn(p̂n, px) ≥ C(PX)n−1/2

}
≥

√
2

1 +
√

2

(
4

5
− log(2)

5

)
> 0.42,

where the constant C(PX) is given by

C(PX) =
log(2)

20
(Mw(d)σd−1 (· · · (Mw(1)Bx))

−Mw(d)σd−1 (· · · (−Mw(1)Bx))),

which, combined with the fact that log(2)/20 ≥ 0.015, finishes
the proof.

APPENDIX C
PROOF OF PROPOSITION 1

Proposition 1. Let SGM be εf uniform-discriminator stable
and εg uniform-generator stable. Then, the generalization error
induced by the output of SGM in the GAN training satisfies

ESEsgm
[
L(wS ,vS)− LS(wS ,vS)

]
≤ εf + εg.

Proof. We denote S = {x1, . . . ,xn} ∪ {Z1, . . . , Zm}, S′ =
{x′1, . . . ,x′n}∪{Z ′1, . . . , Z ′m}, Si,j = {x1, . . . , ,x

′
i, . . . ,xn}∪

{Z1, . . . , Z
′
j , . . . , Zm}. Note that

ESEA
[
LS(wS ,vS)

]
= ESEA

[
1

n

n∑
i=1

f(wS ;xi)

]
︸ ︷︷ ︸

P

− ESEA
[

1

m

m∑
j=1

f(wS ; g(vS ;Zj))

]
︸ ︷︷ ︸

Q

.

The two terms P,Q can be further rewritten as

P = ESS′EA
[
1

n

n∑
i=1

f(wSi,j ;x
′
i)

]
= ESEA

[
Exf(wS ;x)

]
+ ESS′

1

n

n∑
i=1

EA[f(wSi,j ;x
′
i)− f(wS ;x

′
i)]

Q = ESS′EA
[
1

m

m∑
j=1

f(wSi,j ; g(vSi,j ;Z
′
j))

]

= ESS′EA
[
1

m

m∑
j=1

f(wS ; g(vS ;Z
′
j))−

1

m

m∑
j=1

f(wS ; g(vS ;Z
′
j))

+
1

m

m∑
j=1

f(wSi,j ; g(vSi,j ;Z
′
j))

]
= ESEA

[
EZf(wS ; g(vS ;Z))

]
− ESS′

1

m

m∑
j=1

EA
[
f(wS ; g(vS ;Z

′
j))− f(wSi,j ; g(vSi,j ;Z

′
j))
]
,

where we have used the fact that x′i and Z ′j are i.i.d. copies
of xi and Zj , respectively. Subtracting Q from P yields that

P −Q

= ESEA
[
L(wS ,vS)

]
+ ESS′

1

n

n∑
i=1

EA
[
f(wSi,j ;x

′
i)− f(wS ;x

′
i)
]

+ ESS′
1

m

m∑
j=1

EA
[
f(wS ; g(vS ;Z

′
j))− f(wSi,j ; g(vSi,j ;Z

′
j))
]
.

Note that P −Q = ESEA
[
LS(wS ,vS)

]
. Thus, we conclude

that

ESEA
[
L(wS ,vS)− LS(wS ,vS)

]
= ESS′

1

n

n∑
i=1

EA
∣∣f(wSi,j ;x

′
i)− f(wS ;x′i)

∣∣
+ ESS′

1

m

m∑
j=1

EA
∣∣f(wS ; g(vS ;Z ′j))− f(wSi,j ; g(vSi,j ;Z

′
j))
∣∣

≤ sup
S,S̄,x

EA
∣∣f(wS̄ ;x)− f(wS ;x)

∣∣
+ sup
S,S̄,Z

EA
∣∣f(wS ; g(vS ;Z))− f(wS̄ ; g(vS̄ ;Z))

∣∣
= εf + εg,

where S̄ is any such Si,j .
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APPENDIX D
PROOF OF LEMMA 1

Lemma 1. Let Assumption 1 hold. Apply SGM to solve the
ERM in eq. (14) with the data sets S and S̄, respectively, and
denote the corresponding outputs as (wS ,vS) and (wS̄ ,vS̄),
respectively. Then, the stabilities εf , εg of GAN satisfy

εf + εg ≤ 2σxf sup
S,S̄

Esgm‖wS −wS̄‖+ σwf σg sup
S,S̄

Esgm‖vS − vS̄‖.

Proof. By Proposition 1 and Assumption 1, we obtain that

ESEsgm
[
L(wS ,vS)− LS(wS ,vS)

]
≤ sup
S,S̄,x

Esgm
∣∣f(wS̄ ;x)− f(wS ;x)

∣∣
+ sup
S,S̄,Z

Esgm
∣∣f(wS ; g(vS ;Z))− f(wS̄ ; g(vS̄ ;Z))

∣∣
≤ sup
S,S̄,x

Esgm
∣∣f(wS̄ ;x)− f(wS ;x)

∣∣
+ sup
S,S̄,Z

Esgm
∣∣f(wS ; g(vS ;Z))− f(wS̄ ; g(vS ;Z))

∣∣
+ sup
S,S̄,Z

Esgm
∣∣f(wS̄ ; g(vS ;Z))− f(wS̄ ; g(vS̄ ;Z))

∣∣
≤ 2σwf Esgm‖wS̄ −wS‖+ σxfσgEsgm‖vS − vS̄‖,

which finishes the proof.

APPENDIX E
PROOF OF PROPOSITION 2

Proposition 2 (Stability of SGM for GANs). Let Assumption 1
hold. Apply SGM to solve the ERM in eq. (14) with the datasets
S and S̄, respectively, and denote the corresponding outputs
as (wS ,vS) and (wS̄ ,vS̄), respectively. Denote the stepsize
as ηt > 0. Then, the stabilities of both the discriminator and
the generator satisfy

Esgm

[
δwt+1

δvt+1

]
≤
[
1 + 2ηtL

w
f ηtL

x
fσg

ηtL
w
f σg 1 + ηt(σ

x
fLg + σ2

gL
x
f )

]
Esgm

[
δwt
δvt

]
+ 2ηt

[
m+n
mn σ

w
f

σgσ
x
f

m

]
. (15)

Proof. Consider a pair of fixed data sets S, S̄. Without of loss
of generality, we assume that S, S̄ are different at the samples
with index 1, i.e., S contains x1, Z1 and S̄ contains x′1, Z

′
1,

respectively.
We first bound δwt+1. At iteration t, we consider the following

four cases.
Case 1: ξt 6= 1, ζt 6= 1.
By the uniform sampling, this case occurs with probability

n−1
n

m−1
m . Also, the update rule of SGD implies that

δwt+1 = ‖wt,S −wt,S̄ + ηt(∇wf(wt,S ;xξt)−∇wf(wt,S̄ ;xξt)

+∇wf(wt,S̄ ; g(vt,S̄ ;Zζt))−∇wf(wt,S ; g(vt,S ;Zζt)))‖
≤ δwt + ηtL

w
f δ

w
t

+ ηt‖∇wf(wt,S̄ ; g(vt,S̄ ;Zζt))−∇wf(wt,S ; g(vt,S̄ ;Zζt))

+∇wf(wt,S ; g(vt,S̄ ;Zζt))−∇wf(wt,S ; g(vt,S ;Zζt))‖
≤ (1 + ηtL

w
f )δ

w
t + ηtL

w
f δ

w
t + ηtL

x
fσgδ

v
t

= (1 + 2ηtL
w
f )δ

w
t + ηtL

x
fσgδ

v
t .

Case 2: ξt = 1, ζt 6= 1.

This case occurs with probability 1
n
m−1
m . The update rule

of SGD implies that

δwt+1 = ‖wt,S −wt,S̄ + ηt(∇wf(wt,S ;x1)−∇wf(wt,S̄ ;x′1)

+∇wf(wt,S̄ ; g(vt,S̄ ;Zζt))−∇wf(wt,S ; g(vt,S ;Zζt)))‖
≤ δwt + 2ηtσ

w
f + ηtL

x
fσgδ

v
t .

Case 3: ξt 6= 1, ζt = 1.
This case occurs with probability n−1

n
1
m . The update rule

of SGD implies that

δwt+1 = ‖wt,S −wt,S̄ + ηt(∇wf(wt,S ;xξt)−∇wf(wt,S̄ ;xξt)

+∇wf(wt,S̄ ; g(vt,S̄ ;Z1))−∇wf(wt,S ; g(vt,S ;Z ′1)))‖
≤ δwt + ηtL

w
f δ

w
t + 2ηtσ

w
f

= (1 + ηtL
w
f )δwt + 2ηtσ

w
f .

Case 4: ξt = 1, ζt = 1.
This case occurs with probability 1

n
1
m . The update rule of

SGD implies that

δwt+1 = ‖wt,S −wt,S̄ + ηt(∇wf(wt,S ;x1)−∇wf(wt,S̄ ;x′1)

+∇wf(wt,S̄ ; g(vt,S̄ ;Z1))−∇wf(wt,S ; g(vt,S ;Z ′1)))‖
≤ δwt + 4ηtσ

w
f .

Based on the results of the above four cases, we take the
expectation over the randomness of the SGD and obtain that

EAδwt+1 ≤
(n− 1)(m− 1)

nm

[
(1 + 2ηtL

w
f )EAδwt + ηtL

x
fσgEAδvt

]
+

(m− 1)

nm

[
EAδwt + 2ηtσ

w
f + ηtL

x
fσgEAδvt

]
+

(n− 1)

nm

[
(1 + ηtL

w
f )EAδwt + 2ηtσ

w
f

]
+

1

nm

[
EAδwt + 4ηtσ

w
f

]
≤
(
1 + 2ηtL

w
f

)
EAδwt + ηtL

x
fσgEAδvt

+
2(m+ n)ηtσ

w
f

mn
. (29)

Next, we bound δvt+1. At iteration t, we consider the
following two cases.

Case 1: ζt 6= 1.
This case occurs with probability m−1

m . Also, the update
rule of SGD implies that

δvt+1 = ‖vt,S − vt,S̄ + ηt(∇vg(vt,S ;Zζt)∇gf(wt,S ; g(vt,S ;Zζt))

−∇vg(vt,S̄ ;Zζt)∇gf(wt,S̄ ; g(vt,S̄ ;Zζt)))‖
≤ δvt + ηtσg(L

w
f δ

w
t + Lxfσgδ

v
t ) + ηtσ

x
fLgδ

v
t

= (1 + ηtL
x
fσ

2
g + ηtσ

x
fLg)δ

v
t + ηtL

w
f σgδ

w
t .

Case 2: ζt = 1.
This case occurs with probability 1

m . Also, the update rule
of SGD implies that

δvt+1 = ‖vt,S − vt,S̄ + ηt(∇vg(vt,S ;Z1)∇gf(wt,S ; g(vt,S ;Z1))

−∇vg(vt,S̄ ;Z ′1)∇gf(wt,S̄ ; g(vt,S̄ ;Z ′1)))‖
≤ δvt + 2ηtσ

x
fσg.
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Based on the results of the above two cases, we take the
expectation over the randomness of SGD and obtain that

EAδvt+1 ≤
m− 1

m

[
(1 + ηtL

x
fσ

2
g + ηtσ

x
fLg)δ

v
t + ηtL

w
f σgδ

w
t

]
+

1

m

[
δvt + 2ηtσ

x
fσg
]

≤ (1 + ηtL
x
fσ

2
g + ηtσ

x
fLg)EAδvt + ηtL

w
f σgEAδwt

+
2

m
ηtσ

x
fσg. (30)

Combining eq. (29) and eq. (30) yields that

EA
[
δwt+1

δvt+1

]
≤
[
1 + 2ηtL

w
f ηtL

x
fσg

ηtL
w
f σg 1 + ηt(σ

x
fLg + σ2

gL
x
f )

]
EA
[
δwt
δvt

]
+ 2ηt

[
m+n
mn σ

w
f

σgσ
x
f

m

]
.

Then, the proof is complete.

APPENDIX F
PROOF OF THEOREM 3

Theorem 3. Let Assumption 1 hold. Apply SGM to solve
the ERM in eq. (14) with the dataset S and denote the
corresponding output at T -th iteration as (wT,S ,vT,S). Choose
the stepsize ηt = c

t log t with c ≤ (2Lwf + σxfLg + σ2
gL

x
f )−1.

Then, the generalization error of SGM satisfies

ESEsgm
[
L(wT,S ,vT,S)− LS(wT,S ,vT,S)

]
≤ 2
√

(2σxf )2 + (σwf σg)
2

(
σwf + σgσ

x
f

m
+
σwf
n

)
log T.

Proof. Define the following two quantities

Ut =

[
1 + 2ηtL

w
f ηtL

x
fσg

ηtL
w
f σg 1 + ηt(σ

x
fLg + σ2

gL
x
f )

]
,b =

[
m+n
mn σ

w
f

σgσ
x
f

m

]
.

Then, the recursion property in Proposition 2 can be rewritten
as

EA
[
δwt+1

δvt+1

]
≤ UtEA

[
δwt
δvt

]
+ 2ηtb. (31)

Applying eq. (31) recursively and noting that δw0 = δv0 = 0,
we obtain that

EA
[
δwt+1

δvt+1

]
≤

t∑
l=0

( t∏
k=l+1

Uk

)
2ηlb.

By Lemma 1 and the above inequality, we further obtain that

ESEA
[
L(wt,S ,vt,S)− LS(wt,S ,vt,S)

]
≤
√

(2σxf )2 + (σwf σg)
2 sup
S,S̄

∥∥∥∥EA [δwtδvt
]∥∥∥∥

≤
√

(2σxf )2 + (σwf σg)
2

∥∥∥∥∥
t−1∑
l=0

( t−1∏
k=l+1

Uk

)
2ηlb

∥∥∥∥∥
≤
√

(2σxf )2 + (σwf σg)
2

t−1∑
l=0

∥∥∥∥∥
( t−1∏
k=l+1

Uk

)
2ηlb

∥∥∥∥∥
≤ 2
√

(2σxf )2 + (σwf σg)
2‖b‖

t−1∑
l=0

ηl

∥∥∥∥∥
t−1∏
k=l+1

Uk

∥∥∥∥∥
≤ 2
√

(2σxf )2 + (σwf σg)
2‖b‖

t−1∑
l=0

ηl

t−1∏
k=l+1

‖Uk‖. (32)

Next, we evaluate the operator norm of Uk, i.e., the quantity√
λmax(U>kUk). Note that U>kUk is a 2 × 2 matrix. We

calculate its eigenvalue and obtain that

‖Uk‖ =
√
λmax(U>kUk) =

√
γ

2
+

√
γ2

4
− β,

where

γ = (1 + 2ηtL
w
f )2 + (ηtL

w
f σg)

2

+ (ηtL
x
fσg)

2 + (1 + ηt(σ
x
fLg + σ2

gL
x
f ))2,

β =
(
(1 + 2ηtL

w
f )(1 + ηt(σ

x
fLg + σ2

gL
x
f ))

− (ηtL
w
f σg)(ηtL

x
fσg)

)2
.

Note that the stepsize ηt for SGD is chosen to decrease to
zero. Thus, we can ignore the higher order terms that contain
η2
t and obtain that

‖Uk‖ ≤

√
γ

2
+

√
γ2

4
− β . 1 + ηk(2Lwf + σxfLg + σ2

gL
x
f ).

Let λ = 2
√

(2σxf )2 + (σwf σg)
2. Substituting the above bound

into eq. (32) and noting that ηt = c
t log t , we obtain that

ESEA
[
L(wt,S ,vt,S)− LS(wt,S ,vt,S)

]
≤ λ‖b‖
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l=0

ηl
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(
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gL
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l log l
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log t
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(
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m
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)
log t.

Then, the proof is complete.
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